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Abstract. By using some recent results for divergence-form equations, we study the $L^p$-solvability of second-order elliptic and parabolic equations in nondivergence form for any $p \in (1, \infty)$. The leading coefficients are assumed to be in locally BMO spaces with suitably small BMO seminorms. We not only extend several previous results by Krylov and Kim to the full range of $p$, but also deal with equations with more general coefficients.

1. Introduction

In this paper, we study the $W^{1,2}$-solvability of parabolic equations in nondivergence form:

$$Pu - \lambda u = f,$$

where $\lambda \geq 0$ is a constant, $f \in L_p$, and

$$Pu = -u_t + a^{jk}D_{jk}u + b^jD_ju + cu.$$

We assume that all the coefficients are bounded and measurable, and $a^{jk}$ are uniformly elliptic, i.e., for some $K > 0$ and $\delta \in (0,1]$,

$$|b|^2 + |c| \leq K, \quad |a^{jk}| \leq \delta, \quad \delta |\xi|^2 \leq a^{jk}\xi_j\xi_k \leq \delta^{-1}|\xi|^2.$$

If all the coefficients are time independent, we also consider the $W^2_p$-solvability of elliptic equations in nondivergence form:

$$Lu - \lambda u = f,$$

where

$$Lu = a^{jk}D_{jk}u + b^jD_ju + cu.$$

The main purpose of this paper is to show how the recent results obtained in [7,10] for divergence-form equations can be used to i) overcome the restriction $p > 2$ in the $L_p$-theory of nondivergence-form equations with partially BMO coefficients developed by Krylov and Kim in [14-18]; and ii) extend the results to systems as well as equations with a more general class of coefficients.

There is a vast literature of the $L^p$-theory of second-order parabolic and elliptic equations with discontinuous coefficients. It is of particular interest because of its
various important applications in nonlinear equations and its subtle links with the theory of stochastic processes. For instance, one implication of the $L_p$-solvability of parabolic equations in nondivergence form is the weak uniqueness of solutions to associated Itô equations.

For equations with uniformly continuous leading coefficients, the solvability is classical. The $L_p$-theory of second-order equations with discontinuous coefficients was studied extensively in the last three decades. One important class of discontinuous coefficients contains functions with vanishing mean oscillation (VMO), the study of which was initiated in [4] about twenty years ago and continued in [5] and [2]; see also [26, 27, 13] and the references in [22]. The proofs in [4, 5, 2] are based on the Calderón–Zygmund estimate and the Coifman–Rochberg–Weiss commutator estimate. Before that, $L_p$-theory had been established for some other types of discontinuous coefficients; see, for instance, [25] and [6].

In [21], Krylov gave a unified approach to investigating the $L_p$-solvability of both divergence- and nondivergence-form parabolic and elliptic equations with $a^{ij}$ VMO in the spatial variables (and measurable in the time variable in the parabolic case). The proofs in [21] rely mainly on pointwise estimates of sharp functions of spatial derivatives of solutions together with the Stein–Fefferman theorem and the Hardy–Littlewood theorem. By doing this, VMO coefficients are treated in a rather straightforward manner. This result was later improved and generalized in a series of papers [7]-[11], [14]-[18], and [22]-[23].

For other results about equations and systems with VMO/BMO coefficients, we refer the reader to [1, 3] and the references therein.

In contrast, the theory of elliptic and parabolic equations with partially VMO coefficients is quite new and was originated in [17]. In [17] the $W^{2,p}_p$-solvability for any $p > 2$ was established for nondivergence-form elliptic equations with leading coefficients measurable in one variable and VMO in the others. This result was extended in [18] to parabolic equations. For nondivergence-form parabolic equations, further extensions were made later in [14, 15, 16], in which most leading coefficients are measurable in the time variable as well as one spatial variable, and VMO, or BMO with small seminorms, in the other variables. In all these papers, except for some special cases, it is always assumed that $p > 2$. The corresponding results for divergence-form equations were proved more recently in [7, 9, 10] by using the idea of “breaking the symmetry” of the coordinates and applying a generalized Stein–Fefferman theorem proved in [23]. In these papers, the solvability is obtained for any $p \in (1, \infty)$ thanks to a standard duality argument for divergence-form equations.

Roughly speaking, the restriction $p > 2$ mentioned above is due to the following reason. In [17], for instance, a sharp function estimate is deduced from the $W^{2}_2$-solvability of equations with $a^{ij}$ depending only on $x^1$, which is obtained by using the method of Fourier transforms. In turn, the right-hand side of the estimate contains maximal functions of $q$-th power of $D^2u$ for some $q > 2$, which can be made arbitrarily close to 2. Therefore, to apply the Fefferman–Stein theorem and the Hardy–Littlewood maximal function theorem one requires $p \geq q > 2$.

Thus, a natural question arises:

\textit{Do we still have the $L_p$-solvability for nondivergence equations with $a^{ij}$ in the class of [14]-[17] when $p$ gets below 2?}

---

Although the results in some of these papers are claimed for equations with VMO coefficients, the proofs there only require $a^{ij}$ to have locally small mean oscillations.
In other words, we would like to understand whether the condition $p > 2$ in these papers is necessary, or merely due to technical reasons in the method used. This is one of the motivations of this article. A partial answer to this question can be found in Kunstmann [19], in which the author extended the result in [18] from $p \in (2, \infty)$ to $p \in (p_0, \infty)$ for some $p_0 \in (1, 2)$ in the special case that $a^{ij}$ are time independent.

In this article, we shall give an affirmative answer to this question in full. One of our main results is the $W^{1,2}_p$-solvability of nondivergence-form parabolic equations for any $p \in (1, \infty)$ (stated in Theorems 2.2 and 2.3), under the assumptions that $a^{ij}$ are partially BMO. More precisely, $a^{ij}$ are assumed to be measurable in one spatial direction and the time variable, and have locally small mean oscillations in the other variables. Additionally, we assume $a^{11}$ to be measurable in one spatial direction (or the time variable) and have locally small mean oscillations in the others; see Section 2 for the definitions. Consequently, we derive the $W^{2}_p$-solvability of nondivergence elliptic equations for any $p \in (1, \infty)$, when $a^{ij}$ are in the class of [17]. We also obtain the solvability for nondivergence-form parabolic and elliptic systems with partially BMO coefficients, which, to the best of our knowledge, is new even when $p > 2$; see Remark 5.3. Moreover, the method used in this paper allows us to treat more general coefficients, i.e., “hierarchically” partially BMO coefficients; see Section 6.

Now we give a brief description of our methods. In order to get below 2, we first establish for any $p \in (1, \infty)$ the $W^{1,2}_p$-solvability of parabolic equations with $a^{11}$ depending only on either $t$ or $x^1$, and $a^{ij}, ij > 1$ depending only on $(t, x^1)$ as stated in Theorems 3.1 and 4.1. To this end, our idea is that in this situation the equation can be rewritten into a divergence-form after a suitable change of variables, so that some results recently proved in [7] and [10] for divergence-form equations can be applied; see Appendix A. In some sense, this idea is reminiscent of the classical argument of deriving from the De Giorgi–Moser–Nash estimate the $C^{1,\alpha}$ regularity for nondivergence elliptic equations with measurable coefficients on the plane; see, for instance, [12, §11.2]. Secondly, we bound $D^2u$ and $u_t$ by a portion of $D^2u$ and $Pu$. Finally, we get a sharp function estimate of the portion of $D^2u$ by using the Krylov–Safonov interior Hölder estimate. The above three steps are combined to prove Theorems 2.2 and 2.3 by applying the Fefferman–Stein theorem and the Hardy–Littlewood maximal function theorem. Of course, the Krylov–Safonov estimate is not applicable to systems, for which case we use a bootstrap argument to get an interior Hölder estimate. To deal with equations with hierarchically partially BMO coefficients, in Section 6 we first need to establish the corresponding solvability results for divergence-form equations with the leading coefficients in the same class. This is achieved by exploiting the aforementioned idea in [7, 9, 10] of “breaking the symmetry” of the coordinates and running an induction argument on the number of the coordinates.

We note that the $W^{1,2}_p$-solvability results in this paper admit an extension to the mixed norm spaces $W^{1,2}_{q,p}$ by following the idea in [22]; see also, for instance, [10] and [7]. Here we do not pursue this, but leave it to interested readers.

A brief outline of the paper: In the next section, we introduce the notation and state some main results, Theorems 2.2, 2.3, and 2.5. Sections 3 and 4 are devoted to the proof of Theorems 2.2 and 2.3. We give a generalization of Theorems 2.2, 2.3 to systems in Section 5. Finally, in Section 6 we discuss equations with hierarchically partially BMO coefficients.
2. Notation and Some Main Results

2.1. Notation. Let $d \geq 1$ be an integer. A typical point in $\mathbb{R}^d$ is denoted by $x = (x^1, \ldots, x^d) = (x^1, x')$. We set

$$D_i u = u_{x^i}, \quad D_{ij} u = u_{x^i x^j}, \quad D_t u = u_t.$$  

By $Du$ and $D^2 u$ we mean the gradient and the Hessian matrix of $u$. On many occasions we need to take these objects relative to only part of variables. We also use the following notation:

$$D_{x^i} u = u_{x^i}, \quad D_{x^i x^j} u = u_{x^i x^j}, \quad D_{xx'} u = u_{xx'}.$$  

Throughout the paper, we always assume that $1 < p, q < \infty$ unless explicitly specified otherwise. By $N(d, p, \ldots)$ we mean that $N$ is a constant depending only on the prescribed quantities $d, p, l, \ldots$. For a function $f(t, x)$ in $\mathbb{R}^{d+1}$, we set

$$(f)_D = \frac{1}{|D|} \int_D f(t, x) \, dx \, dt = \int_D f(t, x) \, dx \, dt,$$

where $D$ is an open subset in $\mathbb{R}^{d+1}$ and $|D|$ is the $d+1$-dimensional Lebesgue measure of $D$. For $-\infty \leq S < T \leq \infty$, we denote

$$W^{1,2}_p((S, T) \times \mathbb{R}^d) = \{ u : u, u_t, Du, D^2 u \in L_p((S, T) \times \mathbb{R}^d) \},$$

$$\mathcal{H}^1_p((S, T) \times \mathbb{R}^d) = (1 - \Delta)^{1/2} W^{1,2}_p((S, T) \times \mathbb{R}^d),$$

$$\mathcal{H}^1_T((S, T) \times \mathbb{R}^d) = (1 - \Delta)^{1/2} L^p((S, T) \times \mathbb{R}^d).$$

We also use the abbreviations $L_p = L_p(\mathbb{R}^{d+1})$, $H^1_p = \mathcal{H}^1_p(\mathbb{R}^{d+1})$, etc. For any $T \in (-\infty, \infty]$, we denote

$$\mathbb{R}_T = (-\infty, T), \quad \mathbb{R}^{d+1}_T = \mathbb{R}_T \times \mathbb{R}^d.$$

For any integer $k \geq 1$ and $x \in \mathbb{R}^k$, we denote $B^k_r(x)$ to be the $k$-dimensional cube

$$\{ y \in \mathbb{R}^k | \max_i |y^i - x^i| < r \}.$$

Set

$$Q^k_r(t, x) = (t - r^2, t) \times B^k_r(x), \quad B^k_r = B^k_r(0), \quad Q^k_r = Q^k_r(0, 0).$$

In case $k = d$ or $d - 1$, we use the abbreviations

$$B_r(x) = B^d_r(x), \quad Q_r(t, x) = Q^d_r(t, x),$$

$$B^d_r(x') = B^{d-1}_r(x'), \quad Q^d_r(t, x') = Q^{d-1}_r(t, x').$$

Let

$$Q = \{ Q_r(t, x) : (t, x) \in \mathbb{R}^{d+1}, r \in (0, \infty) \}.$$  

For a function $g$ defined on $\mathbb{R}^{d+1}$, we denote its (parabolic) maximal and sharp function, respectively, by

$$\mathbb{M}g(t, x) = \sup_{Q \subset \Omega; (t, x) \in Q} \int_Q |g(s, y)| \, dy \, ds,$$

$$g^+(t, x) = \sup_{Q \subset \Omega; (t, x) \in Q} \int_Q |g(s, y) - (g)_{\Omega}| \, dy \, ds.$$
2.2. Main results without the hierarchical structure. To illustrate the main idea, first we deal with the coefficients considered before in [14]-[18]. We assume that $a^{ij}, i, j > 1$ are measurable in $x^1$ and $t$, and have locally small mean oscillations in the other variables. In addition, we assume that $a^{11}$ are measurable in $t$ (or $x^1$) and have locally small mean oscillations in the others. To state the assumptions on $a^{ij}$ precisely, for $R > 0$, we denote

$$
\hat{a}^{11}(t) = \sup_{(t_0, x_0) \in \mathbb{R}^{d+1}} \sup_{r \leq R} \int_{Q_r(t_0, x_0)} |a^{11}(t, x) - \bar{a}^{11}(t)| \, dx \, dt,
$$

$$
\hat{a}^{11}(x^1) = \sup_{(t_0, x_0) \in \mathbb{R}^{d+1}} \sup_{r \leq R} \int_{Q_r(t_0, x_0)} |a^{11}(s, x^1, y') \, ds,
$$

$$
\bar{a}^{ij}(t, x^1) = \sup_{(t_0, x_0) \in \mathbb{R}^{d+1}} \sup_{r \leq R} \int_{Q_r(t_0, x_0)} |a^{ij}(t, x^1) - \bar{a}^{ij}(t, x^1)| \, dx \, dt,
$$

where for each $Q_r(t_0, x_0),$

$$
\bar{a}^{11}(t) = \int_{B_r(x_0)} a^{11}(t, x) \, dx,
$$

$$
\bar{a}^{11}(x^1) = \int_{Q_r'(t_0, x_0')} a^{11}(s, x^1, y') \, dy' \, ds,
$$

$$
\bar{a}^{ij}(t, x^1) = \int_{B_r'(x_0')} a^{ij}(t, x^1, y') \, dy', \quad (i, j) \neq (1, 1).
$$

We shall impose part of the following assumptions on the leading coefficients.

**Assumption 2.1 (γ).**

i) There exists a positive constant $R_0$ such that $\hat{a}^{11}_{R_0, 1} \leq \gamma$.

ii) There exists a positive constant $R_0$ such that $\hat{a}^{11}_{R_0, 2} \leq \gamma$.

iii) There exists a positive constant $R_0$ such that $\bar{a}^{\#}_R \leq \gamma$.

Next we state a few results of the paper.

**Theorem 2.2.** For any $p \in (1, \infty)$, there exists a $\gamma = \gamma(d, \delta, p) > 0$ such that under Assumption 2.1 (γ) i) and iii) for any $T \in (-\infty, +\infty]$ the following holds.

i) For any $u \in W^{1,2}_p(\mathbb{R}^{d+1}_T),$

$$
\lambda \|u\|_{L^p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L^p(\mathbb{R}^{d+1}_T)} + \|D^2u\|_{L^p(\mathbb{R}^{d+1}_T)} + \|u_t\|_{L^p(\mathbb{R}^{d+1}_T)}
$$

$$
\leq N\|Pu - \lambda u\|_{L^p(\mathbb{R}^{d+1}_T)},
$$

provided that $\lambda \geq \lambda_0$, where $\lambda_0 \geq 0$ depends only on $d, \delta, p, K, \text{ and } R_0$, and $N$ depends only on $d, \delta$ and $p$.

ii) For any $\lambda > \lambda_0$ and $f \in L^p(\mathbb{R}^{d+1}_T)$, there exists a unique solution $u \in W^{1,2}_p(\mathbb{R}^{d+1}_T)$ of equation (1.1) in $\mathbb{R}^{d+1}_T$.

iii) In the case that $a^{11} = a_1^{11}(t), a^{jk} = a^{jk}(t, x^1), jk > 1$ and $b^j = c = 0$, we can take $\lambda_0 = 0$ in i) and ii).

In Section 3 we will extend Theorem 2.2 to parabolic systems under the same regularity assumption on the leading coefficients.
Theorem 2.3. For any \( p \in (1, \infty) \), there exists a \( \gamma = \gamma(d, \delta, p) > 0 \) such that under Assumption 2.4 (\( \gamma \)) ii) and iii) for any \( T \in (-\infty, +\infty) \) the following holds.

i) For any \( u \in W^{1,2}_p(\mathbb{R}^{d+1}_T) \), we have (2.1) provided that \( \lambda \geq \lambda_0 \), where \( \lambda_0 \geq 0 \) depends only on \( d, \delta, p, K, \) and \( R_0 \), and \( N \) depends only on \( d, \delta \) and \( p \).

ii) For any \( \lambda > \lambda_0 \) and \( f \in L_p(\mathbb{R}^{d+1}_T) \), there exists a unique solution \( u \in W^{1,2}_p(\mathbb{R}^{d+1}_T) \) of equation (1.3) in \( \mathbb{R}^{d+1}_T \).

iii) In the case that \( a^{11} = a^{11}(x^1) \), \( a^{jk} = a^{jk}(t, x^1) \), \( jk > 1 \) and \( b^i \equiv c \equiv 0 \), we can take \( \lambda_0 = 0 \) in i) and ii).

As a consequence of Theorem 2.3, we obtain the \( W^2_p \)-solvability of second-order elliptic equations in nondivergence form with partially BMO coefficients with locally small seminorms. For this purpose, we assume that \( a^{ij}, b^i, c, \) and \( f \) are independent of \( t \). For \( R > 0 \) now we denote

\[
a^\#_R = \sup_{x_0 \in \mathbb{R}^d} \sup_{r \leq R} \sup_{i,j} \int_{B_r(x_0)} |a^{ij}(x) - \bar{a}^{ij}(x^1)| \, dx,
\]

where for each \( B_r(x_0) \) and \((i,j)\),

\[
\bar{a}^{ij}(x^1) = \int_{B_r(x_0)} a^{ij}(x^1, y') \, dy'.
\]

Assumption 2.4 (\( \gamma \)). There exists a positive constant \( R_0 \) such that \( a^{\#}_{R_0} \leq \gamma \).

Theorem 2.5. For any \( p \in (1, \infty) \), there exists a \( \gamma = \gamma(d, \delta, p) > 0 \) such that under Assumption 2.4 (\( \gamma \)) the following holds.

i) For any \( u \in W^2_p(\mathbb{R}^d) \),

\[
\lambda \| u \|_{L_p(\mathbb{R}^d)} + \sqrt{\| Du \|_{L_p(\mathbb{R}^d)} + \| D^2 u \|_{L_p(\mathbb{R}^d)}} \leq N \| Lu - \lambda u \|_{L_p(\mathbb{R}^d)},
\]

provided that \( \lambda \geq \lambda_0 \), where \( \lambda_0 \geq 0 \) depend only on \( d, \delta, p, K \) and \( R_0 \), and \( N \) depends only on \( d, \delta \) and \( p \).

ii) For any \( \lambda > \lambda_0 \) and \( f \in L_p(\mathbb{R}^d) \), there exists a unique solution \( u \in W^2_p(\mathbb{R}^d) \) of equation (1.2) in \( \mathbb{R}^d \).

iii) In the case that \( a^{jk} = a^{jk}(x^1) \) and \( b^i \equiv c \equiv 0 \), we can take \( \lambda_0 = 0 \) in i) and ii).

In Section 6 we shall extend Theorems 2.2, 2.3, and 2.5 to equations with more general coefficients. Roughly speaking, we allow hierarchically partially BMO coefficients. This is also one of the main advances of this paper. For example, when \( d = 3 \), Assumption 6.2 means \( a^{11} \) is measurable in \( x^1 \) and has small mean oscillation in \( (t, x^2, x^3) \); \( a^{12} \), \( a^{21} \) and \( a^{22} \) are measurable in \( (t, x^1) \) and has small mean oscillation in \( (x^2, x^3) \); finally, all the other \( a^{ij} \) are measurable in \( (t, x^1, x^2) \) and has small mean oscillation in \( x^3 \).

3. Proof of Theorem 2.2

We prove Theorem 2.2 in this section. Let

\[
P_0 u = -u_t + a^{ij} D_{ij} u,
\]

where \( a^{11} = a^{11}(t) \) and \( a^{ij} = a^{ij}(t, x^1) \) for \( ij > 1 \).

Our proof relies mainly on the following solvability result.
Theorem 3.1. Let $p \in (1, \infty)$ and $T \in (-\infty, \infty]$. Then for any $u \in W_p^{1,2}(\mathbb{R}^{d+1}_T)$ and $\lambda \geq 0$, we have

$$
\lambda \|u\|_{L_p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^{d+1}_T)} + \|D^2u\|_{L_p(\mathbb{R}^{d+1}_T)} + \|u_t\|_{L_p(\mathbb{R}^{d+1}_T)}
\leq N \|P_0u - \lambda u\|_{L_p(\mathbb{R}^{d+1}_T)},
$$

(3.1)

where $N = N(d, p, \delta) > 0$. Moreover, for any $f \in L_p(\mathbb{R}^{d+1}_T)$ and $\lambda > 0$ there is a unique $u \in W_p^{1,2}(\mathbb{R}^{d+1}_T)$ solving

$$
P_0u - \lambda u = f \quad \text{in} \quad \mathbb{R}^{d+1}_T.
$$

Proof. First we assume $T = \infty$. By the method of continuity, it suffices to prove the a priori estimate (3.1). Also we can assume $u \in C_0^\infty$ by a density argument. Let $f = P_0u - \lambda u$. Note that

$$
-u_t + a^{11}D_1^2u + \Delta_{d-1}u - \lambda u = f + \sum_{ij>1} (\delta_{ij} - a^{ij})D_{ij}u.
$$

(3.2)

By using Theorem 5.5 of [22], the left-hand side of (3.1) is less than

$$
N \|f\|_{L_p} + N \sum_{ij>1} \|D_{ij}u\|_{L_p}.
$$

Thus, we only need to prove

$$
\|D_{xx}u\|_{L_p} \leq N \|f\|_{L_p}.
$$

(3.3)

Rewrite operator $P_0$ into divergence form:

$$
P_0u = -u_t + D_1(a^{11}D_1u) + \sum_{j=2}^d D_j ((a^{1j} + a^{j1})D_1u) + \sum_{i,j=2}^d D_j(a^{ij}D_iu).
$$

Clearly, for $k = 2, \ldots, d$, $D_ku$ satisfies

$$
P_0(D_ku) - \lambda D_ku = D_kf.
$$

Owing to Proposition A.3, we have the $H_p^1$-estimate of divergence-form parabolic equations with leading coefficients under the condition of the theorem (and $a^{ij}$ not necessary to be symmetric). Therefore, we get

$$
\|D_{xx}u\|_{L_p} \leq N \|f\|_{L_p}.
$$

This gives (3.3) and completes the proof of the theorem when $T = \infty$.

For general $T \in (-\infty, \infty]$, we use the fact that $u = w$ for $t < T$, where $w \in W_p^{1,2}$ solves

$$
P_0w - \lambda w = \chi_{t<T}(P_0u - \lambda u).
$$

The theorem is proved.

An immediate corollary of Theorem 3.1 is the following solvability result of the initial value problem.

Corollary 3.2. Let $p \in (1, \infty)$ and $T \in (0, \infty)$. Then for any $f \in L_p((0,T) \times \mathbb{R}^d)$ and $\lambda > 0$ there is a unique $u \in W_p^{1,2}((0,T) \times \mathbb{R}^d)$ solving $P_0u - \lambda u = f$ in $(0,T) \times \mathbb{R}^d$ and $u(0,\cdot) = 0$. Moreover, we have

$$
\lambda \|u\|_{L_p((0,T) \times \mathbb{R}^d)} + \sqrt{\lambda} \|Du\|_{L_p((0,T) \times \mathbb{R}^d)} + \|D^2u\|_{L_p((0,T) \times \mathbb{R}^d)}
+ \|u_t\|_{L_p((0,T) \times \mathbb{R}^d)} \leq N \|P_0u - \lambda u\|_{L_p((0,T) \times \mathbb{R}^d)},
$$

where $N = N(d, p, \delta) > 0$. 
To prove the solvability for general operator \( P \), we need the following Hölder estimate, which is an immediate consequence of the Krylov–Safonov estimate.

**Lemma 3.3.** Let \( p \in (1, \infty), d \geq 2, \kappa \geq 2, \) and \( r > 0. \) Assume that \( u \in C_0^\infty \) and \( P_0u = 0 \) in \( Q_{\kappa r} \). Then there exist constants \( N = N(d, p, \delta) \) and \( \alpha = \alpha(d, p, \delta) \in (0, 1] \) such that for any multi-index \( \gamma = (\gamma_1, \gamma') \),

\[
\int_{Q_r} |D^{\gamma'} u - (D^{\gamma'} u)_{Q_r}|^p \, dx \, dt \leq N \kappa^{-p\alpha} \left( |D^{\gamma'} u|^p \right)_{Q_{\kappa r}}.
\]

Proof. Since \( LD^{\gamma'} u = 0 \) in \( Q_{\kappa r} \), it suffices to concentrate on \( \gamma = 0. \) By using scaling, we reduce the general situation to the one in which \( \kappa r > 0 \), and \( \kappa > 0 \). Then there is a constant \( \kappa r < \kappa \). Theorem 3.4.

The lemma is proved. \( \square \)

**Theorem 3.4.** Let \( d \geq 2, \ p \in (1, \infty), \) and let \( \alpha \) be the constant in Lemma 3.3. Then there is a constant \( N \) depending only on \( d, p, \delta \) such that for any \( u \in W^{1,2}_{p,loc} \), \( r \in (0, \infty), \) and \( \kappa \geq 4, \)

\[
(D^2 u(t, x) - (D^2 u)_{Q_r})_{Q_r} \leq N \kappa d^{d+2} |P_0u|_{Q_{\kappa r}} + N \kappa^{-p\alpha} |D^2 u|^p_{Q_{\kappa r}}.
\]

Proof. The theorem follows from Corollary 3.2 and Lemma 3.3; see, for instance, the proof of Theorem 4.5 in [11]. \( \square \)

Next we generalize Theorem 3.4.

**Theorem 3.5.** Let \( d \geq 2, \ p \in (1, \infty), \) and let \( \alpha \) be the constant in Lemma 3.3. Assume \( b^j = c = 0 \) and \( u \in W^{1,2}_p \). Then under Assumption 2.1 (\( \gamma \)) i) and iii) there exists a positive constant \( N \) depending only on \( d, p, \delta, \) and \( \tau \) such that for any \( (t_0, x_0) \in \mathbb{R}^{d+1}, r \in (0, \infty), \) and \( \kappa \geq 4, \)

\[
(D^2 u(t, x) - (D^2 u)_{Q_{r}}(t_0, x_0))_{Q_{r}(t_0, x_0)} \leq N \kappa d^{d+2} |P_0u|_{Q_{\kappa r}(t_0, x_0)} + N \kappa^{d+2} \gamma_{1/\sigma} (|D^2 u|^p |_{Q_{\kappa r}(t_0, x_0)}^{1/\tau}) + N \kappa^{-p\alpha} (D^2 u)^p_{Q_{\kappa r}(t_0, x_0)},
\]

provided that \( u \) vanishes outside \( Q_{R_0} \).

Proof. Set \( f = Pu. \) We fix \( (t_0, x_0) \in \mathbb{R}^{d+1}, \kappa \geq 4, \) and \( r \in (0, \infty). \) Choose \( Q \) to be \( Q_{\kappa r}(t_0, x_0) \) if \( \kappa r < R_0 \) and \( Q_{R_0} \) if \( \kappa r \geq R_0. \) Recall the definitions of \( \bar{a}^1(t) \) and \( \bar{a}^{ij}(t) \) given before Assumption 2.1 and iii), respectively. We set

\[
\hat{f} = -u_t + \bar{a}^{ij} D_{ij} u.
\]
By Theorem 3.4 with an appropriate translation and $\bar{a}$ in place of $a$,

\begin{equation}
\int_{Q_{\alpha}(t_0,x_0)} |D_x^2 u - (D_x^2 u)_{Q_{\alpha}(t_0,x_0)}|^p \, dx \, dt \\
\leq N \kappa^{d+2} \left( |f|^p \right)_{Q_{\alpha}(t_0,x_0)} + N \kappa^{-p} \left( |D_x^2 u|^p \right)_{Q_{\alpha}(t_0,x_0)},
\end{equation}

where $N$ depends only on $d$, $p$ and $\delta$. By the definition of $\hat{f}$,

\begin{equation}
\int_{Q_{\alpha}(t_0,x_0)} |\hat{f}|^p \, dx \, dt \leq N \int_{Q_{\alpha}(t_0,x_0)} |f|^p \, dx \, dt + NI,
\end{equation}

where

\begin{align*}
I &= \int_{Q_{\alpha}(t_0,x_0)} |(\bar{a}^{ij} - a^{ij})D_{ij} u|^p \, dx \, dt \\
&= \int_{Q_{\alpha}(t_0,x_0) \cap Q_{R_0}} |(\bar{a}^{ij} - a^{ij})D_{ij} u|^p \, dx \, dt.
\end{align*}

By Hölder’s inequality, we have

\begin{equation}
I \leq NI_1^{1/\tau} I_2^{1/\tau},
\end{equation}

where

\begin{align*}
I_1 &= \sum_{i,j} \int_{Q_{\alpha}(t_0,x_0) \cap Q_{R_0}} |\bar{a}^{ij} - a^{ij}|^p \, dx \, dt, \\
I_2 &= \int_{Q_{\alpha}(t_0,x_0)} |D_x^2 u|^p \, dx \, dt.
\end{align*}

Due to Assumption 2.1 (γ) i) and iii),

\begin{equation}
I_1 \leq \sum_{i,j} \int_Q |\bar{a}^{ij} - a^{ij}|^p \, dx \, dt \leq N|Q| \leq N(\kappa r)^{d+2} \gamma,
\end{equation}

where $|Q|$ is the volume of $Q$. This together with (3.5) - (3.7) yields (3.4). The theorem is proved. \hfill \square

**Lemma 3.6.** Assume $b^i = c = 0$. For any $p \in (1, \infty)$ there exists a constant $\gamma_0 = \gamma_0(d, \delta, p) > 0$ such that under Assumption 2.1 (γ) i) for any $u \in C^\infty_0(Q_{R_0})$, we have

\begin{equation}
\|D_x^2 u\|_{L_p} + \|u_t\|_{L_p} \leq N\|P u\|_{L_p} + N\|D_x^2 u\|_{L_p},
\end{equation}

where $N = N(d, \delta, p)$. In particular, in case $d = 1$, we have

$$\|D_x^2 u\|_{L_p} + \|u_t\|_{L_p} \leq N\|P u\|_{L_p}.$$  

**Proof.** We write

$$-u_t + a^{ij}D_i^2 u + \Delta_{d-1} u = Pu + \sum_{ij>1} (\delta_{ij} - a^{ij})D_{ij} u.$$  

The coefficients on the left-hand side above were studied in [21]. By Corollary 3.7 in [21], it holds that

$$\|D_x^2 u\|_{L_p} + \|u_t\|_{L_p} \leq N\|P u\|_{L_p} + N\|D_{xx}^2 u\|_{L_p}.$$  

Finally, to conclude (3.8), it suffices to notice that for any $\varepsilon > 0$,

\begin{equation}
\|D_{xx}^2 u\|_{L_p} \leq \varepsilon \|D_x^2 u\|_{L_p} + N(d, p)\varepsilon^{-1} \|D_x^2 u\|_{L_p},
\end{equation}
which is deduced from
\[ \|D^{1+\epsilon} u\|_{L^p} \leq N\|\Delta u\|_{L^p} \leq N\|D^2 u\|_{L^p} + N\|D^{2\epsilon} u\|_{L^p} \]
by scaling in \(x^1\).

\[\text{Lemma 3.7.}\]
Let \( p \in (1, \infty) \) and \( f \in L^p \). Assume \( b^i = c = 0 \). Then there exist positive constants \( \gamma \) and \( N \) depending only on \( d \), \( p \) and \( \delta \) such that under Assumption \( 2.1 \) (\( \gamma \) i) and iii), for any \( u \in W^{1,2}\) vanishing outside \( Q_{R_0} \) and satisfying \( Pu = f \), we have
\[ \|u\|_{L^p} + \|D^2 u\|_{L^p} \leq N\|f\|_{L^p}. \]

\[\text{Proof.}\]
The case \( d = 1 \) follows from Lemma 3.6. In the sequel, we assume \( d \geq 2 \). We fix two numbers \( q = (1+p)/2 \in (1, p), \tau = (1+3p)/(2+2p) \in (1, \infty) \) so that \( p > \tau q \). Let \( \alpha \) and \( \gamma_0 \) be the constants in Lemma 3.3 and Lemma 3.6, respectively. Let \( \gamma \in (0, \gamma_0) \) be a number to be specified later. Inequality (3.4) with \( q \) in place of \( p \) implies that on \( \mathbb{R}^{d+1} \)
\[ (D^2 u, \#) \leq N\kappa^{(d+2)/q}M^{1/q}(|f|^q) \]
\[ + N\kappa^{(d+2)/q\gamma_1/(q\sigma)}M^{1/(q\tau)}(\|D^2 u\|_{L^q}^{q\tau}) + N\kappa^{-\alpha}M^{1/q}(\|D^2 u\|_{L^q}). \]

We apply the Fefferman–Stein theorem on sharp functions, which reads that for \( p \in (1, \infty) \) the \( L^p \)-norm of a function is bounded by the \( L^p \)-norm of its sharp function, and the Hardy–Littlewood maximal function theorem, which reads that the \( L^p \)-norm of the maximal function is bounded by the \( L^p \)-norm of the function itself. We then get
\[ \|D^2 u\|_{L^p} \leq N\|(D^2 u, \#)\|_{L^p} \leq N\kappa^{(d+2)/q}M(|f|^q)\|_{L^p/q}^{1/q} \]
\[ + N\kappa^{(d+2)/q\gamma_1/(q\sigma)}M(\|D^2 u\|_{L^q}^{q\tau}) + N\kappa^{-\alpha}M(\|D^2 u\|_{L^q})\|_{L^p/q}^{1/q} \]
\[ \leq N\kappa^{(d+2)/q}\|f\|_{L^p} + N\left(\kappa^{(d+2)/q\gamma_1/(q\sigma)} + \kappa^{-\alpha}\right)\|D^2 u\|_{L^p} , \]
where in the last inequality we use the fact that \( p > \tau q \). From this estimate and Lemma 3.6 we have
\[ \|D^2 u\|_{L^p} + \|u\|_{L^p} \leq N\kappa^{(d+2)/q}\|f\|_{L^p} + N\left(\kappa^{(d+2)/q\gamma_1/(q\sigma)} + \kappa^{-\alpha}\right)\|D^2 u\|_{L^p}. \]

To finish the proof of the lemma, it suffices to choose a large \( \kappa \) and then a small \( \gamma \) so that
\[ N\left(\kappa^{(d+2)/q\gamma_1/(q\sigma)} + \kappa^{-\alpha}\right) \leq 1/2. \]

Now we are ready to prove Theorem 2.2.

\[\text{Proof of Theorem 2.2.}\]
To prove i), as in the proof of Theorem 3.1 we only need to verify (2.1) for \( T = \infty \) and \( u \in C_0^\infty \). This in turn is obtained from Lemma 3.7 by using a partition of unity and an idea of Agmon (see, for instance, [21]). Assertion ii) is obtained from i) by the method of continuity, and Assertion iii) is already proved in Theorem 3.1. The theorem is proved.
4. Proof of Theorem 2.3

The objective of this section is to prove Theorem 2.3. We follow the strategy in the previous section; however, the proofs here are more involved.

Let

\[ P_0 u = -u_t + a^{ij} D_{ij} u, \]

where

\[ a^{11} = a^{11}(x^1), \quad a^{ij} = a^{ij}(t, x^1) \quad \text{for} \ i, j > 1. \]

Similarly we need a solvability result for equations with these simple leading coefficients.

**Theorem 4.1.** Let \( p \in (1, \infty) \) and \( T \in (-\infty, \infty] \). Then for any \( u \in W^{1,2}_p(\mathbb{R}^{d+1}_T) \) and \( \lambda \geq 0 \), we have

\[
\lambda \|u\|_{L^p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L^p(\mathbb{R}^{d+1}_T)} + \|D^2 u\|_{L^p(\mathbb{R}^{d+1}_T)} + \|u\|_{L^p(\mathbb{R}^{d+1}_T)} \leq N\|P_0 u - \lambda u\|_{L^p(\mathbb{R}^{d+1}_T)},
\]

where \( N = N(d, p, \delta) > 0 \). Moreover, for any \( f \in L^p(\mathbb{R}^{d+1}_T) \) and \( \lambda > 0 \) there is a unique \( u \in W^{1,2}_p(\mathbb{R}^{d+1}_T) \) solving

\[ P_0 u - \lambda u = f \quad \text{in} \quad \mathbb{R}^{d+1}. \]

**Proof.** As in the proof of Theorem 3.1 it suffices to prove the a priori estimate (4.1) for \( u \in C^\infty_0 \) and \( T = \infty \). Let \( \lambda > 0 \) and \( f = P_0 u - \lambda u \). Here we are not able to directly write \( P_0 \) into a divergence-form operator. However, this can be done after a change of variables:

\[ y^1 = \phi(x^1) := \int_0^x \frac{1}{a^{11}(s)} \, ds, \quad y^j = x^j, \quad j \geq 2. \]

It is easy to see that \( \phi \) is a bi-Lipschitz map and

\[ \delta \leq y^1/x^1 \leq \delta^{-1}, \quad D_y \phi = a^{11}(x^1)D_x x^1. \]

Denote

\[ v(t, y^1, y^j) = u(t, \phi^{-1}(y^1), y^j), \]

\[ \bar{a}^{11}(y^1) = a^{11}(\phi^{-1}(y^1)), \]

\[ \bar{a}^{ij}(t, y^1) = a^{ij}(t, \phi^{-1}(y^1)), \quad i, j > 1, \]

\[ \bar{f}(t, y) = f(t, \phi^{-1}(y^1), y^j). \]

In the \((t, y)\)-coordinates, define a divergence form operator \( \bar{P}_0 \) by

\[
\bar{P}_0 v = -v_t + D_1 \left( \frac{1}{\bar{a}^{11}} D_1 v \right) + \sum_{j=2}^d D_j \left( \frac{\bar{a}^{1j} + \bar{a}^{j1}}{\bar{a}^{11}} - D_1 v \right) + \sum_{i,j=2}^d D_j (\bar{a}^{ij} D_i v). \]

It is easily seen that \( \bar{P}_0 \) is uniformly nondegenerate with an ellipticity constant depending only on \( \delta \). A simple calculation shows that \( v \) satisfies in \( \mathbb{R}^{d+1} \)

\[ \bar{P}_0 v - \lambda v = \bar{f}. \]

By Proposition A.1 we have

\[
\lambda \|v\|_{L^p_\gamma} + \sqrt{\lambda} \|Dv\|_{L^p_\gamma} \leq N\|\bar{f}\|_{L^p_\gamma}.
\]
Therefore,
\begin{equation}
\lambda \|u\|_{L_p} + \sqrt{\lambda} \|Du\|_{L_p} \leq N \|f\|_{L_p}.
\end{equation}

Next we estimate $D^2 u$. Notice that for each $k = 2, \ldots, d$ $D_k v$ satisfies
\begin{equation}
P_0(D_k v) - \lambda D_k v = D_k \bar{f}.
\end{equation}

Again by using Proposition A.1 we get
\begin{equation}
\|D_{g_{ik}} v\|_{L_p} \leq N \|\bar{f}\|_{L_p},
\end{equation}

which implies
\begin{equation}
\|D_{x_{ik}'} u\|_{L_p} \leq N \|f\|_{L_p}.
\end{equation}

Finally, to estimate $D^2_1 u$, we return to the equation in the original coordinate system. From (4.2), we see that $w := D_1 u$ satisfies
\begin{equation}
-w_t + D_1(a^{11} D_1 w) + \Delta_{d-1} w - \lambda w = D_1 f + \sum_{ij > 1} D_i \left((\delta_{ij} - a^{ij}) D_{ij} u\right).
\end{equation}

We use Proposition A.1 again to get
\begin{equation}
\|D^2_1 u\|_{L_p} \leq \|Dw\|_{L_p} \leq N \|f\|_{L_p} + \sum_{ij > 1} \|D_{ij} u\|_{L_p}.
\end{equation}

Combining (4.2), (4.3), and (4.5) yields (1.1) by bearing in mind that
\begin{equation}
u_t = a^{ij} D_{ij} u - \lambda u - f.
\end{equation}

The theorem is proved. \( \square \)

Observe that in the proofs of Lemma 3.6, Theorems 3.4 and 3.5, we only used the solvability of parabolic equations with “simple” leading coefficients and the fact that $a^{ij}$ are independent of $x'$. Since Theorem 4.1 is proved, we still have (3.4) if Assumption 2.1 ii) in Theorem 3.5 is replaced by Assumption 2.1 ii). More precisely,

**Theorem 4.2.** Let $d \geq 2$, $p \in (1, \infty)$, and let $\alpha$ be the constant in Lemma 3.6. $\gamma > 0$, $\tau, \sigma \in (1, \infty)$, $1/\tau + 1/\sigma = 1$. Assume $b^i = c = 0$ and $u \in W^{1,2}_p$. Then under Assumption 2.1 (\( \gamma \) ii) and iii) there exists a positive constant $N$ depending only on $d$, $p$, $\delta$, and $\tau$ such that, for any $(t_0, x_0) \in \mathbb{R}^{d+1}$, $r \in (0, \infty)$, and $n \geq 4$, we have
\begin{align*}
&\left(|D^2_{x'} u(t, x) - (D^2_{x'} u)_{Q_r(t_0, x_0)}|^P\right)_{Q_r(t_0, x_0)} \leq N \kappa^{d+2} \left(|Pu|^P\right)_{Q_n(t_0, x_0)} \\
&\quad + N \kappa^{d+2} \gamma^{1/\sigma} \left(|D^2 u|^P\right)_{Q_r(t_0, x_0)} + N \kappa^{-p} \left(|D^2 u|^P\right)_{Q_r(t_0, x_0)},
\end{align*}

provided that $u$ vanishes outside $Q_{R_0}$.

**Lemma 4.3.** Assume $b^i = c = 0$. For any $p \in (1, \infty)$ there exists a $\gamma_1$, $\mu_1$ and $N$, depending only on $d$, $\delta$ and $p$, such that under Assumption 2.1 (\( \gamma \) ii) for any...
\[ u \in C_0^\infty(Q_{\mu_1^{-1} R_0}), \text{ we have} \]

\[ \|D^2 u\|_{L_p} + \|u_t\|_{L_p} \leq N \|Pu\|_{L_p} + N \|D^2_x u\|_{L_p}. \]

**Proof.** Because \( w = D_1 u \) satisfies (4.4), due to Proposition A.2 we have

\[ \|D_1^2 u\|_{L_p} \leq \|Dw\|_{L_p} \leq N \|f\|_{L_p} + \sum_{i,j > 1} \|D_{ij} u\|_{L_p}. \]

This and (4.6) with \( \lambda = 0 \) yield

\[ \|u_t\|_{L_p} + \|D^2 u\|_{L_p} \leq N \|f\|_{L_p} + \sum_{i,j > 1} \|D_{ij} u\|_{L_p}. \]

To finish the proof of (4.7), it suffices to use (3.9). \( \square \)

By using Theorem 4.2 and Lemma 4.3, we can prove Theorem 2.3 in exactly the same way as in the proof of Theorem 2.2. We omit the details.

5. AN EXTENSION TO PARABOLIC SYSTEMS

The objective of this section is to extend Theorem 2.2 to parabolic systems under the same regularity assumption on the leading coefficients. Let \( m \geq 2 \) be an integer.

We consider parabolic operators in nondivergence form

\[ Pu = -u_t + A^{\alpha\beta} D_{\alpha\beta} u + B^\alpha D_\alpha u + C u, \]

acting on (column) vector-valued functions \( u = (u^1, \ldots, u^m)^T \). Here for each \( \alpha, \beta = 1, \ldots, d, A^{\alpha\beta}, B^\alpha, \) and \( C \) are \( m \times m \) matrix-valued functions given on \( \mathbb{R}^{d+1} \); i.e., \( A^{\alpha\beta} = [A^{\alpha\beta}_{ij}(t, x)]_{m \times m} \), etc.

As in the scalar case, all the coefficients are assumed to be bounded and measurable, and \( A^{\alpha\beta} \) are uniformly elliptic, i.e.,

\[ |B^\alpha| + |C| \leq K, \quad |A^{\alpha\beta}_{ij}| \leq \delta^{-1}, \]

(5.1)

\[ \delta \sum_{i=1}^m \sum_{\alpha=1}^d |\xi_\alpha^i|^2 \leq \sum_{\alpha,\beta=1}^d \sum_{i,j=1}^m A^{\alpha\beta}_{ij}(t, x) \xi_\alpha^i \xi_\beta^j \leq \delta^{-1} \sum_{\alpha=1}^m \sum_{i=1}^d |\xi_\alpha^i|^2 \]

for all \( (t, x) \in \mathbb{R}^{d+1} \) and \( \xi_\alpha = (\xi_\alpha^i) \in \mathbb{R}^m, \alpha = 1, \ldots, d \). Additionally, we assume \( A^{31} \) is a symmetric matrix for \( \beta = 2, \ldots, d \).

Similarly we also define the objects \( \bar{A}^{11}, \bar{A}^{ij}, ij > 1, \bar{A}^{11}_{R,1} \) and \( \bar{A}^#_{R} \) as in Section 2.

**Assumption 5.1 (γ).** There exists a positive constant \( R_0 \) such that

\[ A^{11}_{R,0,1} + \bar{A}^#_{R,0} \leq \gamma. \]

Denote

\[ P_0 u = -u_t + A^{\alpha\beta} D_{\alpha\beta} u, \]

where

\[ A^{11} = A^{11}(t), \quad A^{\alpha\beta} = A^{\alpha\beta}(t, x^1), \quad \alpha \beta > 1. \]

First we give a counterpart of Theorem 3.1.
Theorem 5.2. Let \( p \in (1, \infty) \) and \( T \in (-\infty, \infty) \). Then for any \( u \in W^{1,2}_{p}(\mathbb{R}^{d+1}_T) \) and \( \lambda \geq 0 \), we have
\[
\lambda \|u\|_{L^p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L^p(\mathbb{R}^{d+1}_T)} + \|D^2u\|_{L^p(\mathbb{R}^{d+1}_T)} + \|u\|_{L^p(\mathbb{R}^{d+1}_T)} \leq N \|P_0u - \lambda u\|_{L^p(\mathbb{R}^{d+1}_T)},
\]
where \( N = N(d, m, p, \delta) > 0 \). Moreover, for any \( f \in L^p(\mathbb{R}^{d+1}_T) \) and \( \lambda > 0 \) there is a unique \( u \in W^{1,2}_{p}(\mathbb{R}^{d+1}_T) \) solving
\[
P_0u - \lambda u = f \quad \text{in} \quad \mathbb{R}^{d+1}_T.
\]
Proof. The proof is almost the same as that of Theorem 3.1. So we only give a few comments. The only difference is that instead of Theorem 5.5 of [22], we use a system version of it, which can be found in Theorem 3.1 of [8]. Here the symmetric condition of \( A^{\beta\gamma}, \beta = 2, \ldots, d \) is needed to apply Proposition A.3.

Remark 5.3. The results in [18 14 15 16] rely on the \( W^{1,2}_3 \)-solvability proved in [18] for parabolic equations with \( a^{ij} \) depending only on \((t, x^3)\). The extension of the latter to parabolic systems is unknown to us, except for the one space dimensional case, as is the corresponding extension of \( W^{2,2}_2 \)-solvability to elliptic systems. This is because the proof in [18] uses the maximum principle, which is only valid for scalar equations.

The key estimate in this section is the following lemma, which is a generalization of Lemma 5.3. We note that, since we are dealing with systems, the Krylov–Safonov estimate does not apply.

Lemma 5.4. Let \( p \in (1, \infty) \), \( d \geq 2 \), \( \kappa \geq 2 \), and \( r > 0 \). Assume that \( u \in C^\infty_0 \) and \( P_0u = 0 \) in \( Q_{T_\infty} \). Then for any \( \alpha \in (0, 1) \), there exist constants \( N = N(d, m, p, \delta, \alpha) \) such that for any multi-index \( \gamma = (\gamma^1, \gamma^\prime) \)
\[
\int_{Q_{r}} |D^{\gamma^1}u - (D^{\gamma^1}u)_{Q_{r}}|^p \, dx \, dt \leq N \kappa^{-p\alpha} \left( |D^{\gamma^1}u|^{p} \right)_{Q_{r}},
\]
(5.2)
Proof. As in the proof of Lemma 5.3 without loss of generality, we may assume \( |\gamma| = 0 \). We again use the fact that \( P_0u \) can be rewritten into a divergence form:
\[
-\partial_t u + D_1(A^{11}D_1 u) + \sum_{\beta=2}^d D_\beta \left( (A^{1\beta} + A^{\beta1}) D_1 u \right) + \sum_{\alpha, \beta=2}^d D_\beta (A^{\alpha\beta}D_\alpha u).
\]
Now (5.2) follows from Proposition A.4. The lemma is proved.

Remark 5.5. We claim a more general estimate: under the assumptions of Lemma 5.3 we have
\[
\int_{Q_{r}} |D^{\gamma^1}u - (D^{\gamma^1}u)_{Q_{r}}|^p \, dx \, dt \leq N \kappa^{-p\alpha} \left( |D^{\gamma^1}D^{\gamma^\prime}u|^{p} \right)_{Q_{r}},
\]
provided that \( \gamma^1 = 0 \) or \( 1 \). Indeed, it suffices to consider the case \( \gamma^1 = 1 \) and \( \gamma^\prime = 0 \). This case can be proved by using the iteration argument in the proof of Lemma 4.2 of [10] and the Poincaré inequality. We leave the details to the interested reader. This estimate will not be used in the sequel.

With Theorem 5.2 and Lemma 5.4 available, we can obtain analogous results of Theorems 3.3 and 3.5. Following the lines of Section 3, we get the following solvability result, which is a generalization of Theorem 2.2.
Theorem 5.6. For any $p \in (1, \infty)$, there exists a $\gamma = \gamma(d, m, \delta, p) > 0$ such that under Assumption 5.1 (γ) for any $T \in (-\infty, +\infty]$ the following holds.

i) For any $u \in W^{1,2}_p(\mathbb{R}^{d+1})$,

$$
\lambda \|u\|_{L_p(\mathbb{R}^{d+1})} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^{d+1})} + \|D^2u\|_{L_p(\mathbb{R}^{d+1})} + \|u\|_{L_p(\mathbb{R}^{d+1})} \leq N\|Pu - \lambda u\|_{L_p(\mathbb{R}^{d+1})},
$$

provided that $\lambda \geq \lambda_0$, where $\lambda_0 > 0$ depends only on $d, m, \delta, K$ and $R_0$, and $N$ depends only on $d, m, \delta$ and $p$.

ii) For any $\lambda > \lambda_0$ and $f \in L_p(T^{d+1})$, there exists a unique solution $u \in W^{1,2}_p(T^{d+1})$ of

$$
Pu - \lambda u = f \quad \text{in } \mathbb{R}^{d+1}.
$$

iii) In the case that $A^{11} = A^{11}(t)$, $A^{\alpha\beta} = A^{\alpha\beta}(t,x^1)$, $\alpha \beta > 1$ and $b^i \equiv c \equiv 0$, we can take $\lambda_0 = 0$ in i) and ii).

We remark that Theorem 5.6 is new even when $p > 2$. It is also worth noting that under Assumption 5.1 (γ) solutions of the parabolic systems are Hölder continuous if $p > (d + 2)/2$. Unlike scalar equations, for which we have the Krylov–Safonov Hölder estimate, generally this property is not possessed by solutions to systems (see, for instance, [26]).

6. Hierarchically partially BMO coefficients

In this section we consider parabolic equations with more general coefficients. The assumption is that for $ij > 1$, $a^{ij}$ are measurable in $(t, x^1, \ldots, x^{\gamma})$ and BMO in the other coordinates, where

$$
\pi_{ij} = \max(i, j) - 1.
$$

In addition, we suppose $a^{11}$ is measurable in $t$ (or $x^1$) and BMO in the other coordinates. More precise assumptions are stated below. To the best of our knowledge, this class of coefficients has been considered before.

We recall the definition of $a^{11, \#}_{R,1}$ and $a^{11, \#}_{R,2}$ in the introduction. For $R > 0$, we denote

$$
a^{\#}_R = \sup_{t_0 \in \mathbb{R}} \sup_{x_0 \in \mathbb{R}^{d+1}} \sup_{r \leq R(i,j) \neq (1,1)} \int_{Q_r(t_0, x_0)} |a^{ij} - \bar{a}^{ij}| \, dx \, dt,
$$

where for each $Q_r(t_0, x_0)$ and $(i,j) \neq (1,1)$,

$$
\bar{a}^{ij} = \bar{a}^{ij}(t, x^1, \ldots, x^{\pi_{ij}})
$$

$$
= \int_{B_{r^d}^{d-\pi_{ij}}(x^{\pi_{ij}+1} \ldots, y^{(d)})} a^{ij}(t, x^1, \ldots, x^{\pi_{ij}}, y^{\pi_{ij}+1}, \ldots, y^{(d)}) \, dy^{\pi_{ij}+1} \ldots dy^{(d)}.
$$

We impose either one of the following assumptions on $a^{ij}$.

Assumption 6.1 (γ). There exists a positive constant $R_0$ such that

$$
a^{11, \#}_{R_0,1} + a^{\#}_R \leq \gamma.
$$

Assumption 6.2 (γ). There exists a positive constant $R_0$ such that

$$
a^{11, \#}_{R_0,2} + a^{\#}_R \leq \gamma.
$$

Clearly, the assumptions above are weaker than those in Theorems 2.2 and 2.3 in terms of the regularity of $a^{ij}$ for $i > 2$ or $j > 2$. 
Following the idea in Sections 3 and 4 to prove the $W^{1,2}_p$-solvability of nondivergence-form equations under these assumptions, in Subsection 6.1 we first establish the corresponding $H^1_p$-solvability of divergence-form equations under the same assumptions on the coefficients. In Subsection 6.2 we prove the solvability for nondivergence equations.

6.1. Solvability of divergence-form equations. Let us consider the $H^1_p$-solvability of parabolic equations in divergence form:

$$\mathcal{P} u - \lambda u = \text{div} g + f,$$

where $\lambda \geq 0$ is a constant and

$$\mathcal{P} u = -u_t + D_j(a^{ij}D_i u) + D_i(a^i u) + b^i D_i u + cu,$$

$$g = (g^1, g^2, \ldots, g^d).$$

We assume the same boundedness and ellipticity condition on $a^{ij}$, $b^i$ and $c$ as in the introduction. We also assume that $a^i$ are measurable and bounded by $K$.

**Theorem 6.3.** Let $p \in (1, \infty)$. There exists a constant $\gamma = \gamma(d, p, \delta) > 0$ such that under Assumption 6.1 (\(\gamma\)) (or 6.2 (\(\gamma\))) for any $T \in (-\infty, +\infty]$ the following holds.

i) For any $u \in H^1_p(\mathbb{R}^{d+1}_T)$,

$$\lambda \|u\|_{L_p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^{d+1}_T)} \leq N(\sqrt{\lambda} + 1) \|\mathcal{P} u - \lambda u\|_{H^{-1}_p(\mathbb{R}^{d+1}_T)}$$

provided that $\lambda \geq \lambda_0$, where $\lambda_0 \geq 0$ depends only on $d$, $p$, $\delta$, $K$ and $R_0$, and $N$ depends only on $d$, $p$ and $\delta$.

ii) For any $\lambda > \lambda_0$ and $f, g \in L_p(\mathbb{R}^{d+1}_T)$, there exists a unique $u \in H^1_p(\mathbb{R}^{d+1}_T)$ solving

$$\mathcal{P} u - \lambda u = f + \text{div} g$$

in $\mathbb{R}^{d+1}_T$. And $u$ satisfies the estimate

$$\lambda \|u\|_{L_p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^{d+1}_T)} \leq N\sqrt{\lambda}\|g\|_{L_p(\mathbb{R}^{d+1}_T)} + N\|f\|_{L_p(\mathbb{R}^{d+1}_T)}.$$

iii) In the case that $a^{11} = a^{11}(t)$ (or $a^{11} = a^{11}(x^1)$, respectively), and

$$a^{ij} = a^{ij}(t, x^1, \ldots, x^{\pi_i}), \quad ij > 1, \quad a^i = b^i \equiv c \equiv 0,$$

we can take $\lambda_0 = 0$ in i) and ii).

The theorem above generalized the main result of [7]. The idea in the proof is to “break the symmetry” of the coordinates.

For simplicity, we only give a proof of Theorem 6.3 when $d = 3$, or $d > 3$ and $\pi_{ij}$ is replaced by $\pi_{ij} := \min(\pi_{ij}, 2)$. The general case can be proved by an induction. We remark that the assumptions of Theorems 2.2 and 2.3 (and those in [7], [10]) correspond to the case when $\pi_{ij}$ is replaced by $\min(\pi_{ij}, 1)$.

First let us consider the situation that Assumption 6.2 holds. We have the following corollary of Proposition A.2.

**Corollary 6.4.** Let $p \in (1, \infty)$ and $g \in L_p$. Suppose $a^i \equiv b^i \equiv c \equiv 0$. Let $\mu_1$ and $\gamma_1$ be the constants in Proposition A.2. Then there exist constants $\mu_2 \in [\mu_1, \infty)$, $\gamma_2 \in (0, \gamma_1]$ and $N$ depending only on $d$, $p$ and $\delta$ such that, under Assumption 6.2
\((\gamma_2)\) with \(\tilde{\pi}_{ij}\) in place of \(\pi_{ij}\), for any \(u \in C^\infty_0(Q_{\mu^{-1} R_0})\) satisfying \(\mathcal{P}u = \text{div} \, g\), we have

\[
\|Du\|_{L_p} \leq N\|g\|_{L_p} + N \sum_{j=3}^d \|D_j u\|_{L_p}.
\]

**Proof.** Let \(\mu_2 = \mu_1 \mu\) and \(\gamma_2 = \mu^{-1} \gamma_1\), where \(\mu \in [1, \infty)\) is a number to be specified later. Denote

\[
\tilde{u}(t, x) = u(\mu^{-2} t, \mu^{-1} x^1, \mu^{-1} x^2, \ldots, x^d).
\]

It is clear that \(\tilde{u} \in C^\infty_0(Q_{\mu^{-1} R_0})\), and \(\tilde{u}\) satisfies

\[
-\mu^2 \tilde{u}_t + \sum_{i,j=1}^2 D_j (\mu^2 \tilde{a}^{ij} D_i \tilde{u}) + \sum_{i=1}^d \sum_{j > 2} D_j (\mu \tilde{a}^{ij} D_i \tilde{u}) \frac{x_j}{x_i} + \sum_{j=1}^2 \sum_{i > j > 2} D_j (\mu \tilde{a}^{ij} D_i \tilde{u}) = \text{div} (\tilde{g}),
\]

where

\[
\tilde{a}^{ij} = a^{ij}(\mu^{-2} t, \mu^{-1} x^1, \mu^{-1} x^2, \ldots, x^d),
\]

\[
\tilde{g}^i = \mu g^i(\mu^{-2} t, \mu^{-1} x^1, \mu^{-1} x^2, \ldots, x^d), \quad i = 1, 2,
\]

\[
\tilde{g}^i = g^i(\mu^{-2} t, \mu^{-1} x^1, \mu^{-1} x^2, \ldots, x^d), \quad i > 2.
\]

Simple calculation shows that \(\tilde{a}^{ij}\) satisfy Assumption \((6.2)\) \((\gamma_1)\) with \(\tilde{\pi}_{ij}\) in place of \(\pi_{ij}\).

We define an operator \(\mathcal{Q}\) by

\[
\mathcal{Q}u = -u_t + \sum_{i,j=1}^2 D_j (\tilde{a}^{ij} D_i u) + \sum_{j=3}^d D_j^2 u.
\]

Then we have

\[
\mathcal{Q} \tilde{u} = \text{div} \, g,
\]

where

\[
g^k = \mu^{-2} \tilde{g}^k - \mu^{-1} \sum_{i > 2} \tilde{a}^{ik} D_i \tilde{u}, \quad k = 1, 2,
\]

\[
g^k = \mu^{-2} \tilde{g}^k - \mu^{-1} \sum_{i=1}^2 \tilde{a}^{ik} D_i \tilde{u} - \mu^{-2} \sum_{i > 2} \tilde{a}^{ik} D_i \tilde{u} + D_k \tilde{u}, \quad k \geq 3.
\]

Since the coefficients of \(\mathcal{Q}\) satisfy Assumption \((2.1)\) ii) and iii), we get from Proposition \((A.2)\) that

\[
\|D \tilde{u}\|_{L_p} \leq N_1 \|g\|_{L_p},
\]

which implies

\[
\sum_{i=1}^2 \|D_i u\|_{L_p} \leq N_1 \|g\|_{L_p} + N_1 \mu^{-1} \sum_{i=1}^2 \|D_i u\|_{L_p} + N_1 \mu \sum_{i=3}^d \|D_i u\|_{L_p},
\]

where \(N_1 = N_1(d, p, \delta) > 0\). To finish the proof, it suffices to choose \(\mu = (2N_1)^{-1}\). \(\square\)
Because of Corollary 6.4, we only need to obtain a good estimate of \( \|D_j u\|_{L_p} \) for \( j \geq 3 \). Following the lines of Section 5 of [7], we have the next estimate of mean oscillations.

**Lemma 6.5.** Let \( a^i = b^i = 0, c = 0, \sigma, \tau \in (1, \infty) \) satisfying \( 1/\sigma + 1/\tau = 1 \). Assume \( u \in H^1_{2,loc} \) and \( \mathcal{P} u = \text{div} \, g \), where \( g \in L^2_{2,loc} \). Then under Assumption 6.2 \((\gamma)\) with \( \tilde{\pi}_{ij} \) in place of \( \pi_{ij} \), there exist an \( \alpha = \alpha(d, \delta) \in (0, 1) \) and a positive constant \( N \) depending only on \( d, \sigma \) and \( \delta \) such that

\[
\sum_{i=3}^{d} \left( |D_i u - (D_i u)_{Q_r(t_0,x_0)}|^2 \right)_{Q_r(t_0,x_0)} \leq N \nu^{-2\alpha} \left( |D u|^2 \right)_{Q_r(t_0,x_0)} + N \nu^{d+2} \left( (|g|^2)_{Q_r(t_0,x_0)} + \gamma^{1/\tau} (|D u|^{2\tau})_{Q_r(t_0,x_0)} \right),
\]

for any \( r \in (0, \infty), \nu \geq 4 \) and \((t_0, x_0) \in \mathbb{R}^{d+1} \), provided that \( u \) vanishes outside \( Q_{R_0} \).

**Theorem 6.6.** Let \( p > 2, a^i = b^i = 0, c = 0 \). Let \( \mu_2 \) and \( \gamma_2 \) be the constants in Corollary 6.4. Then there exists a constant \( \gamma_3 \in (0, \gamma_2] \) depending only on \( d, p \) and \( \delta \) such that under Assumption 6.2 \((\gamma_3)\) with \( \tilde{\pi}_{ij} \) in place of \( \pi_{ij} \), for any \( u \in C^\infty_0(Q_{\mu_2^{-1}R_0}) \) and \( g \in L^p \) satisfying \( \mathcal{P} u = \text{div} \, g \), we have

\[
\|Du\|_{L_p} \leq N \|g\|_{L_p}.
\]

**Proof.** Fix \( \nu \geq 4 \) and \( \gamma_3 \in (0, \gamma_2] \) to be specified later. Let \( \alpha \) be the constant in Lemma 6.5 and choose \( \tau > 1 \) such that \( p > 2\tau \). Lemma 6.5 implies

\[
\sum_{i=3}^{d} (D_i u)^\# \leq N \nu^{-\alpha} \left( \mathcal{M}(|Du|^2) \right)^{1/2} + N \nu^{(d+2)/2} \left( \mathcal{M}(|g|^2) \right)^{1/2} + N \nu^{(d+2)/2} \gamma_3^{1/2\sigma} \left( \mathcal{M}(|Du|^{2\sigma}) \right)^{1/2(2\tau)}.
\]

By using the Fefferman–Stein theorem on sharp functions, and the Hardy–Littlewood maximal function theorem, we get

\[
(6.1) \quad \sum_{i=3}^{d} \|D_i u\|_{L_p} \leq N (\nu^{-\alpha} + \nu^{(d+2)/2} \gamma_3^{1/2\sigma}) \|Du\|_{L_p} + N \nu^{(d+2)/2} \|g\|_{L_p}.
\]

Since \( \gamma_3 \in (0, \gamma_2] \) and \( u \in C^\infty_0(Q_{\mu_2^{-1}R_0}) \), estimate (6.1) and Corollary 6.4 give

\[
(6.2) \quad \|Du\|_{L_p} \leq N (\nu^{-\alpha} + \nu^{(d+2)/2} \gamma_3^{1/2\sigma}) \|Du\|_{L_p} + N \nu^{(d+2)/2} \|g\|_{L_p}.
\]

We take \( \nu \) sufficiently large and \( \gamma_3 \) small such that in (6.2)

\[
N (\nu^{-\alpha} + \nu^{(d+2)/2} \gamma_3^{1/2\sigma}) \leq 1/2.
\]

The theorem is proved. \(\square\)

We are now in the position to prove Theorem 6.3.

**Proof of Theorem 6.3.** Recall that for simplicity we replace \( \pi_{ij} \) in Assumptions 6.1 and 6.2 by \( \tilde{\pi}_{ij} \). The general case can be done by an induction.

The case \( p = 2 \) is classical. Suppose that Assumption 6.2 is true. For \( p > 2 \), the result follows from Theorem 6.6 by using a partition of unity and an idea by Agmon; see, for instance, [21]. The case \( 1 < p < 2 \) follows from a standard duality argument.
For the remaining case that Assumption 6.1 is true, we follow the argument in this subsection and use the results in [10] instead of [7]. The theorem is proved. □

As before, we have the following solvability result for elliptic equations in divergence form:
\[Lu - \lambda u = \text{div } g + f,\]
where all the coefficients are time independent and
\[Lu = D_j(a^{ij}D_iu) + D_i(a^i)u + b^iD_iu + cu.\]

**Theorem 6.7.** Let \( p \in (1, \infty) \). There exists a constant \( \gamma = \gamma(d, p, \delta) > 0 \) such that under Assumption 6.2 (\( \gamma \)) the following holds.

i) For any \( u \in W_1^1(\mathbb{R}^d) \),
\[\lambda \|u\|_{L_p(\mathbb{R}^d)} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^d)} \leq N(\sqrt{\lambda} + 1) \|Lu - \lambda u\|_{H^{-1}_p(\mathbb{R}^d)},\]
provided that \( \lambda \geq \lambda_0 \), where \( \lambda_0 \geq 0 \) depends only on \( d, p, \delta, K \) and \( R_0 \), and \( N \) depends only on \( d, p \) and \( \delta \).

ii) For any \( \lambda > \lambda_0 \) and \( f, g \in L_p(\mathbb{R}^d) \), there exists a unique \( u \in W_1^1(\mathbb{R}^d) \) solving
\[Lu - \lambda u = f + \text{div } g\]
in \( \mathbb{R}^d \). And \( u \) satisfies the estimate
\[\lambda \|u\|_{L_p(\mathbb{R}^d)} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^d)} \leq N\sqrt{\lambda} \|g\|_{L_p(\mathbb{R}^d)} + N\|f\|_{L_p(\mathbb{R}^d)}.
\]

iii) In the case that
\[a^{11} = a^{11}(x^1), \quad a^{ij} = a^{ij}(x^1, \ldots, x^{\pi(i)}), \quad ij > 1, \quad a^i = b^i \equiv c \equiv 0,\]
we can take \( \lambda_0 = 0 \) in i) and ii).

**6.2. Solvability of nondivergence-form equations.** We prove in this subsection the following solvability theorems, which generalize Theorems 2.2 and 2.4 respectively.

**Theorem 6.8.** For any \( p \in (1, \infty) \), there exists a \( \gamma = \gamma(d, \delta, p) > 0 \) such that under Assumption 6.1 (\( \gamma \)) for any \( T \in (-\infty, +\infty] \) the following holds.

i) For any \( u \in W_1^{1,2}(\mathbb{R}^{d+1}_T) \),
\[\lambda \|u\|_{L_p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda} \|Du\|_{L_p(\mathbb{R}^{d+1}_T)} + \|D^2u\|_{L_p(\mathbb{R}^{d+1}_T)} + \|u_t\|_{L_p(\mathbb{R}^{d+1}_T)}\]
\[\leq N \|Pu - \lambda u\|_{L_p(\mathbb{R}^{d+1}_T)},\]
provided that \( \lambda \geq \lambda_0 \), where \( \lambda_0 \geq 0 \) depends only on \( d, \delta, p, K \) and \( R_0 \), and \( N \) depends only on \( d, \delta \) and \( p \).

ii) For any \( \lambda > \lambda_0 \) and \( f \in L_p(\mathbb{R}^{d+1}_T) \), there exists a unique solution \( u \in W_1^{1,2}(\mathbb{R}^{d+1}_T) \) of equation (11) in \( \mathbb{R}^{d+1}_T \).

iii) In the case that \( a^{11} = a^{11}(t) \), and
\[a^{ij} = a^{ij}(t, x^1, \ldots, x^{\pi(i)}), \quad ij > 1, \quad b^i \equiv c \equiv 0,\]
we can take \( \lambda_0 = 0 \) in i) and ii).
Theorem 6.9. For any $p \in (1, \infty)$, there exists a $\gamma = \gamma(d, \delta, p) > 0$ such that under Assumption 6.2 (γ) for any $T \in (-\infty, +\infty)$ the following holds.

i) For any $u \in W^{1,2}_p(\mathbb{R}^{d+1}_T)$, we have (6.3) provided that $\lambda \geq \lambda_0$, where $\lambda_0 \geq 0$ depends only on $d, \delta, p, K$ and $R_0$, and $N$ depends only on $d, \delta$ and $p$.

ii) For any $\lambda \geq \lambda_0$ and $f \in L_p(\mathbb{R}^{d+1}_T)$, there exists a unique solution $u \in W^{1,2}_p(\mathbb{R}^{d+1}_T)$ of equation (1.1) in $\mathbb{R}^{d+1}_T$.

iii) In the case that $a^{11} = a^{11}(x^1)$, and

$$a^{ij} = a^{ij}(t, x^1, \ldots, x^{\pi_j}), \quad ij > 1, \quad b^i \equiv c \equiv 0,$$

we can take $\lambda_0 = 0$ in i) and ii).

As a consequence of Theorem 6.9, we have the following solvability theorem for elliptic equations.

Theorem 6.10. For any $p \in (1, \infty)$, there exists a $\gamma = \gamma(d, \delta, p) > 0$ such that under Assumption 6.2 (γ) the following holds.

i) For any $u \in W^{2}_p(\mathbb{R}^d)$, we have

$$\lambda\|u\|_{L_p(\mathbb{R}^d)} + \sqrt{\lambda}\|Du\|_{L_p(\mathbb{R}^d)} + \|D^2u\|_{L_p(\mathbb{R}^d)} \leq N\|Lu - \lambda u\|_{L_p(\mathbb{R}^d)},$$

provided that $\lambda \geq \lambda_0$, where $\lambda_0 \geq 0$ depends only on $d, \delta, p, K$ and $R_0$, and $N$ depends only on $d, \delta$ and $p$.

ii) For any $\lambda > \lambda_0$ and $f \in L_p(\mathbb{R}^d)$, there exists a unique solution $u \in W^{2}_p(\mathbb{R}^d)$ of equation (1.2) in $\mathbb{R}^d$.

iii) In the case that $a^{11} = a^{11}(x^1)$, and

$$a^{ij} = a^{ij}(t, x^1, \ldots, x^{\pi_j}), \quad ij > 1, \quad b^i \equiv c \equiv 0,$$

we can take $\lambda_0 = 0$ in i) and ii).

We will only prove Theorem 6.10. The proof of Theorem 6.9 is similar and actually simpler. We make a few preparations before the proof.

Denote

$$P_0u = -u_t + a^{ij}D_{ij}u,$$

where $a^{11} = a^{11}(x^1)$ and $a^{ij} = a^{ij}(t, x^1, \ldots, x^{\pi_j})$ for $ij > 1$. We first establish a solvability result for equations with these simple leading coefficients.

Theorem 6.11. Let $p \in (1, \infty)$ and $T \in (-\infty, +\infty)$. Then for any $u \in W^{1,2}_p(\mathbb{R}^{d+1}_T)$ and $\lambda \geq 0$, we have

$$\lambda\|u\|_{L_p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda}\|Du\|_{L_p(\mathbb{R}^{d+1}_T)} + \|D^2u\|_{L_p(\mathbb{R}^{d+1}_T)} \leq N\|P_0u - \lambda u\|_{L_p(\mathbb{R}^{d+1}_T)},$$

(6.4)

where $N = N(d, p, \delta) > 0$. Moreover, for any $f \in L_p(\mathbb{R}^{d+1}_T)$ and $\lambda > 0$ there is a unique $u \in W^{1,2}_p(\mathbb{R}^{d+1}_T)$ solving

$$P_0u - \lambda u = f \quad \text{in} \quad \mathbb{R}^{d+1}_T.$$

Proof. We follow closely the proof of Theorem 4.1 and recall that we only need to prove (6.4) for $u \in C_0^\infty$ and $T = \infty$. We make a change of variables as in the proof.
of Theorem 4.1. Denote
\[
v(t, y^1, y') = u(t, \phi^{-1}(y^1), y'),
\]
\[
\bar{a}^{11}(y^1) = a^{11}(\phi^{-1}(y^1)),
\]
\[
\bar{a}^{ij}(t, y) = a^{ij}(t, \phi^{-1}(y^1), y^2, \ldots, y^\sigma),\quad ij > 1,
\]
\[
f(t, y) = f(t, \phi^{-1}(y^1), y').
\]

Define a divergence-form operator \( \bar{P}_0 \) in the \((t, y)\)-coordinates by
\[
\bar{P}_0v = -v_t + D_1 \left( \frac{1}{\bar{a}^{11}} D_1 \bar{v} \right) + \sum_{j=2}^{d} D_j \left( \frac{\bar{a}^{1j} + \bar{a}^{j1}}{\bar{a}^{11}} D_1 \bar{v} \right)
\]
\[
+ \sum_{1<i<j} D_{ij} ((\bar{a}^{ij} + \bar{a}^{ji}) D_i \bar{v}) + \sum_{i=2}^{d} D_i (\bar{a}^{ii} D_i \bar{v}).
\]

Clearly, \( v \) satisfies in \( \mathbb{R}^{d+1} \)
\[
(6.5) \quad \bar{P}_0v - \lambda v = \bar{f}.
\]

This is a divergence-form equation, which satisfies the condition of Theorem 6.3 iii). Thus, we have
\[
\lambda \|v\|_{L_p} + \sqrt{\lambda} \|Dv\|_{L_p} \leq N \|\bar{f}\|_{L_p}.
\]

Therefore,
\[
(6.6) \quad \lambda \|u\|_{L_p} + \sqrt{\lambda} \|Du\|_{L_p} \leq N \|f\|_{L_p}.
\]

In order to estimate the second derivatives, notice that \( D_d v \) satisfies
\[
\bar{P}_0(D_d v) - \lambda D_d v = D_d \bar{f}.
\]

Again by Theorem 6.3 iii), we get
\[
\|D_{gg} v\|_{L_p} \leq N \|\bar{f}\|_{L_p},
\]
which implies
\[
(6.7) \quad \|D_{xx} u\|_{L_p} \leq N \|f\|_{L_p}.
\]

Next, we estimate \( D_{x_{d-1}u} \). Upon moving the terms involving \( D_d \) to the right-hand side of (6.3), adding \( D_d^2 v \) to both sides of (6.3), and taking one derivative in \( y_{d-1} \) on both sides, we get
\[
\bar{P}_1(D_{d-1} v) - \lambda D_{d-1} v = D_{d-1} \bar{f} - \sum_{i=1}^{d-1} D_{d-1} ((\bar{a}^{id} + \bar{a}^{di}) D_i v)
\]
\[
+ D_{d-1} \left( \frac{\bar{a}^{id} + \bar{a}^{di}}{\bar{a}^{11}} D_1 v \right) + D_{d-1} ((1 - \bar{a}^{dd}) D_d^2 v),
\]

where \( \bar{P}_1 \) is defined by
\[
\bar{P}_1 v = -v_t + D_1 \left( \frac{1}{\bar{a}^{11}} D_1 v \right) + \sum_{j=2}^{d} D_j \left( \frac{\bar{a}^{1j} + \bar{a}^{j1}}{\bar{a}^{11}} D_1 v \right)
\]
\[
+ \sum_{1<i<j<d} D_{ij} ((\bar{a}^{ij} + \bar{a}^{ji}) D_i v) + \sum_{i=2}^{d-1} D_i (\bar{a}^{ii} D_i v) + D_d^2 v.
\]
By Theorem 6.3 iii), we get
\[ \|D_{yy^{d-1}}v\|_{L_p} \leq N\|f\|_{L_p} + N\|D_{yy^{d}}v\|_{L_p}, \]
which together with (6.7) implies
\[ \|D_{xx^{d-1}}u\|_{L_p} \leq N\|f\|_{L_p}. \]
We can repeat this procedure \(d - 1\) times, and then obtain
\[ \|D_{xx^d}u\|_{L_p} \leq N\|f\|_{L_p}. \]
Finally, from (3.2), we see that
\[ -w_t + D_1(a^{11}D_1w) + \Delta_{d-1}w - \lambda w = D_1f + \sum_{ij>1} D_1 \left( (\delta_{ij} - a^{ij})D_{ij}u \right). \]
We use Theorem 6.3 iii) one more time to get
\[ \|D_{x^d}u\|_{L_p} \leq \|Du\|_{L_p} + N\sum_{ij>1} \|D_{ij}u\|_{L_p}. \]
Combining (6.6), (6.8), (6.9), and (4.6) yields (6.4). The theorem is proved.

In the sequel, we again only consider the case \(d = 3\), or \(d > 3\) and \(\pi_{ij}\) is replaced by \(\tilde{\pi}_{ij}\) in Assumption 6.2. Like before, the general case follows by an induction.

**Theorem 6.12.** Let \(d \geq 2\), \(p \in (1, \infty)\), \(\gamma > 0\), \(\tau, \sigma \in (1, \infty)\) satisfying \(1/\tau + 1/\sigma = 1\). Assume \(b' = c = 0\) and \(u \in W^{1,2}_p\). Then under Assumption 6.2 (\(\gamma\)) with \(\tilde{\pi}_{ij}\) in place of \(\pi_{ij}\), there exist positive constants \(\alpha = \alpha(d, \delta) \in (0, 1)\) and \(N\) depending only on \(d, p, \delta, \) and \(\tau\) such that, for any \((t_0, x_0) \in \mathbb{R}^{d+1}, r \in (0, \infty)\), and \(\kappa \geq 4,
\[ \sum_{i=3}^{d} \left( |D_i^2u(t, x) - (D_i^2u)_{Q_r(t_0, x_0)}|^p \right)_{Q_r(t_0, x_0)} \leq N\kappa^{d+2} \left( |Pu|^p \right)_{Q_r(t_0, x_0)} \]
\[ + N\kappa^{d+2}\gamma^{1/\tau} \left( |D_1^2u|^{p\tau} \right)^{1/\tau}_{Q_r(t_0, x_0)} + N\kappa^{-p\alpha} \sum_{i=3}^{d} \left( |D_i^2u|^p \right)_{Q_r(t_0, x_0)} , \]
provided that \(u\) vanishes outside \(Q_{R_0}\).

**Proof.** The proof is similar to that of Theorem 3.5 by using Theorem 6.11 instead of Theorem 3.1. We omit the details.

**Lemma 6.13.** Assume \(b' = c = 0\). For any \(p \in (1, \infty)\) there exists a \(\gamma_2\), \(\mu_2\) and \(N\), depending only on \(d, \delta, \) and \(p\), such that under Assumption 6.2 (\(\gamma_2\)) with \(\tilde{\pi}_{ij}\) in place of \(\pi_{ij}\), for any \(u \in C_0^\infty(Q_{\mu_2^{-1}R_0})\) we have
\[ \|D^2u\|_{L_p} \leq N\|Pu\|_{L_p} + N\sum_{i=3}^{d} \|D_i^2u\|_{L_p}. \]

**Proof.** Set \(f = Pu\). Note that \(u\) satisfies
\[ -u_t + \sum_{i,j=1}^{2} a^{ij}D_{ij}u + \sum_{i=3}^{d} D_i^2u = f + \sum_{\max(i,j) > 2} (\delta_{ij} - a^{ij})D_{ij}u. \]
The coefficients on the left-hand side above satisfy Assumption \[2.1\] \((\gamma_2)\) ii) and iii). Thus by Theorem 4.2 and Lemma 4.3 for \(\gamma_2\) sufficiently small and \(\mu_2\) sufficiently large depending only on \(d\), \(\delta\) and \(p\), we have
\[
\|u_t\|_{L^p} + \|D^2 u\|_{L^p} \leq N\|f\|_{L^p} + N \sum_{\max(i,j) > 2} \|D_{ij} u\|_{L^p}.
\]

By an inequality similar to (3.9) we reach (6.10). The lemma is proved. \(\square\)

**Proof of Theorem 6.8.** Assume for the moment that in Assumption \[6.2\] \(\pi_{ij}\) is replaced by \(\tilde{\pi}_{ij}\). We first establish a counterpart of Lemma 3.7 by using Theorem 6.12 and Lemma 6.13. After that we prove the theorem by arguing as in the proof of Theorem 2.2. The general case follows by an induction. The theorem is proved. \(\square\)

**Appendix A. Estimates for divergence-form equations**

For the reader’s convenience, in the Appendix section, we recall a few results obtained in [7] and [10] for divergence-form parabolic equations and systems. These results have been used in this paper.

First, consider parabolic equations in divergence form:
\[
(A.1)
\]
where \(\lambda \geq 0\) is a constant and \(g = (g^1, g^2, \ldots, g^d)\). We assume the same boundedness and ellipticity condition on \(a_{ij}\) as in the introduction.

**Proposition A.1 (Corollary 5.5 of [7]).** Let \(p \in (1, \infty)\), \(T \in (0, \infty)\), and \(f, g \in L_p(\mathbb{R}^{d+1}_T)\). Assume that \(a_{11} = a_{11}(x^1)\) and \(a_{ij} = a_{ij}(t, x^1)\) for \(ij > 1\). Then there exists a constant \(N > 0\), depending only on \(d\), \(p\) and \(\delta\), such that for any \(u \in H^1_p(\mathbb{R}^{d+1}_T)\) satisfying (A.1), we have
\[
\lambda\|u\|_{L^p(\mathbb{R}^{d+1}_T)} + \sqrt{\lambda}\|Du\|_{L^p(\mathbb{R}^{d+1}_T)} \leq N\sqrt{\lambda}\|g\|_{L^p(\mathbb{R}^{d+1}_T)} + N\|f\|_{L^p(\mathbb{R}^{d+1}_T)},
\]
provided that \(\lambda \geq 0\). In particular, when \(\lambda = 0\) and \(f \equiv 0\), we have
\[
\|Du\|_{L^p(\mathbb{R}^{d+1}_T)} \leq N\|g\|_{L^p(\mathbb{R}^{d+1}_T)}.
\]

The following result follows directly from the proof of Theorem 2.5 of [7].

**Proposition A.2.** Let \(p \in (1, \infty)\), \(\lambda = 0\), \(f \equiv 0\) and \(g \in L_p\). Then there exist constants \(\gamma_1\), \(N\) and \(\mu_1 > 0\) depending only on \(d\), \(p\), and \(\delta\), such that under Assumption \[2.1\] \((\gamma_1)\) ii) and iii) the following holds. For any \(u \in C^\infty_0\) vanishing outside \(Q_{\mu_1^{-1}R_0}\) and satisfying (A.1) in \(\mathbb{R}^{d+1}\), we have
\[
\|Du\|_{L^p} \leq N\|g\|_{L^p}.
\]

Next, we consider parabolic systems in the form
\[
(A.2)
\]
where \(u = (u^1, \ldots, u^m)^T\),
\[
g_\alpha = (g^1_\alpha, \ldots, g^m_\alpha)^T, \quad \alpha = 1, \ldots, d,
\]
and \(A^{\alpha\beta} = [a^{\alpha\beta}_{ij}]_{i,j=1}^d\) satisfies (5.1). Moreover, we suppose
\[
A^{11} = A^{11}(t), \quad A^{\alpha\beta} = A^{\alpha\beta}(t, x^1), \quad \alpha \beta > 1.
\]

The proposition below is a special case of Theorem 5.1 of [10].
Proposition A.3. Let \( p \in (1, \infty) \), \( \lambda \in (0, \infty) \), \( T \in (-\infty, \infty] \), and \( g \in L^p_T \). Suppose that \( u \in H^1_T(L^{d+1}_T) \) satisfies (A.2) in \( \mathbb{R}^{d+1}_T \). Then,
\[
\|Du\|_{L^p_T(L^{d+1})} + \sqrt{\lambda}\|u\|_{L^p_T(L^{d+1})} \leq N\|g\|_{L^p_T(L^{d+1})},
\]
where \( N = N(d, m, \delta, p) \).

The following Hölder estimate is proved in [10] by using a bootstrap argument.

Proposition A.4 (Lemma 6.3 of [10]). Let \( p \in (1, \infty) \). Assume \( u \in C^\infty_{\text{loc}} \) satisfies (A.2) in \( Q_2 \) with \( \lambda = 0 \) and \( g \equiv 0 \). Then for any \( \gamma \in (0, 1) \), we have
\[
\|u\|_{C^{\gamma/2, \gamma}(Q_1)} + \|Du\|_{C^{\gamma/2, \gamma}(Q_1)} \leq N\|u\|_{L^p(Q_2)},
\]
where \( N = N(d, m, \delta, \gamma, p) \).
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