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Abstract. We study the Milnor–Massey linking invariants through the ho-
lonomy and curvature of certain nilpotent connections and their flat quotient 
connections. Versions of the Porter–Turaev Theorem are proved in the context 
of de Rham cohomology.

1. Introduction

This article applies the theory of connections from differential geometry to prove 
de Rham cohomology versions of the Porter–Turaev Theorem which correlate the 
Milnor and Massey invariants of a link in the 3–sphere [12, 18]. We have borrowed 
several ideas from [11], specifically how to realize Massey products as the curva-
ture of certain nilpotent connections and how the Milnor numbers figure into the 
holonomy of a longitude. Nonetheless, we present a counterexample in §4.2 to two 
of its theorems. We skirt these problems with a different approach that hinges 
on calculating the full holonomy of the commutator of a longitude and meridian, 
rather than, as in [11], the holonomy of a longitude alone in a subconnection. Sys-
tematic use of flat quotient connections facilitates our holonomy calculations. A 
well-known generalized Gauss–Bonnet formula, which expresses the holonomy along 
a contractible loop in terms of a curvature integral, provides the basic relation be-
tween the Massey and Milnor numbers. This Gauss–Bonnet formula, which can be 
quite complicated due to noncommutativity, simplifies considerably in the present 
case because the curvature lies in the center of a nilpotent Lie algebra on which the 
associated Lie group acts trivially.

The link between holonomy (or parallel transport) and curvature has a history 
that goes back to Levi–Civita in an infinitesimal form [9]. Schlesinger [15] found a 
formula for the holonomy along a closed contractible loop in terms of a curvature 
integral which is valid for connections in vector bundles. He also showed it to be a 
generalization of the classical Gauss–Bonnet formula on surfaces. More generally, 
such formulas are valid in Chen’s theory of formal connections, where they appear 
as a type of Stoke’s Theorem for the loop space of a differentiable manifold [4]. Chen 
also noted the theory of formal connections could be used to study the invariants 
of links. (See also [6].)
2. Nilpotent connections

Let $n$ be a positive integer. The associative algebra of $(n+1) \times (n+1)$ real upper triangular matrices will be denoted $A$. Let $\mathfrak{J}$ denote the subset of $A$ of strictly upper triangular matrices, that is, with zeroes on the diagonal. Then $\mathfrak{J}$ is a nilpotent ideal in $A$ with $\mathfrak{J}^{n+1} = \{0\}$. The group of upper triangular matrices with 1’s along the main diagonal, the so-called unitriangular matrices, will be denoted by $G$. In other words,

$$G = \{ I + X : X \in \mathfrak{J} \},$$

where $I$ denotes the $(n+1) \times (n+1)$ identity matrix. Then $G$ is a nilpotent Lie group whose Lie algebra can be identified with $\mathfrak{J}$ under the usual bracket product of matrices

$$[X,Y] = XY - YX \quad \text{for} \quad X, Y \in \mathfrak{J}.$$  

Moreover, for $I + X \in G$, one has the following formula for the group inverse:

$$\begin{equation}
(I + X)^{-1} = I - X + X^2 - X^3 + \cdots + (-1)^n X^n.
\end{equation}$$

Notation. The nonzero entries of a matrix $X$ in $\mathfrak{J}$ will be indexed by sequences $r \ldots s$ of consecutive integers from $r$ through $s$ inclusive, assuming $r \leq s$. With this convention the entry $X_{r,s}$ lies in the $r$–th row and the $(s+1)$–st column of $X$.

Let $E_{r \ldots s}$ denote the matrix in $\mathfrak{J}$ all whose entries are 0 except the $(r \ldots s)$–th entry, which equals 1. Obviously the set $\{E_{r \ldots s}\}$ forms a vector-space basis for $\mathfrak{J}$.

Their products satisfy

$$E_{p \ldots q} E_{r \ldots s} = \begin{cases} E_{p \ldots s} & \text{if} \quad r = q + 1, \\ 0 & \text{otherwise}. \end{cases}$$

A connection in the trivial principal $G$–bundle

$$\pi : M \times G \to M$$

over a smooth manifold $M$ is defined by giving a $\mathfrak{J}$–valued 1–form $\omega$ on the base manifold $M$. Connections of this form play a special role in [7]. We can write $\omega$ in the matrix form

$$\omega = \begin{pmatrix} 0 & \omega_1 & \omega_12 & \cdots & \omega_{12\ldots n} \\ 0 & 0 & \omega_2 & \cdots & \omega_{2\ldots n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & \omega_n \\ 0 & 0 & 0 & \cdots & 0 \end{pmatrix} = \sum_{r \ldots s} \omega_{r \ldots s} E_{r \ldots s},$$

where each of the entries $\omega_{r \ldots s}$ of the matrix are 1–forms on $M$.

Remark 2.0.1. By [8, Proposition 1.4, p. 66], there exists a unique connection form $\hat{\omega}$ on the principal bundle $M \times G$ that satisfies $\sigma^*(\hat{\omega}) = \omega$, where $\sigma : M \to M \times G$, $\sigma(x) = (x, I)$, is the canonical global section.

2.1. Curvature and Massey products. The curvature of the connection $\omega$ is the $\mathfrak{J}$–valued 2–form $\Omega$ on $M$ defined by the structure equation:

$$\begin{equation}
\Omega = d\omega + \omega \wedge \omega.
\end{equation}$$
This is just the structure equation \( d\hat{\omega} + \hat{\omega} \wedge \hat{\omega} = \hat{\Omega} \) on the bundle \([8, p. 77]\) pulled down to the base by the canonical section. We can write \( \Omega \) in the matrix form
\[
\Omega = \begin{pmatrix}
0 & \Omega_1 & \cdots & \Omega_{12\ldots n} \\
0 & 0 & \Omega_2 & \cdots & \Omega_{2\ldots n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \Omega_n \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix} = \sum_{r,\ldots,s} \Omega_{r,\ldots,s} E_{r,\ldots,s},
\]
where each of the entries of the matrix are 2–forms on \( M \). By taking exterior derivatives we obtain the Bianchi identity:
\[
(2.6) \quad d\Omega = \Omega \wedge \omega - \omega \wedge \Omega.
\]
The \( n \)-th power \( \mathfrak{J}^n \) of the ideal \( \mathfrak{J} \) in \( \mathfrak{A} \) consists of all \((n+1) \times (n+1)\) matrices with zeroes in every entry with the possible exception of the upper right-hand corner, that is, the \((1\ldots n)\)-th entry. The ideal \( \mathfrak{J}^n \) is also the center of \( \mathfrak{J} \) with its Lie algebra structure. Moreover, the group \( G \) acts trivially on \( \mathfrak{J}^n \) via right and left multiplication as well as via the adjoint action. For if \( Y \in \mathfrak{J}^n \) and \( X \in \mathfrak{J} \), then \( XY = YX = 0 \), since \( \mathfrak{J}^{n+1} = \{0\} \). Thus
\[
(2.7) \quad Y(I + X) = Y = (I + X)Y
\]
and, using \((2.1)\),
\[
(2.8) \quad (I + X)^{-1}Y(I + X) = Y.
\]
Furthermore, the \( n \)-th central series subgroup of \( G \) is
\[
G^{(n)} = \{I + X : X \in \mathfrak{J}^n\}.
\]
**Definition 2.1.1.** A nilpotent connection \( \omega \) whose curvature \( \Omega \) lies in the ideal \( \mathfrak{J}^n \) will be said to have central curvature.

In matrix form \((2.7)\) this means that all entries \( \Omega_{r,\ldots,s} = 0 \) except possibly for \( \Omega_{12\ldots n} \). Clearly, if \( \omega \) has central curvature, then \( \Omega \wedge \omega = \omega \wedge \Omega = 0 \), which implies \( d\Omega = 0 \) by Bianchi’s identity \((2.6)\). In particular, \( d\Omega_{12\ldots n} = 0 \). Consequently \( \Omega_{12\ldots n} \) represents an element of the second de Rham cohomology group \( H^2(M) \). In fact, the cohomology class \([\Omega_{12\ldots n}]\) is an element of the Massey product \( \langle [\omega_1], \ldots, [\omega_n] \rangle \) of the first degree cohomology classes represented by the 1–forms, \( \omega_1, \ldots, \omega_n \). Indeed, the structure equation \((2.3)\) is exactly the set of equations defining the Massey product \([3, p. 233]\). Recall that a Massey product is a set of cohomology classes which may have more than one element because of indeterminacy.

Conversely, given an element of the Massey product \( \langle \beta_1, \ldots, \beta_n \rangle \) of a set of cohomology classes, \( \beta_1, \ldots, \beta_n \) in \( H^1(M) \), take a defining set of 1–forms \( \omega_{r,\ldots,s} \) for the Massey product. Then equation \((2.3)\) defines a nilpotent connection having central curvature for which \( \Omega_{12\ldots n} \) represents the given element of \( \langle \beta_1, \ldots, \beta_n \rangle \) (cf. \([11, \S 3]\)).

### 2.2. Holonomy.

Let \( \gamma : [0, 1] \to M \) be a (piecewise) smooth curve in \( M \). The holonomy, or parallel transport, along \( \gamma \) is the element
\[
(2.9) \quad U(\gamma) = Y(1) \in G,
\]
where \( Y(t) \) is the solution of the matrix differential equation
\[
Y'(t) = Y(t)\omega(\gamma(t))
\]
satisfying $Y(0) = I$. There is an explicit formula for the holonomy expressed as a sum of iterated integrals due to Chen [4],

\begin{equation}
U(\gamma) = I + \sum_{k=1}^{n} \int_{0}^{s} \cdots \int_{0}^{s_{k-1}} \omega(\tilde{\gamma}(t_1)) \cdots \omega(\tilde{\gamma}(t_k)) dt_1 \cdots dt_k.
\end{equation}

The general formula in [4] is an infinite series that arises from Picard iteration. In our case, equation (2.10) is a finite sum because $3$ is a nilpotent ideal.

**Remark 2.2.1.** In the viewpoint of the connection form $\tilde{\omega}$ in the principal bundle $M \times G$,

\begin{equation}
U(\gamma) = \tilde{\gamma}(1)^{-1} \in G,
\end{equation}

where $(\tilde{\gamma}(t), \tilde{\gamma}(t))$ is the $\tilde{\omega}$–horizontal lift of $\gamma$ satisfying $\tilde{\gamma}(0) = I$ [8] p. 68 since $\tilde{\gamma}(t) = Y^{-1}(t)$.

Holonomy induces a group homomorphism $U : \mathcal{L}(*) \rightarrow G$, where $\mathcal{L}(*)$ is the loop group based at a point $* \in M$. The elements of $\mathcal{L}(*)$ are equivalence classes of loops based at $*$, and the group product is induced from the product of paths. Two loops are considered equivalent if they differ by a sequence of elementary "retracing" equivalences and oriented reparametrizations. Equivalent loops have the same holonomy. For more details, see [16] [3].

**2.3. A Gauss–Bonnet formula for parallel transport.** Suppose that $\gamma : [0, 1] \rightarrow M$ is a contractible loop in $M$. This means that there is a smooth homotopy of loops $\gamma_s : [0, 1] \rightarrow M$ ($0 \leq s \leq 1$) between the curve $\gamma = \gamma_1$ and the constant path $\gamma_0$. We can regard the homotopy as a mapping $x : [0, 1] \times [0, 1] \rightarrow M$ by $x(t, s) = \gamma_s(t)$. As noted in the introduction the following is well known.

**Theorem 2.3.1.** Suppose $\omega$ is a nilpotent connection with curvature form $\Omega$. Let $\gamma : [0, 1] \rightarrow M$ be a contractible loop in $M$, let $\gamma_s : [0, 1] \rightarrow M$ be a smooth homotopy of loops in $M$ between the curve $\gamma = \gamma_1$ and the constant path $\gamma_0$, and let $(\gamma_s, \tilde{\gamma}_s)$ denote the horizontal lift of $\gamma_s$ satisfying $\tilde{\gamma}_s(0) = I$ ($0 \leq s \leq 1$). Then

$$
\tilde{\gamma}(1) = I + \int_{0}^{1} \tilde{\gamma}_s(1) \int_{0}^{1} \tilde{\gamma}_s(t)^{-1} \Omega(x_s(\partial_t), x_s(\partial_s)) \tilde{\gamma}_s(t) dt ds.
$$

A proof in more generality can be found in [13] Corollary 3]. One can also deduce it as a very special case of [2, Theorem 4.1]. Other versions of this theorem can be found in the literature, sometimes under the name, "The Non–abelian Stokes Theorem", for example, [17] [11]. The earliest version is in [14].

**Corollary 2.3.2.** Assume $\omega$ is a nilpotent connection with central curvature $\Omega$. Let $\gamma : [0, 1] \rightarrow M$ be a contractible loop in $M$, and let $x : [0, 1] \times [0, 1] \rightarrow M$ be a smooth homotopy of loops in $M$ between the curve $\gamma$ and the constant path. Then

$$
U(\gamma) = I - \int_{x} \Omega.
$$

**Proof.** By assumption, the values of $\Omega$ lie in $\mathfrak{g}^n$. But $G$ acts trivially on $\mathfrak{g}^n$ via the adjoint action (2.8) and left multiplication (2.7). Thus, Theorem 2.3.1 simplifies to

$$
\tilde{\gamma}(1) = I + \int_{0}^{1} \int_{0}^{1} \Omega(x_s(\partial_t), x_s(\partial_s)) dt ds.
$$
Since the value of the double integral lies in \( \mathfrak{j}^n \), its square and higher powers are zero. Therefore, by equation (2.11) and the inverse formula (2.1),

\[
U(\gamma) = \tilde{\gamma}(1)^{-1} = I - \int_0^1 \int_0^1 \Omega(x_*(\partial_t), x_*(\partial_s)) \, dt \, ds.
\]

\[\square\]

2.4. Quotient connections. We apply well-known properties of mappings of connections [8 pp. 79–82] to obtain information about the holonomy of \( \omega \) by means of certain quotient connections \( \tilde{\omega} \).

Let \( \mathfrak{j}_0 \) be a two-sided ideal of \( \mathfrak{a} \) with \( \mathfrak{j}_0 \subset \mathfrak{j} \). Then \( \mathfrak{j}_0 \) is a Lie algebra ideal of \( \mathfrak{j} \), and

\[
G_0 = \{ I + X : X \in \mathfrak{j}_0 \}
\]
is a closed normal Lie subgroup of \( \tilde{G} \) whose Lie algebra is \( \mathfrak{j}_0 \). Let

\[
\Phi : A \to \tilde{A} = A/\mathfrak{j}_0, \quad \phi_* : \mathfrak{j} \to \tilde{\mathfrak{j}} = \mathfrak{j}/\mathfrak{j}_0, \quad \text{and} \quad \phi : G \to \tilde{G} = G/G_0
\]
denote the respective algebra, Lie algebra, and group quotient homomorphisms.

Obviously, \( \tilde{\mathfrak{j}} \) is the Lie algebra of \( \tilde{G} \), and \( \phi_* = \Phi|\mathfrak{j} \) is the Lie algebra homomorphism induced from the Lie group homomorphism \( \phi \).

**Proposition 2.4.1.** Let \( \omega \) be a \( \tilde{\mathfrak{j}} \)-valued 1–form on \( M \). The \( \tilde{\mathfrak{j}} \)-valued 1–form \( \tilde{\omega} = \phi_* \omega \) defines a connection in \( M \times \tilde{G} \) whose curvature satisfies \( \tilde{\Omega} = \phi_* \Omega \) and whose holonomy satisfies \( \tilde{U}(\gamma) = \phi(U(\gamma)) \) for every curve \( \gamma \) in \( M \).

In case \( \omega \) has central curvature and \( \mathfrak{j}^n \subset \mathfrak{j}_0 \), then \( \tilde{\omega} \) is flat and \( \phi(U(\gamma)) \) depends only on the homotopy class of \( \gamma \).

**Proof.** Apply Proposition 6.1 of [8 pp. 79–80] to the bundle homomorphism \( \text{id} \times \phi : M \times \tilde{G} \to M \times \tilde{G} \) and the connection \( \tilde{\omega} \) in \( M \times \tilde{G} \) associated to \( \omega \) to obtain the unique connection \( \tilde{\omega} \) in \( M \times \tilde{G} \) that satisfies \( \phi_* \tilde{\omega} = (\text{id} \times \phi)^* \tilde{\omega}, \phi_* \Omega = (\text{id} \times \phi)^* \tilde{\Omega} \), and such that \( \text{id} \times \phi \) carries \( \tilde{\omega} \)-horizontal curves to \( \tilde{\omega} \)-horizontal curves. If \( \tilde{\sigma} = (\text{id} \times \phi) \circ \sigma : M \to M \times \tilde{G} \) is the canonical section, then \( \tilde{\sigma}^* \tilde{\omega} = \phi_* (\omega) = \tilde{\omega}, \tilde{\Omega} = \tilde{\sigma}^* \Omega = \phi_* \Omega \), and \( \tilde{U}(\gamma) = \phi(U(\gamma)) \) for every curve \( \gamma \) in \( M \).

Now assume \( \omega \) has central curvature and \( \mathfrak{j}^n \subset \mathfrak{j}_0 \). Thus \( \phi_* (\mathfrak{j}^n) = \{0\} \) in \( \tilde{\mathfrak{j}} \). Therefore \( \tilde{\Omega} = \phi_* \Omega = 0 \). Since the holonomy of a curve in a flat connection depends only on the homotopy class of the curve, \( \phi(U(\gamma)) = \tilde{U}(\gamma) \) depends only on the homotopy class of \( \gamma \). \[\square\]

By a similar use of the methods of [8 pp. 79–82], we can prove the following.

**Proposition 2.4.2.** Suppose \( f : M \to \tilde{M} \) is a smooth map. If \( \omega \) is a \( \tilde{\mathfrak{j}} \)-valued 1–form on \( M \) and \( \tilde{\omega} \) is a \( \tilde{\mathfrak{j}} \)-valued 1–form on \( \tilde{M} \) such that \( f^* \tilde{\omega} = \phi_* \omega \), then \( f^* \tilde{\Omega} = \phi_* \Omega \) and \( \tilde{U}(f \circ \gamma) = \phi(U(\gamma)) \) for every curve \( \gamma \) in \( M \).

**Corollary 2.4.3.** In addition, suppose that \( f : M \to \tilde{M} \) is an open dense embedding of \( M \) in \( \tilde{M} \), that \( \omega \) has central curvature, and that \( \mathfrak{j}^n \subset \mathfrak{j}_0 \). If \( \gamma \) is a loop in \( M \) such that \( f \circ \gamma \) is contractible in \( \tilde{M} \), then \( U(\gamma) \in \ker \phi = G_0 \).

**Proof.** By Proposition 2.4.2 the curvature assumptions imply that \( f^* \tilde{\Omega} = \phi_* \Omega = 0 \). Hence \( \tilde{\Omega} = 0 \) on \( \tilde{M} \) because \( f \) is an open dense embedding. Thus the contractibility of \( f \circ \gamma \) in \( \tilde{M} \) implies \( \phi(U(\gamma)) = \tilde{U}(f \circ \gamma) = I \) in \( \tilde{G} \). Therefore \( U(\gamma) \in \ker \phi = G_0 \). \[\square\]
Remark 2.4.4. Except for the statements specific to upper triangular matrices and Massey products, all the definitions and results of §2 are valid more generally for any finite dimensional, real associative algebra \( \mathcal{A} \) with identity possessing a 2-sided nilpotent ideal \( \mathfrak{J} \) satisfying \( \mathfrak{J}^{n+1} = \{0\} \).

3. Link invariants

From now on let \( M \) be the complement of an oriented link \( L = L_1 \cup \cdots \cup L_N \) of \( N \)–components in \( S^3 \). Let \( T_i \) be the toral boundary of a tubular neighborhood of the \( i \)–th link component \( L_i \). If \( S^3 \) is given its usual orientation, we orient \( T_i \) by the inward normal vector field.

A longitude \( l_i \) in \( T_i \) is a simple oriented loop having linking number 0 with \( L_i \) and which is homotopic to \( L_i \) in the tubular neighborhood, while a meridian \( m_i \) in \( T_i \) is a simple oriented loop in \( T_i \) intersecting \( l_i \) in exactly one point, having linking number +1 with \( L_i \) and which is homotopically trivial in the tubular neighborhood. The commutator \([m_i, l_i]\) is contractible in \( T_i \). A contracting homotopy \( x : [0, 1] \times [0, 1] \to T_i \) can be constructed as follows. Cut \( T_i \) along \( m_i \) and \( l_i \) to obtain a rectangle \( R \) whose boundary is the loop \( m_i l_i m_i^{-1} l_i^{-1} \) based at its lower left-hand corner \( c \). Define \( x : [0, 1] \times [0, 1] \to R \) to be a homotopy in \( R \) from \( x(-, 1) = m_i l_i m_i^{-1} l_i^{-1} \) to the constant path \( x(-, 0) = c \) which restricts to a diffeomorphism between the interiors of \([0, 1] \times [0, 1] \) and \( R \). Note that \( x \) reverses orientation. Therefore, for every 2–form \( \Omega \) in \( M \),

\[
\int_x \Omega = - \int_{T_i} \Omega.
\]  

We will require the set of meridians and longitudes to be based at a fixed point \( * \in M \). For each \( i \), choose a path \( p_i \) from \( * \) to the point of intersection of \( m_i \) and \( l_i \) in \( T_i \), and replace \( m_i \) and \( l_i \) respectively by \( p_i m_i p_i^{-1} \) and \( p_i l_i p_i^{-1} \). Renaming these new loops \( m_i \) and \( l_i \) as before, the new commutator \([m_i, l_i]\) is trivial in the fundamental group \( \pi_1 \) of \( M \) based at \( * \). By constructing its contracting homotopy \( x \) in two stages, first contracting \([m_i, l_i]\) to \( p_i p_i^{-1} \), using the previous homotopy in \( T_i \), and then contracting \( p_i p_i^{-1} \) back to \( * \) along \( p_i \), the identity (3.1) continues to hold.

3.1. Milnor invariants. Let \( \pi_1^{(n)} \) denote the \( n \)–th lower central series subgroup of \( \pi_1 \). It is known that the meridians \( m_1, \ldots, m_N \) generate the factor group \( \pi_1 / \pi_1^{(n)} \). Thus the image of each longitude \( l_i \) in \( \pi_1 / \pi_1^{(n)} \) can be expressed as a word \( w_i \) in the meridians. The Milnor invariants are defined by means of the Magnus expansions of the \( w_i \).

Let \( F \) denote the free group on the letters \( m_1, \ldots, m_N \), let \( \mathcal{P} \) denote the associative algebra of formal power series in the noncommuting indeterminates \( x_1, \ldots, x_N \), and let \( \mathcal{P}^1 \) denote the multiplicative group of power series in \( \mathcal{P} \) whose constant term is 1. The Magnus expansion is the group homomorphism

\[
\delta : F \to \mathcal{P}^1
\]

for which \( \delta(m_i) = 1 + x_i \).

The coefficients in the Magnus expansion of the word \( w_i \) define the Milnor numbers \( \mu(i_1, \ldots, i_k, i) \), that is,

\[
\delta(w_i) = 1 + \sum \mu(i_1, \ldots, i_k, i) x_{i_1} \cdots x_{i_k}.
\]
For a given multi-index \((i_1, \ldots, i_k)\), it is known that the integer \(\mu(i_1, \ldots, i_k)\) depends on the choices of the meridians and the longitudes. However, \(\bar{\mu}(i_1, \ldots, i_k)\), which is defined to be its residue class modulo \(\Delta(i_1, \ldots, i_k)\), does not depend on these choices. Here \(\Delta(i_1, \ldots, i_k)\) is defined to be the greatest common divisor of the \(\mu(j_1, \ldots, j_r)\), where \(j_1, \ldots, j_r\) with \(2 \leq r < k\) ranges over all sequences obtained from \(i_1, \ldots, i_k\) by deleting at least one of the indices and permuting the remaining indices cyclically.

For more details on this section, see, for example, [5, pp. 211–224].

### 3.2. Massey numbers

The first cohomology group \(H^1(M)\) has a basis \(\alpha_1, \ldots, \alpha_N\) consisting of the Alexander duals of the corresponding link components \(L_1, \ldots, L_N\). Given a multi-index \((i_1, \ldots, i_n)\), which may have repeated indices, assume that the associated Massey product \(\langle \alpha_{i_1}, \ldots, \alpha_{i_n} \rangle\) is defined. By Section 2.1 there is a nilpotent connection \(\omega\) with central curvature \(\Omega\) satisfying \([\omega_k] = \alpha_{i_k} (k = 1, \ldots, n)\) such that \([\Omega_{1\ldots n}]\) is an element of \(\langle \alpha_{i_1}, \ldots, \alpha_{i_n} \rangle\). It is known that the tori \(T_1, \ldots, T_N\) represent homology classes that span \(H_2(M)\). Thus the cohomology class \([\Omega_{1\ldots n}]\) is completely determined by the Massey numbers

\[
\int_{T_i} \Omega_{1\ldots n}, \quad i = 1, \ldots, N.
\]

In particular, if all these integrals are zero, then \([\Omega_{1\ldots n}] = 0\) in \(H^2(M)\).

**Proposition 3.2.1.** If \(\omega\) is a connection associated to the Massey product \(\langle \alpha_{i_1}, \ldots, \alpha_{i_n} \rangle\) as above, then the holonomy of the meridian \(m_j\) takes the form

\[
U(m_j) = I + \sum_{k=1}^n \delta^k E^k + X_j,
\]

where \(X_j \in \mathfrak{g}^2\). The matrices \(E^k\) were defined in §2.1.

**Proof.** Because \([\omega_k]\) is the Alexander dual of \(L_{i_k}\), \(\int_{m_j} \omega_k = \delta^k_{i_k}\), where \(\delta^k_{i_k}\) is the Kronecker delta. The result follows by applying the iterated integral formula for holonomy [2,10].

### 3.3. Relations between the Massey and Milnor invariants

A basic relation holds among the Massey numbers, the Milnor numbers and the holonomy of the meridians.

**Theorem 3.3.1.** Assume \(\omega\) is a nilpotent connection on \(M\) with central curvature. Set \(U(m_i) = I + K_i, K_i \in \mathfrak{g}, \) for each \(i \in \{1, \ldots, N\}\). Then for all \(i = 1, \ldots, N\),

\[
\int_{T_i} \Omega = \sum \mu(j_1, \ldots, j_r, i) \langle K_i, K_{j_1} \cdots K_{j_r} \rangle,
\]

where the sum extends over all multi-indices \((j_1, \ldots, j_r)\) with \(r < n\).

**Proof.** Regard the meridians \(m_1, \ldots, m_N\) and the longitudes \(l_1, \ldots, l_N\) as elements of \(\mathcal{L}(*)\). Passage to homotopy classes defines a group homomorphism \(\mathcal{L}(*) \to \pi_1\), where \(\pi_1\) is the fundamental group of \(M\). The assignment \(m_i \mapsto m_i^1\) extends to a group homomorphism from the free group \(F\) on \(m_1, \ldots, m_N\) to \(\mathcal{L}(*)\). The words \(w_1, \ldots, w_N\) are elements in \(F\) which are equal to \(l_1, \ldots, l_N\) respectively when mapped to the quotient group \(\pi_1/\pi_1^{(n)}\).

Because \(\mathfrak{g}^{n+1} = \{0\}\), the substitution of the indeterminates \(x_i\) by the corresponding \(K_i \in \mathfrak{g}\) reduces any given power series in \(\mathcal{P}\) to a finite sum in \(\mathcal{A}\). Consequently,
this substitution defines an algebra homomorphism \( s : \mathcal{P} \to \mathcal{A} \) that carries 1 to \( I \). Restricting \( s \) to \( \mathcal{P}^1 \) gives a group homomorphism \( s : \mathcal{P}^1 \to G \) for which \( s(\delta(m_i)) = I + K_i = U(m_i) \). Therefore, by (3.2), \( s(\delta(w_i)) = I + \sum \mu(j_1, \ldots, j_r, i)K_{j_1} \cdots K_{j_r} \), where the sum extends over all \((j_1, \ldots, j_r)\) with \( r \leq n \).

Let \( \bar{\omega} \) be the flat quotient connection of \( \omega \) obtained from Proposition 2.4.1 using the ideal \( \mathfrak{J}_0 = \mathfrak{J}^n \). The holonomy of \( \bar{\omega} \) induces a group homomorphism \( \bar{U} : \pi_1 \to G \), where \( G \) is the quotient of \( \bar{G} \) by \( G^{(n)} = \{ I + X : X \in \mathfrak{J}^n \} \) which is just the \( n \)-th lower central series subgroup of \( G \). Thus \( \bar{U}(\pi_1^{(n)}) \) is trivial and \( \bar{U} \) factors through \( \pi_1/\pi_1^{(n)} \).

The following commutative diagram summarizes this discussion:

\[
\begin{array}{ccc}
F & \xrightarrow{\delta} & \mathcal{P}^1 \\
\downarrow & & \downarrow s \\
\mathcal{L}(*) & \xrightarrow{U} & G \\
\downarrow & & \downarrow \phi \\
\pi_1 & \xrightarrow{\bar{U}} & \bar{G} \\
& \downarrow & \\
& \pi_1/\pi_1^{(n)} &
\end{array}
\]

Since \( l_i = w_i \) in \( \pi_1/\pi_1^{(n)} \), \( \bar{U}(l_i) = \bar{U}(w_i) = \phi(s(\delta(w_i))) \) in \( \bar{G} \). Thus

\[
(3.3) \quad U(l_i) = I + \sum \mu(j_1, \ldots, j_r, i)K_{j_1} \cdots K_{j_r} + Z_i,
\]

where \( Z_i \in \mathfrak{J}^n \) and the sum extends over all \((j_1, \ldots, j_r)\) with \( r \leq n \). Let

\[
\Lambda_i = \sum \mu(j_1, \ldots, j_r, i)K_{j_1} \cdots K_{j_r} + Z_i.
\]

Then, since \( \mathfrak{J}^{n+1} = \{0\} \),

\[
[K_i, \Lambda_i] = \sum \mu(j_1, \ldots, j_r, i)[K_i, K_{j_1} \cdots K_{j_r}],
\]

where the sum extends over all \((j_1, \ldots, j_r)\) with \( r < n \). On the other hand, applying Corollary 2.3.2 with \( \gamma = [m_i, l_i] \), together with equation (3.1), shows

\[
(3.4) \quad U(m_i)U(l_i)U(m_i)^{-1}U(l_i)^{-1} - I = U([m_i, l_i]) - I = \int_{T_i} \Omega \in \mathfrak{J}^n.
\]

Now the Lie bracket \([K_i, \Lambda_i]\) can be calculated in another way. Using (3.4) and the triviality of the right action (2.7) of \( G \) on \( \mathfrak{J}^n \),

\[
[K_i, \Lambda_i] = (I + K_i)(I + \Lambda_i) - (I + \Lambda_i)(I + K_i) = U(m_i)U(l_i) - U(l_i)U(m_i) = (U([m_i, l_i]) - I)U(l_i)U(m_i) = \int_{T_i} \Omega.
\]

Equating these two formulas for \([K_i, \Lambda_i]\) completes the proof. \( \square \)
Corollary 3.3.2. Let $n \geq 2$. If $\mu(j_1, \ldots, j_s) = 0$ for all $s < n$, then for every multi-index $(i_1, \ldots, i_n)$ of length $n$, the Massey product $(\alpha_{i_1}, \ldots, \alpha_{i_n})$ is defined, and for every nilpotent connection $\omega$ with central curvature $\Omega$ associated to $(\alpha_{i_1}, \ldots, \alpha_{i_n})$,

$$
\int_{T_i} \Omega_{1\ldots n} = \begin{cases} 
\mu(i_2, \ldots, i_n, i_1) & \text{if } i = i_1 \neq i_n, \\
-\mu(i_1, \ldots, i_n) & \text{if } i = i_n \neq i_1, \\
0 & \text{otherwise,}
\end{cases}
$$

for all $i = 1, \ldots, N$.

Proof. This is proved by induction on $n$. When $n = 2$, the Massey product is just the cup product $\alpha_{i_1} \cup \alpha_{i_2}$, and both sides of (3.5) equal the linking number of $L_{i_1}$ with $L_{i_2}$.

Having established the result for $n$ from 2 through $m - 1$, assume all Milnor numbers of order $< m$ vanish. By the inductive hypothesis, all Massey products of order $< m$ vanish because by (3.5) these products evaluate to zero on all the $T_i$, since the relevant Milnor numbers on the right-hand side of (3.5) are assumed to vanish. Thus the $m$–th order Massey products are defined. In particular, given $(i_1, \ldots, i_m)$, there is a connection $\omega$ with central curvature associated to the Massey product $(\alpha_{i_1}, \ldots, \alpha_{i_m})$. Since all Milnor numbers of order $< m$ vanish, the sum in Theorem 3.3.1 contains only the $m$–th order terms:

$$
\int_{T_i} \Omega = \sum \mu(j_1, \ldots, j_{m-1}, i) [K_{i_1} K_{j_1} \cdots K_{j_{m-1}}] = \sum \mu(j_1, \ldots, j_{m-1}, i) (K_{i_1} K_{j_1} \cdots K_{j_{m-1}} - K_{j_1} \cdots K_{j_{m-1}} K_{i_1})
$$

summed over all $(j_1, \ldots, j_{m-1})$. By Proposition 3.2.1 recalling that $U(m_j) = I + K_j$,

$$
K_j = \sum_{k=1}^{m} \delta^j_k E^k + X_j,
$$

where $X_j \in \mathfrak{g}^2$. By repeated applications of equation (2.2) using $\mathfrak{g}^{m+1} = \{0\}$, one finds that every $m$–fold product of the $K_j$’s is zero except

$$
K_{j_1} \cdots K_{j_m} = E^{1\ldots m}.
$$

Therefore every term in the sum (3.6) vanishes, except when either $(i, j_1, \ldots, j_{m-1})$ or $(j_1, \ldots, j_{m-1}, i)$ is equal to $(i_1, \ldots, i_m)$. Examining these two exceptions, case by case, leads to the equation:

$$
\int_{T_i} \Omega_{1\ldots m} = \begin{cases} 
\mu(i_2, \ldots, i_m, i_1) & \text{if } i = i_1 \neq i_m, \\
-\mu(i_1, \ldots, i_m) & \text{if } i = i_m \neq i_1, \\
\mu(i_2, \ldots, i_m, i_1) - \mu(i_1, \ldots, i_m) & \text{if } i = i_1 = i_m, \\
0 & \text{otherwise.}
\end{cases}
$$

From (3.7) it immediately follows that

$$
\sum_{i=1}^{N} \int_{T_i} \Omega_{1\ldots m} = \mu(i_2, \ldots, i_m, i_1) - \mu(i_1, \ldots, i_m)
$$

whether or not $i_1 = i_m$. Consequently, applying Stokes Theorem, we obtain

$$
\mu(i_2, \ldots, i_m, i_1) - \mu(i_1, \ldots, i_m) = \sum_{i=1}^{N} \int_{T_i} \Omega_{1\ldots m} = \int_{\partial M} \Omega_{1\ldots m} = \int_{M} d\Omega_{1\ldots m} = 0
$$
since \(d\Omega_{1\ldots m} = 0\) because of central curvature. This completes the induction step and the proof of the corollary.

\begin{proof}

Remark 3.3.3. (1) The statement of Corollary \ref{cor:3.3.2} remains true if the \(\mu\)'s are replaced by the corresponding \(\bar{\mu}\)'s. This is because if all the Milnor numbers of order \(n\) vanish, whether the \(\mu\)'s or the \(\bar{\mu}\)'s, then each \(\mu\) of order \(\leq n\) equals the corresponding \(\bar{\mu}\).

(2) The fact that \(\mu(i_2,\ldots,i_m,i_1) - \mu(i_1,\ldots,i_m) = 0\) in the proof of Corollary \ref{cor:3.3.2} demonstrates a special case of Milnor's result about the invariance of the \(\bar{\mu}(j_1,\ldots,j_s)\) under a cyclic permutation of the indices \((j_1,\ldots,j_s)\).

Corollary 3.3.4. Let \(n \geq 3\). If all Massey products of order \(n\) vanish, then the conclusion of Corollary \ref{cor:3.3.2} in particular, equation \ref{eq:3.5}, holds.

Proof. We first observe that the conclusion of Corollary \ref{cor:3.3.2} is still true under the weaker assumption that \(\mu(j_1,\ldots,j_s) = 0\) for all \(s < n\) whenever the \(j\)'s are not all the same. The induction argument in Corollary \ref{cor:3.3.2} will still work provided equation \ref{eq:3.6} remains valid under the weaker assumptions. Indeed, all the terms in the sum of Theorem \ref{thm:3.3.1} must vanish because, if \((j_1,\ldots,j_r,i)\) are all the same, then the Lie bracket \([K_{i_1},K_{j_1}\cdots K_{j_r}]\) is zero, and if not, then the coefficient \(\mu(j_1,\ldots,j_r,i)\) is zero.

Thus it suffices to prove that if all Massey products of order less than \(n\) vanish, then \(\mu(j_1,\ldots,j_s) = 0\) for all \(s < n\) whenever the \(j\)'s are not all the same. For fixed \(n \geq 3\) we will prove this by induction over \(s\). The induction starts with \(s = 2\). Indeed the hypothesis implies that all order 2 linking numbers vanish.

Next assume that \(r < n\) and that we have proved that \(\mu(j_1,\ldots,j_s) = 0\) for all \(s < r\) whenever the \(j\)'s are not all the same. Take a multi-index \((i_1,\ldots,i_r)\) where the \(i\)'s are not all the same. We proceed to show \(\mu(i_1,\ldots,i_r) = 0\). By assumption \(\langle \alpha_{i_1},\ldots,\alpha_{i_r} \rangle = 0\). Let \(\omega\) be a connection with central curvature associated to \(\langle \alpha_{i_1},\ldots,\alpha_{i_r} \rangle\). The inductive assumption and the above observation imply that \ref{eq:3.5} holds. In case \(i_1 \neq i_r\), equation \ref{eq:3.5} implies

\[0 = \int_{T_{i_r}} \Omega_{1\ldots r} = -\mu(i_1,\ldots,i_r),\]

which gives the desired result: \(\mu(i_1,\ldots,i_r) = 0\). However, if \(i_1 = i_r\), we may cyclically permute the indices so that the first index does not equal the last. The result follows from the first case by the previous remark.

Corollaries \ref{cor:3.3.2} and \ref{cor:3.3.4} should be compared to the versions of the Porter–Turaev Theorem in \cite{Turaev}, \cite{Porter}, Theorem 3, and \cite{Milnor}, Theorem 6.4.3.

3.4. Reducible connections. A restricted type of Massey product is employed in \cite{Porter}. For a given multi-index \((i_1,\ldots,i_n)\), it is called a Massey product in the system \(\{S^3\setminus L_{i_k}\}_{k=1}^n\). We incorporate this notion into our approach through the definition of a reducible connection. We call such connections reducible because they induce quotient connections for sublinks.

Definition 3.4.1. A nilpotent connection \ref{eq:2.3} on \(M\) is reducible with respect to \((i_1,\ldots,i_n)\) if for every \(1 \leq r \leq s \leq n\), the 1-form \(\omega_{r\ldots s}\) extends to a smooth 1-form on \(S^3\setminus (L_{i_r} \cup \cdots \cup L_{i_s})\).
Our next theorem relates an $n$-th order Massey product to the corresponding $\mu$
even if not all the lower order $\mu$'s vanish. It can be regarded as a weak version of \cite[Theorem 3]{[12]}. In order to state it, one more definition is needed.

**Definition 3.4.2.** A nilpotent connection with central curvature is said to have integral holonomy if for every loop $\gamma$, every entry of the holonomy matrix $K = U(\gamma) - I$ is an integer, with the one possible exception of $K_{1...n}$. Clearly, any product of two or more such holonomy matrices has only integer entries, with no exceptions.

**Theorem 3.4.3.** If $\omega$ is a connection, reducible with respect to $(i_1,\ldots,i_n)$, with central curvature $\Omega$ associated $\langle\alpha_{i_1},\ldots,\alpha_{i_n}\rangle$, and having integral holonomy, then

$$\int_{T_i} \Omega_{1...n} = \begin{cases} 
 \mu(i_2,\ldots,i_n,i_1) & \text{if } i = i_1 \neq i_n, \\
 -\mu(i_1,\ldots,i_n) & \text{if } i = i_n \neq i_1, \\
 0 & \text{otherwise},
\end{cases}$$

where the congruence $\equiv$ is taken $\mod \Delta(i_1,\ldots,i_n)$.

**Proof.** Set $U(m_j) = I + K_j$, $K_j \in \mathfrak{g}$, for each $j = 1,\ldots,N$. The next two lemmas allow us to simplify the right-hand side of the equation in Theorem 3.3.1.

**Lemma 3.4.4.** Let $j \in \{1,\ldots,N\}$. If $j$ is one of the indices in $(i_1,\ldots,i_n)$, then $K_j$ is a linear combination of the basis matrices $E^{r\cdots s}$ for which there exists some $k$ satisfying $i_k = j$ and $r \leq k \leq s$. If not, $K_j$ is a multiple of $E^{1\cdots n}$.

**Proof.** Fix $j \in \{1,\ldots,N\}$. We first construct a suitable flat quotient connection. In case $j$ is one of the $(i_1,\ldots,i_n)$, define $\mathfrak{g}_0$ to be the vector subspace of $\mathfrak{g}$ spanned by the $E^{r\cdots s}$ such that for some $k$, $i_k = j$ and $r \leq k \leq s$. Otherwise set $\mathfrak{g}_0 = \mathfrak{g}$.

In either case, $E^{1\cdots n} \in \mathfrak{g}_0$. Therefore, $\mathfrak{g}_0$ is clearly a 2-sided ideal in $\mathcal{A}$ such that $\mathfrak{g}_n \subset \mathfrak{g}_0$.

Set $\bar{M} = M \cup L_j$, and let $f : M \to \bar{M}$ be the inclusion. Then $f$ is an open dense embedding, and $f \circ m_j$ is contractible in $\bar{M}$.

Using the notation of $\S 2.4$, let $\phi_* : \mathfrak{g} \to \mathfrak{g}/\mathfrak{g}_0$ denote the quotient Lie algebra homomorphism, and write

$$\omega = \sum_{r\cdots s} \omega_{r\cdots s} E^{r\cdots s}.$$ 

We will show that the quotient connection

$$\phi_* \omega = \sum_{r\cdots s} \omega_{r\cdots s} \phi_*(E^{r\cdots s})$$

on $M$ extends to a smooth connection $\bar{\omega}$ on $\bar{M}$ such that $\phi_* \omega = f^* \bar{\omega}$. To do this it suffices to show that if $\phi_*(E^{r\cdots s}) \neq 0$ in $\mathfrak{g}/\mathfrak{g}_0$, then $\omega_{r\cdots s}$ extends smoothly to $\bar{M}$. But, if $\phi_*(E^{r\cdots s}) \neq 0$, then $E^{r\cdots s} \notin \mathfrak{g}_0$. Hence there is no $k$ such that $r \leq k \leq s$ with $i_k = j$. Thus $L_j \subset S^3(L_{i_k} \cup \cdots \cup L_{i_t})$. The reducibility of $\omega$ implies that $\omega_{r\cdots s}$ extends smoothly to $S^3(L_{i_k} \cup \cdots \cup L_{i_t}) \supset \bar{M}$. Thus $\phi_* \omega$ extends smoothly to $\bar{M}$, as required.

Having verified the hypothesis of Corollary 2.4.3 with $\gamma = m_j$, we conclude $U(m_j) = I + K_j$, where $K_j \in \mathfrak{g}_0$. This completes the proof of the lemma by definition of $\mathfrak{g}_0$. \qed
Lemma 3.4.5. Given \((j_1, \ldots, j_m)\), \(m \geq 2\), the \(m\)-fold product
\[ K_{j_1} \cdots K_{j_m} = 0, \]
unless \((j_1, \ldots, j_m)\) is a subsequence of \((i_1, \ldots, i_n)\). Moreover, the only nonzero \(n\)-fold product is
\[ K_{i_1} \cdots K_{i_n} = E^{1\cdots n}. \]

Proof. If for some \(\ell \in \{1, \ldots, m\}\), \(K_{j_\ell}\) is a multiple of \(E^{1\cdots n}\), then \(K_{j_1} \cdots K_{j_m} = 0\) because \(m \geq 2\) and \(\mathfrak{J}^{n+1} = \{0\}\). Thus, by Lemma 3.4.4 we may assume that each \(K_{j_\ell}\) is a linear combination of \(E^{r_1\cdots s_\ell}\) for which there exist \(k_\ell\) satisfying
\[ (3.8) \quad i_{k_\ell} = j_\ell \quad \text{and} \quad r_\ell \leq k_\ell \leq s_\ell. \]

Thus the product \(K_{j_1} \cdots K_{j_m}\) expands as a linear combination of the product expressions
\[ E^{r_1\cdots s_1}E^{r_2\cdots s_2} \cdots E^{r_m\cdots s_m} \]
that satisfy \((3.8)\). By equation \((2.2)\), such products \((3.9)\) vanish unless
\[ (3.10) \quad s_1 + 1 = r_2, \quad s_2 + 1 = r_3, \quad \ldots, \quad s_{m-1} + 1 = r_m. \]

If \((3.9)\) does not vanish, \((3.8)\) and \((3.10)\) imply that \(k_1 < k_2 < \cdots < k_m\) and that \((j_1, \ldots, j_m) = (i_{k_1}, \ldots, i_{k_m})\) is a subsequence of \((i_1, \ldots, i_n)\). Moreover, taking \(m = n\), the only nonzero \(n\)-fold product is \(K_{i_1} \cdots K_{i_n}\), which evaluates to \(E^{1\cdots n}\) on account of Proposition 3.2.1 \(\mathfrak{J}^{n+1} = \{0\}\), and equation \((2.2)\). \(\square\)

Coming back to the proof of Theorem 3.3.3 by Theorem 3.3.1
\[ (3.11) \quad \int T_i \Omega = \sum \mu(j_1, \ldots, j_r, i)[K_{i_1} K_{j_{i_1}} \cdots K_{j_r}], \]
where the sum extends over all multi-indices \((j_1, \ldots, j_r)\) with \(r < n\). First consider the terms with \(1 \leq r < n - 1\). By Lemma 3.4.5 \([K_{i_1} K_{j_{i_1}} \cdots K_{j_r}] = 0\), unless either \((i_1, j_{i_1}, \ldots, j_r)\) or \((j_1, \ldots, j_r, i)\) is a proper subsequence of \((i_1, \ldots, i_n)\). Thus the coefficients \(\mu(j_1, \ldots, j_r, i)\) corresponding to the nonvanishing brackets are divisible by \(\Delta(i_1, \ldots, i_n)\). (See §3.1.) Also, because \(\omega\) has integral holonomy, all the entries of \([K_{i_1} K_{j_{i_1}} \cdots K_{j_r}]\) are integers. Therefore, working in the integers modulo \(\Delta(i_1, \ldots, i_n)\), all the terms of \((3.11)\) with \(r < n - 1\) vanish. Next consider the terms with \(r = n - 1\). Again by Lemma 3.4.5 \([K_{i_1} K_{j_{i_1}} \cdots K_{j_{n-1}}] = 0\) unless either \((i_1, j_{i_1}, \ldots, j_{n-1})\) or \((j_1, \ldots, j_{n-1}, i)\) is equal to \((i_1, \ldots, i_n)\). Since \(K_{i_1} \cdots K_{i_n} = E^{1\cdots n}\), a case-by-case inspection of the \((1\ldots n)\)-th entry of both sides of \((3.11)\), similar to that in the proof of Corollary 3.3.2 leads to the following congruence modulo \(\Delta(i_1, \ldots, i_n)\):

\[ \int T_i \Omega_{1\cdots n} \equiv \begin{cases} 
\mu(i_2, \ldots, i_n, i_1) & \text{if } i = i_1 \neq i_n, \\
-\mu(i_1, \ldots, i_n) & \text{if } i = i_n \neq i_1, \\
\mu(i_2, \ldots, i_n, i_1) - \mu(i_1, \ldots, i_n) & \text{if } i = i_1 = i_n, \\
0 & \text{otherwise.} 
\end{cases} \]
But the third line vanishes modulo $\Delta(i_1, \ldots, i_n)$ because of the congruence

$$\mu(i_2, \ldots, i_n, i_1) - \mu(i_1, \ldots, i_n) \equiv \sum_{i=1}^{N} \int_{T_i} \Omega_{1 \ldots n} = \int_{\partial M} \Omega_{1 \ldots n} = \int_{M} d\Omega_{1 \ldots n} = 0$$

as in the proof of Corollary 3.3.2 and by an application of Stokes Theorem. □

4. Examples

4.1. Links with three components. Consider a link with three components $L_1, L_2,$ and $L_3$. Pick meridians $m_1, m_2, m_3$ and longitudes $l_1, l_2, l_3$. Assume that

$$\omega = \begin{pmatrix} 0 & \omega_1 & \omega_{12} & 0 \\ 0 & 0 & \omega_2 & \omega_{23} \\ 0 & 0 & 0 & \omega_3 \\ 0 & 0 & 0 & 0 \end{pmatrix}$$

is a connection with central curvature which is reducible with respect to $(1, 2, 3)$. By Proposition 3.2.1 and Lemma 3.4.4, the holonomy matrices for the $m_i$’s take the form:

$$K_1 = \begin{pmatrix} 0 & 1 & a_{12} & a_{123} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad K_2 = \begin{pmatrix} 0 & 0 & b_{12} & b_{123} \\ 0 & 0 & 1 & b_{23} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$K_3 = \begin{pmatrix} 0 & 0 & 0 & c_{123} \\ 0 & 0 & c_{23} & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  

One easily computes the only nonzero products of the $K_i$’s to be:

$$K_1K_2 = \begin{pmatrix} 0 & 0 & 1 & b_{23} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad K_2K_3 = \begin{pmatrix} 0 & 0 & 0 & b_{12} \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$K_1K_3 = \begin{pmatrix} 0 & 0 & 0 & a_{12} + c_{23} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad K_1K_2K_3 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  

Thus the only nonzero brackets of the $K_i$’s are

$$[K_1, K_2] = -[K_2, K_1] = K_1K_2, \quad [K_2, K_3] = -[K_3, K_2] = K_2K_3,$$

$$[K_1, K_3] = -[K_3, K_1] = K_1K_3, \quad \text{and} \quad [K_1, K_2K_3] = -[K_3, K_1K_2] = K_1K_2K_3.$$
Plugging these values into the formula in Theorem 3.3.1, we obtain:

\[
\int_{T_1} \Omega = \mu(2, 1)[K_1, K_2] + \mu(3, 1)[K_1, K_3] + \mu(2, 3, 1)[K_1, K_2 K_3]
= \begin{pmatrix}
0 & 0 & \mu(2, 1) & b_{23} \mu(2, 1) + (a_{12} + c_{23}) \mu(3, 1) + \mu(2, 3, 1) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
\int_{T_2} \Omega = \mu(1, 2)[K_2, K_1] + \mu(3, 2)[K_2, K_3]
= \begin{pmatrix}
0 & 0 & \mu(1, 2) & -b_{23} \mu(1, 2) + b_{12} \mu(3, 2) \\
0 & 0 & 0 & \mu(3, 2) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
\int_{T_3} \Omega = \mu(1, 3)[K_3, K_1] + \mu(2, 3)[K_3, K_2] + \mu(1, 2, 3)[K_3, K_1 K_2]
= \begin{pmatrix}
0 & 0 & 0 & -b_{12} \mu(2, 3) - (a_{12} + c_{23}) \mu(1, 3) - \mu(1, 2, 3) \\
0 & 0 & 0 & -\mu(2, 3) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

By central curvature all the entries, except for the upper right-hand corner, are zero. Thus

\[\mu(2, 1) = \mu(1, 2) = \mu(3, 2) = \mu(2, 3) = 0,\]

\[\int_{T_1} \Omega_{123} = (a_{12} + c_{23}) \mu(3, 1) + \mu(2, 3, 1),\]

\[\int_{T_2} \Omega_{123} = 0,\]

\[\int_{T_3} \Omega_{123} = -(a_{12} + c_{23}) \mu(1, 3) - \mu(1, 2, 3).\]

These calculations show the necessity of the vanishing of the linking numbers of \(L_1\) and \(L_2\) and of \(L_2\) and \(L_3\) for a reducible connection with central curvature associated to \((1, 2, 3)\) to exist. The next proposition shows the sufficiency of this condition.

**Proposition 4.1.1.** Assume that the linking numbers of \(L_1\) and \(L_2\) and of \(L_2\) and \(L_3\) are zero. Then there is a connection with central curvature which is reducible for the multi-index \((1, 2, 3)\) whose holonomy matrix entries \(a_{12}, b_{12}, b_{23},\) and \(c_{23}\) take on any prescribed real values. In particular we can produce connections with integral or nonintegral holonomy.

**Proof.** Choose closed 1-forms \(\omega_i\) in \(S^3 \setminus L_i\) dual to \(L_i\). Since the linking numbers of \(L_1\) with \(L_2\) and of \(L_2\) with \(L_3\) are zero, \(\omega_1 \wedge \omega_2\) and \(\omega_2 \wedge \omega_3\) are exact. Therefore one can choose 1-forms \(\omega_1, \omega_2,\) and \(\omega_3\), in the complements of \(L_1 \cup L_2\) and \(L_2 \cup L_3\) respectively, with \(d\omega_1 + \omega_1 \wedge \omega_2 = 0\) and \(d\omega_3 + \omega_2 \wedge \omega_3 = 0\). For more details, see for example [11] Section 2.3). This shows there is at least one connection \(\omega\) with central curvature which is reducible with respect to the multi-index \((1, 2, 3)\).
We next enumerate five simple modifications of a reducible connection $\omega$ with central curvature $\Omega$ which produce new reducible connections $\omega'$ with central curvature $\Omega'$ and describe how each modification affects holonomy and curvature. These formulas are verified by short calculations. The holonomy calculations use (2.10) and [7, Proposition 1.3, p. 252]. In the formulas below, $*$ is the base point of the fundamental group.

1. Let $f_1$ be a smooth function on $S^3 \setminus L_1$. Replace $\omega_1$ by $\omega_1 + df_1$ and $\omega_{12}$ by $\omega_{12} - f_1 \omega_2$ and leave all other entries unchanged. The new curvature and holonomy satisfy: $\Omega'_{123} = \Omega_{123} + df_1(\omega_{23})$, $a'_{12} = a_{12}$, $b'_{12} = b_{12} - f_1(*)$, $c'_{23} = b_{23}$, and $c'_{23} = c_{23}$.

2. Let $f_2$ be a smooth function on $S^3 \setminus L_2$. Replace $\omega_2$ by $\omega_2 + df_2$, $\omega_{12}$ by $\omega_{12} + f_2 \omega_1$, $\omega_{23}$ by $\omega_{23} - f_2 \omega_3$ and leave all other entries unchanged. Then $\Omega'_{123} = \Omega_{123}$, $a'_{12} = a_{12} + f_2(*)$, $b'_{12} = b_{12}$, $b'_{32} = b_{23}$, and $c'_{23} = c_{23} - f_2(*)$.

3. Let $f_3$ be a smooth function on $S^3 \setminus L_3$. Replace $\omega_3$ by $\omega_3 + df_3$ and $\omega_{23}$ by $\omega_{23} + f_3 \omega_2$ and leave all other entries unchanged. Then $\Omega'_{123} = \Omega_{123} - df(\omega_{23})$, $a'_{12} = a_{12}$, $b'_{12} = b_{12}$, $b'_{32} = b_{23} + f_3(*)$, and $c'_{23} = c_{23}$.

4. Let $\phi_{12}$ be a closed 1-form on $S^3 \setminus (L_1 \cup L_2)$. Replace $\omega_{12}$ by $\omega_{12} + \phi_{12}$, and leave all other entries unchanged. Then $\Omega'_{123} = \Omega_{123} + \phi_{12} \wedge \omega_3$, $a'_{12} = a_{12} + A_1$, $b'_{12} = b_{12} + A_2$, $b'_{32} = b_{23} + A_3$, and $c'_{23} = c_{23}$, where $[\phi_{12}] = A_1[\omega_1] + A_2[\omega_2] + A_3[\omega_3]$ in $H^1(S^3 \setminus (L_1 \cup L_2))$.

5. Let $\phi_{23}$ be a closed 1-form on $S^3 \setminus (L_2 \cup L_3)$. Replace $\omega_{23}$ by $\omega_{23} + \phi_{23}$, and leave all other entries unchanged. Then $\Omega'_{123} = \Omega_{123} + \omega_1 \wedge \phi_{23}$, $a'_{12} = a_{12}$, $b'_{12} = b_{12}$, $b'_{23} = b_{23} + B_2$, and $c'_{23} = c_{23} + B_3$, where $[\phi_{23}] = B_2[\omega_2] + B_3[\omega_3]$ in $H^1(S^3 \setminus (L_2 \cup L_3))$.

Since the values of the $f_i(*)$ and of $A_1$, $A_2$, $B_2$, and $B_3$ can be chosen arbitrarily, applying the 5 modifications in succession allows one to prescribe arbitrary real values to $a_{12}$, $b_{12}$, $b'_{23}$, and $c_{23}$.

Remark 4.1.2. Any two connections, $\omega$ and $\tilde{\omega}$, with central curvature which are reducible with respect to $(1,2,3)$ are related through a succession of these five modifications. First there exist functions $f_i$ such that $\omega_i = \omega_i + df_i$. Thus an application of the modifications 1,2,3 in succession produces a connection $\omega'$ that satisfies $\omega'_i = \tilde{\omega}'_i$, for $i = 1,2,3$. But then $\phi_{ij} = \tilde{\omega}_{ij} - \omega'_{ij}$ is closed since $d\phi_{ij} = d\omega_{ij} - d\omega'_{ij} = -\omega_i \wedge \tilde{\omega}_j + \omega'_i \wedge \omega'_j = 0$ for $ij = 12$ or $ij = 23$. Thus $\omega$ results from $\omega'$ by applying modifications 4 and 5. Note that the effect of modification 4 or 5 on the curvature illuminates how indeterminacy of the Massey product can happen.

4.2. Constructing connections with integral holonomy. Because of the duality between homology and cohomology, Massey products in the complement of a link are often computed using intersection theory. In this approach one utilizes a system of surfaces that are dual to the cocycles employed in a defining system for the Massey product. For example, see [5] [12]. Regularization of this system, a process that replaces each surface by its Thom form, produces a nilpotent connection with central curvature and integral holonomy. Hain carried out a similar regularization in [8].

Let $L = L_1 \cup \cdots \cup L_N$ be an oriented link in $S^3$. Let $W$ be an oriented arc or circle smoothly embedded in $S^3$. We say $W$ is in proper position relative to $L$ if either (a) $W \subset L$ or (b) the interior of $W$ is disjoint from $L$ and its boundary points $\partial W$ are contained in $L$. Let $V$ be a smooth, compact oriented surface embedded
in $S^3$ with boundary $\partial V$ which may have corners. This means that $\partial V$ is a finite union of sections consisting of smooth arcs and/or smooth circles, a corner being a common endpoint of two arcs. Each section of $\partial V$, whether an arc or a circle, inherits an orientation from $V$ as usual. We will also consider $\partial V$ to be a 1–chain in $S^3$ satisfying $\partial \partial V = 0$. We say $V$ is in proper position relative to $L$ if the interior of $V$ is transverse to $L$ and if each section of the boundary is in proper position relative to $L$.

We say two properly positioned surfaces $V$ and $V'$ relative to $L$ intersect properly if they intersect transversely in finitely many arcs and circles which are themselves in proper position relative to $L$. The orientations of $V$ and $V'$ determine the orientation of $V \cap V'$ according to the usual convention. We will also regard $V \cap V'$ as a 1–chain in $S^3$.

A defining system corresponding to a given multi-index $(i_1, \ldots, i_n)$ consists of an array of properly positioned surfaces relative to $L$:

$$
\begin{array}{cccc}
V_1 & V'_{12} & \cdots & V'_{12,\ldots,n-1} \\
V_2 & \cdots & V'_{2,\ldots,n-1} & V'_{2,\ldots,n} \\
\vdots & \vdots & \vdots & \vdots \\
V'_{n-1} & V'_{n-1} & \cdots & V'_{n} \\
\end{array}
$$

(4.1)

such that

$$
\partial V_1 = L_{i_1}, \partial V_2 = L_{i_2}, \ldots, \partial V_n = L_{i_n}
$$

and for every subscript $i \ldots j \neq 1 \ldots n$,

$$
\partial V_{i\ldots j} + V_1 \cap V_{i+1\ldots j} + \cdots + V_{i\ldots j-1} \cap V_j = 0 \text{ rel } L.
$$

(4.2)

The “curvature” of (4.1) is defined by the formula

$$
R_{1\ldots n} = V_1 \cap V_{2\ldots n} + \cdots + V_{1\ldots n-1} \cap V_n.
$$

(4.3)

The assumption that only proper intersections occur in (4.2) and (4.3) is included in the definition of a defining system.

Let us recall the definitions of the Thom forms of compact, oriented submanifolds [10, 11, 6]. Given $\epsilon > 0$, let $N_\epsilon(A)$ denote the $\epsilon$–neighborhood of the subset $A \subset S^3$.

1. An $\epsilon$–Thom form of a point $p$ is a smooth 3–form $\tau$ on $S^3$ satisfying
   (a) the support of $\tau$ is contained in $N_\epsilon(p)$,
   (b) $d\tau = 0$, and
   (c) $\int_D \tau = 1$, where $D$ is the $\epsilon$–ball centered at $p$.

2. An $\epsilon$–Thom form of an arc (or circle) $W$ is a smooth 2–form $\phi$ on $S^3$ satisfying
   (a) the support of $\phi$ is contained in $N_\epsilon(W)$,
   (b) $d\phi = \tau_i - \tau_0$, where for $i = 0, 1, \tau_i$ is an $\epsilon$–Thom form of the endpoint $W(i)$ of $W$. (This equation becomes $d\phi = 0$ when $W$ is a circle.)
   (c) $\int_D \phi = 1$ for every normal oriented $\epsilon$–disk $D$ centered at a point of $W \setminus N_\epsilon(\partial W)$.

3. An $\epsilon$–Thom form of a surface $V$ is a smooth 1–form $\omega$ on $S^3$ satisfying
   (a) the support of $\omega$ is contained in $N_\epsilon(V)$,
   (b) $d\omega = \sum \phi_i$, where $\phi_i$ is an $\epsilon$–Thom form of the $i$–th section of $\partial V$, and
   (c) $\int_D \omega = 1$ for every normal oriented $\epsilon$–arc $D$ centered at a point of $V \setminus N_\epsilon(\partial V)$.
Theorem 4.2.1. Given a defining system (1.1) and a sufficiently small $\epsilon > 0$, there exists a connection $\omega$ on $S^3$ such that (i) for each $i \ldots j$, $\omega_{i \ldots j}$ is an $\epsilon$–Thom form for $V_{i \ldots j}$, (ii) the curvature form $\Omega$ of $\omega$ is supported in $N_\epsilon(L \cup R_{1 \ldots n})$, and (iii) if $i \ldots j \neq 1 \ldots n$, then $\Omega_{i \ldots j}$ is supported in $N_\epsilon(L)$. Thus the curvature is central when $\omega$ is restricted to the complement of $N_\epsilon(L)$. Furthermore $\omega$ has integral holonomy in this complement $S^3 \setminus N_\epsilon(L)$.

Remark 4.2.2. A connection $\omega$ with the properties listed in this theorem is called an $\epsilon$–regularization of the system (1.1). For sufficiently small $\epsilon$, the complements $S^3 \setminus L$ and $S^3 \setminus N_\epsilon(L)$ are diffeomorphic. Thus regularization produces connections in $S^3 \setminus L$ with central curvature and integral holonomy.

To sketch the proof, we need three lemmas.

Lemma 4.2.3. Given a properly positioned surface $V$ and any sufficiently small $\epsilon$, there exists an $\epsilon$–Thom form of $V$.

Proof. It is convenient to use the properties of the regularization operator $R$ for currents listed in [14, Théorème 12]. By regarding $V$ as a de Rham current, $R(V)$ is the required Thom form. Property (2) of $R$ immediately implies (3)(a). The linearity of $R$ and the fact that it intertwines the boundary operator on currents with the exterior derivative on forms makes the verification of (3)(b) easy. Property (1) of $R$ leads to (3)(c). $\Box$

The next two lemmas can be proved by standard arguments [10, 1].

Lemma 4.2.4. Given two $\epsilon$–Thom forms $\phi_1$ and $\phi_2$ of the arc (or the circle) $W$, there exists a smooth 1–form $\psi$ with support in $N_\epsilon(W)$ such that $\phi_2 = \phi_1 + d\psi + \xi$, where $\xi$ is a 2–form supported in $N_\epsilon(\partial W)$. ($\xi = 0$ when $W$ is a circle.)

Lemma 4.2.5. Let $V$ and $V'$ be two properly positioned surfaces which intersect properly. For sufficiently small $\epsilon > 0$, if $\omega$ and $\omega'$ are $\epsilon$–Thom forms of $V$ and $V'$ respectively, then $\omega \wedge \omega'$ is a sum of $\epsilon$–Thom forms of the components of $V \cap V'$.

Proof of Theorem 4.2.1. The $\omega_{i \ldots j}$ are constructed recursively. Start by using Lemma 4.2.3 to pick Thom forms $\omega_1, \ldots, \omega_n$ for $V_1, \ldots, V_n$. Suppose the forms have been chosen for all the surfaces below the level of $V_{i \ldots j}$. Choose a Thom form $\omega'$ for $V_{i \ldots j}$ by Lemma 4.2.3. We will modify $\omega'$ in an $\epsilon$–neighborhood of each section $W$ of $\partial V_{i \ldots j}$ that cancels with a component of one of the intersections in (1.2). Each such section $W$ has two Thom forms, the first, $\phi_1$, coming via (3)(b) from $d\omega'$, and the second, $\phi_2$, coming via Lemma 4.2.4 from the wedge product of previously constructed Thom forms of surfaces from lower levels in the system. Lemma 4.2.4 produces a 1–form $\psi$ supported in $N_\epsilon(W)$, such that $\omega' + \psi$ is still a Thom form for $V_{i \ldots j}$ and such that $d(\omega' + \psi)$ equals $\phi_2$ in $N_\epsilon(W \setminus N_\epsilon(\partial W))$. Therefore, by adding the $\psi$’s for each of the $W$’s to $\omega'$ and taking into account that $N_\epsilon(\partial W) \subset N_\epsilon(L)$, there results a Thom form $\omega_{i \ldots j}$ for $V_{i \ldots j}$ such that

$$\Omega_{i \ldots j} = d\omega_{i \ldots j} + \omega_1 \wedge \omega_{i+1 \ldots j} + \cdots + \omega_{i \ldots j-1} \wedge \omega_j$$

has support in $N_\epsilon(L)$. Set $\omega_{1 \ldots n} = 0$. By construction, the support of

$$\Omega_{1 \ldots n} = \omega_1 \wedge \omega_{2 \ldots n} + \omega_{12} \wedge \omega_{3 \ldots n} + \cdots + \omega_{1 \ldots n-1} \wedge \omega_n$$

is contained in $N_\epsilon(L \cup R_{1 \ldots n})$. 
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We now show that $\omega$ restricted to the complement of $N_\epsilon(L)$ has integral holonomy. Any loop $\gamma$ in $S^3 \setminus N_\epsilon(L)$ is homotopic to a loop $\tilde{\gamma}$ in the complement of

$$N_\epsilon(R_{1\ldots n}) \cup N_\epsilon\left(\bigcup_{i\ldots j} \partial V_{i\ldots j}\right)$$

that meets each surface $V_{i\ldots j}$ transversely. The integral of $\omega_{i\ldots j}$ along $\tilde{\gamma}$ equals the intersection number of $\tilde{\gamma}$ with $V_{i\ldots j}$ by (3)(c) in the definition of the Thom form. Likewise the iterated line integrals in (2.10) count the number of iterated intersections. See the discussion in [6, pp. 46–48]. Thus all entries of the holonomy matrix $U(\tilde{\gamma})$ are integers. Applying Corollary 2.3.2 to the contractible curve $\tilde{\gamma} - 1$ in $S^3 \setminus N_\epsilon(L)$ implies that

$$U(\gamma)U(\tilde{\gamma})^{-1} = I + X,$$

where $X \in \mathfrak{J}^n$. Thus $U(\gamma) = (I + X)U(\tilde{\gamma})$ has integer entries except possibly for the $1\ldots n$ entry. $\square$

The following example will provide a counterexample to Theorem 3.1 and Theorem 3.2 in [11].

Figure 1 pictures a system of properly positioned surfaces for the Borromean rings which can be used to compute the Massey product $\langle \alpha_1, \alpha_2, \alpha_3 \rangle$. (The surfaces are oriented so that their boundary curves are oriented counterclockwise when viewed in the figure. The system corresponds to the multi-index $(1, 2, 3)$.) Since $V_2 \cap V_3 = \emptyset$ and $V_{23} = \emptyset$, an $\epsilon$–regularization of the system produces a connection with $\omega_{23} = 0$ and $\Omega_{23} = d\omega_{23} + \omega_2 \wedge \omega_3 = 0$ as forms on $S^3$. The Massey number $\ell_{123} = \int_{T_1} \Omega_{123}$ can be computed as the intersection number of the $\epsilon$–torus $T_1$ about $L_1$ with $R_{123}$. Thus $\ell_{123} = 1$ because $R_{123}$, a single arc from $L_1$ to $L_3$, intersects $T_1$ once positively. Equation (3.8) of [11] Theorem 3.1, p. 713] translated into our notation thus asserts that

$$1 = \ell_{123} = \int_{S^3} \Omega_1 \wedge \omega_{23}.$$

But the integral is 0 since $\omega_{23} = 0$. The use of equation (3.9) [11, p. 714] in the proof, which incorrectly leaves out some terms from Bianchi’s identity, apparently accounts for the mistake.
The assertion of [11, Theorem 3.2] that, in computing the holonomy of the
longitude \( l_1 \) of \( L_1 \), all the iterated integrals but the first vanish, does not hold in
this example. Precisely, taking \( n = 3 \) as in our example, equation (3.12) [11, p.
716] asserts incorrectly that
\[
\ell_{123} = \int_{l_1} \omega_{23} = \int_{l_1} \omega_{23} + \int \int_{l_1} \omega_{2\omega_3},
\]
since \( \ell_{123} = 1 \), \( \int_{l_1} \omega_{23} = 0 \), and the doubly iterated integral \( \int \int_{l_1} \omega_{2\omega_3} = 1 \).
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