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Abstract. The real trees form a class of metric spaces that extends the class of trees with edge lengths by allowing behavior such as locally infinite total edge length and vertices with infinite branching degree. We use Dirichlet form methods to construct Brownian motion on any given locally compact \( \mathbb{R} \)-tree \((T, r)\) equipped with a Radon measure \( \nu \) on \((T, B(T))\). We specify a criterion under which the Brownian motion is recurrent or transient. For compact recurrent \( \mathbb{R} \)-trees we provide bounds on the mixing time.

1. Introduction and main results

Let \( r_1, r_2 \in \mathbb{R} \cup \{-\infty, \infty\} \) with \( r_1 < r_2 \) and \( \nu \) be a Radon measure on \((r_1, r_2)\), i.e., \( \nu \) is an inner regular non-negative Borel measure on \((r_1, r_2)\) which is finite on compact sets and positive on any ball. Then the \( \nu \)-Brownian motion on \((r_1, r_2)\) is the unique (up to \( \nu \)-equivalence) strong Markov process which is associated with the regular Dirichlet form

\[
\mathcal{E}(f, g) := \frac{1}{2} \int_{(r_1, r_2)} d\lambda f' \cdot g'
\]

with domain

\[
\mathcal{D}(\mathcal{E}) := \{ f \in L^2(\nu) \cap \mathcal{A}_\mathbb{R} : f' \in L^2(\lambda) \},
\]

where \( \lambda \) denotes Lebesgue measure and \( \mathcal{A}_\mathbb{R} \) is the space of absolutely continuous functions that vanish at regular boundary points. As usual, we call the left boundary point \( r_1 \) regular if it is finite and there exists a point \( x \in (r_1, r_2) \) with \( \nu(r_1, x) < \infty \). Regularity of the right boundary point, \( r_2 \), is defined in the same way. If \( \nu = \lambda \) we obtain standard Brownian motion while a general \( \nu \) plays the rôle of the speed measure. The goal of this paper is to extend this construction of Brownian motion to locally compact \( \mathbb{R} \)-trees.

In [KS05], a sufficient condition is given to construct non-trivial diffusion processes on a locally compact metric measure space. These processes are associated with local regular Dirichlet forms which are obtained as suitable limits of approximating non-local Dirichlet forms. On self-similar sets which can be approximated by an increasing set \((V_m)_{m \in \mathbb{N}}\), diffusions have been studied from a probabilistic and analytic point of view. For example, [Kus87, Gol87, BP88, Lin90] consider random
walks on $V_m$ and construct Brownian motion as the scaling limit. From an analytical point of view this corresponds to constructing the Laplace operator as the limit of the difference operators corresponding to the approximating random walks.

Tree-like objects have been studied this way as well. An approximation scheme of the Brownian continuum random tree was exploited in [Kre95]. The notion of finite resistance forms was introduced in [Kig95] and these approximating forms yield a regular Dirichlet form on complete, locally compact $\mathbb{R}$-trees. More recently in [Cro08a] and [Cro10] scaling limits of simple random walks on random discrete trees have been shown to converge to Brownian motion on limiting compact $\mathbb{R}$-trees.

In a couple of instances, diffusions have been constructed using the specific structure of the given $\mathbb{R}$-tree ([DJ93, Eva00]). In [Eva00], the “richest” $\mathbb{R}$-tree is considered and a particular diffusion is constructed such that the height process (with respect to a distinguished root) is a standard one-dimensional Brownian motion which in any branch point chooses a direction according to a measure prescribed on the leaves.

The main purpose of this paper is to provide an explicit description of the Dirichlet form of Brownian motion on a given locally compact $\mathbb{R}$-tree without requiring an approximation scheme, thus providing a unifying theory from which various properties of the process can be easily read off. Towards this, we imitate the construction of Brownian motion on the real line via Dirichlet forms by exploiting the one-dimensional structure of the skeleton of the $\mathbb{R}$-tree. The first step lies in capturing the key ingredients, namely the length measure and a notion of a gradient (Proposition 1.1). Given these ingredients one can then define a bilinear form similar to the real line construction. The second step is then to show that the above bilinear form is a regular Dirichlet form (Proposition 2.4 and Proposition 4.1) to ensure the existence (Theorem 1) of a Markov process. In Proposition 1.9 we obtain the characterizing identities for the occupation measure and hitting probabilities to conclude that the Markov process so constructed is indeed the desired Brownian motion.

On complete and locally compact $\mathbb{R}$-trees the Brownian motions constructed this way are the diffusions associated with the finite resistance form introduced in [Kig95] (see Remark 1.6). As we will show in Section 8 our approach covers all the examples of Brownian motions on particular $\mathbb{R}$-trees which can be found in the literature (see Example 8.2 and Example 8.4) and can also be easily adapted to construct diffusions with a drift as well. Furthermore, we are able to provide geometric conditions under which the Brownian motion is recurrent and transient (Theorems 2 and 4). An interesting application of this result (see Example 1.12) generalizes the results shown for random walks on discrete trees in [Lyo90]. Bounds on eigenvalues and mixing times (Theorem 3) and various properties of random walks on discrete trees (Theorem 5) are obtained for generic $\mathbb{R}$-trees, thus highlighting the advantages of having an explicit limiting Dirichlet form along with an explicit description of its domain.

We begin by stating some preliminaries in Subsection 1.1 which will be followed by statements of our main results in Subsection 1.2.

1.1. Setup for Brownian motion on $\mathbb{R}$-trees. In this subsection we discuss preliminaries that are required for constructing Brownian motion on $\mathbb{R}$-trees.

$\mathbb{R}$-Tree: A metric space $(T, r)$ is said to be a real tree ($\mathbb{R}$-tree) if it satisfies the following axioms.
Axiom 1 (Unique geodesic) For all \( u, v \in T \) there exists a unique isometric embedding \( \phi_{u,v} : [0, r(u,v)] \to T \) such that \( \phi_{u,v}(0) = u \) and \( \phi_{u,v}(r(u,v)) = v \).

Axiom 2 (Loop-free) For every injective continuous map \( \kappa : [0, 1] \to T \) one has \( \kappa([0,1]) = \phi_{\kappa(0),\kappa(1)}([0, r(\kappa(0), \kappa(1))]) \).

Axiom 1 states that there is a unique “unit speed” path between any two points, whereas Axiom 2 then implies that the image of any injective path connecting two points coincides with the image of the unique unit speed path. Consequently any injective path between two points can be reparameterized to become the unit speed path. Thus, Axiom 1 is satisfied by many other spaces such as \( \mathbb{R}^d \) with the usual metric, whereas Axiom 2 expresses the property of “tree-ness” and is only satisfied by \( \mathbb{R}^d \) when \( d = 1 \). We refer the reader to [Dre84, DMT96, DT96, Ter97, Chi01] for background on \( \mathbb{R} \)-trees.

For \( a, b \in T \), let

\[
[a, b] := \phi_{a,b}(\, [0, r(a,b)] \,)
\]

and

\[
[a, b] := \phi_{a,b}(\, [0, r(a,b)] \,)
\]

be the unique closed and open, respectively, arc between them. An immediate consequence of both axioms together is that real trees are 0-hyperbolic. For a given real tree \((T, r)\) and for all \( x, a, b \in T \), this implies that there exists a unique point \( c(a, b, x) \in T \) such that

\[
[a, x] \cap [a, b] = [a, c(a, b, x)].
\]

The point \( c(a, b, x) \) also satisfies \( [b, x] \cap [b, a] = [b, c(a, b, x)] \) and \( [x, a] \cap [x, b] = [x, c(a, b, x)] \) (see, for example, Lemma 3.20 in [Eva06] and compare with Figure 1).

In this paper, we will assume that \((T, r)\) is locally compact. By virtue of Lemma 5.7 in [Kig95] such \( \mathbb{R} \)-trees are separable and by Lemma 5.9 in [Kig95] the complete and bounded subsets are compact.

**Length measure:** We follow [EPW06] to introduce the notion of the length measure \( \lambda^{(T, r)} \) on a separable \( \mathbb{R} \)-tree \((T, r)\) which extends the Lebesgue measure on \( \mathbb{R} \). Let \( \mathcal{B}(T) \) denote the Borel \( \sigma \)-algebra of \((T, r)\). Denote the skeleton of \((T, r)\) by

\[
T^o := \bigcup_{a,b \in T} \left[ a, b \right].
\]

Observe that if \( T' \subset T \) is a dense countable set, then (1.5) holds with \( T \) replaced by \( T' \). In particular, \( T^o \subset \mathcal{B}(T) \) and \( \mathcal{B}(T)\big|_{T^o} = \sigma(\{ [a, b]; a, b \in T^o \}) \), where \( \mathcal{B}(T)\big|_{T^o} := \{ A \cap T^o; A \in \mathcal{B}(T) \} \). Hence, there exists a unique \( \sigma \)-finite measure \( \lambda^{(T, r)} \) on \( T \), called length measure, such that \( \lambda^{(T, r)}(T \setminus T^o) = 0 \) and

\[
\lambda^{(T, r)}([a, b]) = r(a, b),
\]
for all $a, b \in T$. In particular, $\lambda^{(T,r)}$ is the trace onto $T^o$ of one-dimensional Hausdorff measure on $T$.

**Gradient:** We now introduce the notion of weak differentiability and integrability. We will proceed as in [Eva00].

Let $\mathcal{C}(T)$ be the space of all real continuous functions on $T$. Consider the subspaces

$$C_0(T) := \{ f \in \mathcal{C}(T) \text{ which have compact support} \}$$

and

$$C_\infty(T) := \{ f \in \mathcal{C}(T) : \forall \varepsilon > 0 \exists K \text{ compact } \forall x \in T \setminus K, |f(x)| \leq \varepsilon \},$$

which is often referred to as the space of continuous functions which vanish at infinity.

We call a function $f \in \mathcal{C}(T)$ locally absolutely continuous if and only if for all $\varepsilon > 0$ and all subsets $S \subseteq T$ with $\lambda^{(T,r)}(S) < \infty$ there exists a $\delta = \delta(\varepsilon, S)$ such that if $[x_1, y_1], ..., [x_n, y_n] \in S$ are disjoint arcs with $\sum_{i=1}^n |r(x_i, y_i)| < \delta$, then $\sum_{i=1}^n |f(x_i) - f(y_i)| < \varepsilon$. Put

$$A = A^{(T,r)} := \{ f \in \mathcal{C}(T) : f \text{ is locally absolutely continuous} \}.$$

In order to define a gradient of a locally absolutely continuous function, we need the notion of directions on $(T, r)$. For that purpose, from now on we fix a point $\rho \in T$ which in the following is referred to as the root. Notice that $\rho \in T$ allows us to define a partial order (with respect to $\rho$), $\leq_\rho$, on $T$ by saying that $x \leq_\rho y$ for all $x, y \in T$ with $x \in [\rho, y]$. For all $x, y \in T$ we write

$$x \wedge y := c(\rho, x, y).$$

The root enables an orientation-sensitive integration given by

$$\int_x^y \lambda^{(T,r)}(dz) g(z)$$

$$:= -\int_{[x \wedge y, x]} \lambda^{(T,r)}(dz) g(z) + \int_{[x \wedge y, y]} \lambda^{(T,r)}(dz) g(z),$$

for all $x, y \in T$.

The definition of the gradient is then based on the following observation.

**Proposition 1.1.** Let $f \in A$. There exists a unique (up to $\lambda^{(T,r)}$-zero sets) function $g \in L^1_{\text{loc}}(\lambda^{(T,r)})$ such that

$$f(y) - f(x) = \int_x^y \lambda^{(T,r)}(dz) g(z),$$

for all $x, y \in T$. Moreover, $g$ is already uniquely determined (up to $\lambda^{(T,r)}$-zero sets) if we only require (1.12) to hold for all $x, y \in T$ with $x \in [\rho, y]$.

**Definition 1.2** (Gradient). The gradient, $\nabla f = \nabla^{(T,r,\rho)} f$, of $f \in A$ is the unique up to $\lambda^{(T,r)}$-zero sets function $g$ which satisfies (1.12) for all $x, y \in T$.

**Remark 1.3** (Dependence on the choice of the root). Fix a separable $\mathbb{R}$-tree $(T, r)$. Notice that the gradient $\nabla f$ of a function $f \in A$ depends on the particular choice of the root $\rho \in T$ (compare Examples 2.1 and 2.2). It is, however, easy to verify
that for each \( \rho \in T \) there exists a \( \{-1, 1\} \)-valued function \( \sigma^\rho : T \to \{-1, 1\} \) and for all \( f \in \mathcal{A} \) a function \( g^f : T \to \mathbb{R} \) such that \( \nabla f \) is of the following form:

\[
\nabla f = \sigma^\rho \cdot g^f.
\]

**The Dirichlet form:** Let \((T, r)\) be a separable \(\mathbb{R}\)-tree and \(\nu\) a Borel measure on \((T, \mathcal{B}(T))\). Denote, as usual, by \(L^2(\nu)\) the space of Borel-measurable functions on \(T\) which are square integrable with respect to \(\nu\). As usual, for \(f, g \in L^2(\nu)\) we denote by

\[
(f, g)_\nu := \int d\nu f \cdot g
\]

the inner product of \(f\) and \(g\) with respect to \(\nu\).

Put

\[
\mathcal{F} := \{ f \in \mathcal{A} : \nabla f \in L^2(\lambda^{(T, r)}) \},
\]

and consider the domain

\[
D(\mathcal{E}) := \mathcal{F} \cap L^2(\nu) \cap C^\infty(T)
\]

together with the bilinear form

\[
\mathcal{E}(f, g) := \frac{1}{2} \int \lambda^{(T, r)}(dz) \nabla f(z) \nabla g(z)
\]

for all \(f, g \in D(\mathcal{E})\). Notice that this bilinear form is independent of the particular choice of \(\rho\) by Remark 1.3.

1.2. **Main results.** In this subsection we shall state all our main results. Unless stated otherwise throughout the paper we shall assume that

- (A1) \((T, r)\) is a locally compact \(\mathbb{R}\)-tree.
- (A2) \(\nu\) is a Radon measure on \((T, \mathcal{B}(T))\), i.e., \(\nu\) is finite on compact sets and positive on any open ball

\[
B(x, \varepsilon) := \{ x' \in T : r(x, x') < \varepsilon \}
\]

with \(x \in T\) and \(\varepsilon > 0\).

Our first main result is the following:

**Theorem 1** (Brownian motion on \((T, r, \nu)\)). Assume (A1) and (A2). There exists a unique (up to \(\nu\)-equivalence) continuous \(\nu\)-symmetric strong Markov process \(B = ((B_t)_{t \geq 0}, (P^x)_{x \in T})\) on \((T, r)\) whose Dirichlet form is \((\mathcal{E}, D(\mathcal{E}))\).

This leads to the following definition.

**Definition 1.4** (Brownian motion). The \(\nu\)-symmetric strong Markov process \(B = ((B_t)_{t \geq 0}, (P^x)_{x \in T})\) on \((T, r)\) associated with the Dirichlet form \((\mathcal{E}, D(\mathcal{E}))\) is called \(\nu\)-Brownian motion on the \(\mathbb{R}\)-tree \((T, r)\).

**Remark 1.5** (The role of \(\nu\)). \(\nu\)-Brownian motion on \((T, r)\) can be thought of as a diffusion on \((T, r)\) which is on a natural scale and has speed measure \(\nu\).

**Remark 1.6** (Kigami’s resistance form on dendrites). Let \((T, r)\) be a locally compact and complete \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\). Furthermore let \((V_m)_{m \in \mathbb{N}}\) be an increasing and compatible (in the sense of Definition 0.2 in [Kig95]) family of finite subsets of \(T\) such that \(V^* := \bigcup_{m \in \mathbb{N}} V_m\) is countable and dense. For
each \( m \in \mathbb{N} \) and \( x, y \in V_m \), let \( x \sim y \) whenever \( \|x, y\|_V \leq 1 \), and put for all \( f, g : V_m \to \mathbb{R} \),

\[
\mathcal{E}_m(f, g) := \frac{1}{2} \sum_{x, y \in V_m : x \sim y} \frac{r(x, y)}{r(x, y)} \left[ (f(x) - f(y))(g(x) - g(y)) \right].
\]

In [Kig95] the bilinear form

\[
\mathcal{E}^\text{Kigami}(f, g) := \lim_{m \to \infty} \mathcal{E}_m(f|_{V_m}, g|_{V_m})
\]

with domain

\[
\mathcal{F}^\text{Kigami} := \{ f : V^* \to \mathbb{R} : \text{limit on r.h.s. of (1.20) exists} \}
\]

is studied. Put

\[
\mathcal{D}(\mathcal{E}^\text{Kigami}) := \overline{\mathcal{F}^\text{Kigami} \cap C_0(T)}^{\mathcal{E}^\text{Kigami}_1},
\]

where the closure is with respect to the \( \mathcal{E}^\text{Kigami}_1 \)-norm given by

\[
\mathcal{E}^\text{Kigami}_1(f, g) := \mathcal{E}^\text{Kigami}(f, g) + (f, g)_\nu.
\]

It is (partially) shown in Theorem 5.4 in [Kig95] that \( (\mathcal{E}^\text{Kigami}, \mathcal{D}(\mathcal{E}^\text{Kigami})) \) is a regular Dirichlet form. Notice that the statement of Theorem 5.4 in [Kig95] actually only assumes the measure \( \nu \) to be a \( \sigma \)-finite Borel measure that charges all open sets, and defines the domain to be \( \mathcal{F}^\text{Kigami} \cap L^2(\nu) \). In order to ensure regularity, however, one needs to indeed close the domain \( \mathcal{F}^\text{Kigami} \cap C_0(T) \) with respect to the \( \mathcal{E}^\text{Kigami}_1 \)-norm as suggested by Kigami. Moreover, regularity forces \( \nu \) to be a Radon measure; a fact which is used in Kigami’s proof.

We will prove in Remark 3.1 that \( (\mathcal{E}, \mathcal{D}(\mathcal{E})) \) agrees with Kigami’s form on complete locally compact \( \mathbb{R} \)-trees. Note that our setup is slightly more general (we do not require completeness) and the notion of a gradient at hand provides an explicit description of the form.

For all closed \( A \subseteq T \), let

\[
\tau_A := \inf \{ t > 0 : B_t \in A \}
\]

denote the first hitting time of the set \( A \). In particular, put \( \tau_A := \infty \) if \( \bigcup_{t > 0} \{ B_t \} \subseteq T \setminus A \). Abbreviate \( \tau_x := \tau_{\{x\}} \), \( x \in T \).

**Definition 1.7** (Recurrence/transience). The \( \nu \)-Brownian motion \( B \) on the \( \mathbb{R} \)-tree \( (T, r) \) is called transient iff

\[
\int_0^\infty \nu \Phi \{ B_u \in K \} < \infty,
\]

for all compact subsets \( K \subseteq T \). Otherwise, the \( \nu \)-Brownian motion on the \( \mathbb{R} \)-tree \( (T, r) \) is called recurrent.

We say that a recurrent \( \nu \)-Brownian motion on \( (T, r) \) is null-recurrent if there exists a \( y \in T \) such that \( E^x[\tau_y] = \infty \), for some \( x \in T \), and positive recurrent otherwise.

**Remark 1.8.** As we will observe in Lemma 3.4, \( B \) has a \( \nu \)-symmetric transition densities \( p_t(x, y) \) with respect to \( \nu \) such that \( p_t(x, y) > 0 \) for all \( x, y \in T \) and for all \( t > 0 \). Consequently, in the terminology of [FOT94], \( B \) is irreducible. Therefore, by Lemma 1.6.4 of [FOT94], \( B \) is either transient or recurrent.
To justify the name “Brownian motion”, we next verify that \( \nu \)-Brownian motion on \((T, r)\) satisfies the characterizations of Brownian motion (known on \(\mathbb{R}\)).

**Proposition 1.9** (Occupation-time measure). Assume (A1) and (A2). Let \( B = (\langle B_t \rangle_{t \geq 0}, (P^x)_{x \in T}) \) be the continuous \( \nu \)-symmetric strong Markov process on \((T, r)\) whose Dirichlet form is \((\mathcal{E}, \mathcal{D}(\mathcal{E}))\). Then the following hold:

(i) For all \( a, b, x \in T \) such that \( P^x \{ \tau_a \wedge \tau_b < \infty \} = 1 \),

\[
P^x \{ \tau_a < \tau_b \} = \frac{r(c(x, a, b), b)}{r(a, b)}.
\]

(ii) Assume furthermore that the measure \( \mathbb{R} \)-tree \((T, r, \nu)\) is such that the \( \nu \)-Brownian motion \((T, r)\) is recurrent. For all \( b, x \in T \) and bounded measurable \( f \),

\[
E^x \left[ \int_0^{\tau_b} dt \, f(B_t) \right] = 2 \int_T \nu(dy) r(c(y, x, b), b) f(y).
\]

**Remark 1.10.** Proposition 1.9 has been verified for the \( \nu \)-Brownian motion on the Brownian CRT for two particular choices of \( \nu \) in [Kre95] and [Cro08a] (compare Example 8.2 also).

The next goal of this paper is to give a criterion for the \( \nu \)-Brownian motion on \((T, r)\) to be recurrent or transient. For a subset \( A \subseteq T \), denote by

\[
\text{diam}^{(T, r)}(A) := \sup \{ r(x, y) : x, y \in A \}
\]

its diameter. For bounded trees (i.e. those with finite diameter), recurrence and transience depend on whether or not \((T, r)\) is compact.

**Theorem 2** (Recurrence/transience on bounded trees). Let \((T, r)\) be a bounded \( \mathbb{R} \)-tree. Assume (A1) and (A2).

(i) If \( T \) is compact, then \( \nu \)-Brownian motion on \((T, r)\) is positive recurrent.

(ii) If \( T \) is not compact, then \( \nu \)-Brownian motion on \((T, r)\) is transient.

Obviously, a bounded and locally compact \( \mathbb{R} \)-tree is complete if and only if it is compact. Therefore Theorem 2 states that the \( \nu \)-Brownian motion on a bounded locally compact \( \mathbb{R} \)-tree is positive recurrent if the tree is complete and is transient if the tree is incomplete. In the case of compact \( \mathbb{R} \)-trees we can also give bounds on the mixing time.

**Theorem 3** (Mixing time). Let \((T, r)\) be a compact \( \mathbb{R} \)-tree, and \( \nu \) a Radon measure on \((T, B(T))\). Let \((P_t)_{t \geq 0}\) be the semigroup associated with the \( \nu \)-Brownian motion on \((T, r)\). If \( \nu' \) is a probability measure on \((T, B(T))\) with \( \nu' \ll \nu \) such that \( \frac{d\nu'}{d\nu} \in L^1(\nu) \), then for all \( t \geq 0 \),

\[
\| \nu' P_t - (\nu(T))^{-1} \nu \|_{\text{TV}} \leq \left( 1 + \nu(T) \right) \left( 1 + \frac{d\nu'}{d\nu} \right) \cdot e^{-t/2 \text{diam}^{(T, r)}(T) \nu(T)},
\]

where \( \| \cdot \|_{\text{TV}} \) denotes the total variation norm.

We next state a geometric criterion for recurrence versus transience for unbounded trees. As a preparation we introduce the space of ends at infinity and recall the notion of the Hausdorff dimension.
The space of ends at infinity \((E_\infty, \bar{r})\): If \((T, r)\) is unbounded, then there exists an isometric embedding \(\phi\) from \(\mathbb{R}_+ := [0, \infty)\) into \(T\) with \(\phi(0) = \rho\). In the following we refer to each such isometry as an end at infinity, and let

\[
E_\infty := \text{ set of all ends at infinity.}
\]

Recall that \(\rho \in T\) is a fixed root which allows us to define a partial order \(\leq\rho\) on \(T\) by saying that \(x \leq\rho y\) for all \(x, y \in T\) with \(x \in [\rho, y]\). This partial order \(\leq\rho\) extends to a partial order on \(T \cup E_\infty\) by letting for each \(x \in T\) and \(y \in E_\infty\), \(x \leq\rho y\) if and only if \(x \in y(\mathbb{R}_+)\). Further for \(x, y \in E_\infty\), \(x \leq\rho y\) if and only if \(x = y\). Each pair \(x, y \in T \cup E_\infty\) then has a well-defined greatest common lower bound

\[
x \wedge y = x \wedge \rho y \in T \cup E_\infty.
\]

We equip \(E_\infty\) with the metric \(\bar{r}(\cdot, \cdot)\) defined by

\[
\bar{r}(x, y) = \bar{r}_\rho(x, y) := 1 \wedge \frac{1}{r(\rho, x \wedge y)},
\]

for all \(x, y \in E_\infty\).

It is not difficult to see that \((E_\infty, \bar{r})\) is ultra-metric. Hence by Theorem 3.38 in [Eva06] for all subsets \(E' \subseteq E_\infty\) there is a (smallest) \(\mathbb{R}\)-tree \((T', r')\) with \(E' \subseteq T'\) and such that \(\bar{r}(x, y) = r'(x, y)\) for all \(x, y \in E'\). We will refer to this smallest \(\mathbb{R}\)-tree as the \(\mathbb{R}\)-tree spanned by \((E', \bar{r})\) and denote it by

\[
\text{span}(E', \bar{r}).
\]

It is easy to see that \(\text{span}(E', \bar{r})\) is a compact \(\mathbb{R}\)-tree which has the same tree-topology as \((T, r)\) outside \(B(\rho, 1)\).

Hausdorff dimension of \(E_\infty\): For all \(\alpha \geq 0\), the \(\alpha\)-dimensional Hausdorff measure \(H^\alpha\) on \((E_\infty, \mathcal{B}(E_\infty))\) is defined as follows: for all \(A \in \mathcal{B}(E_\infty)\), let

\[
\text{H}^\alpha(A) := \lim_{\varepsilon \downarrow 0} \inf \left\{ \sum_{i \geq 1} \left( \text{diam}^{(E_\infty, \bar{r})}(E_i) \right)^\alpha : \bigcup_{i \geq 1} E_i \supseteq A, \text{diam}^{(E_\infty, \bar{r})}(E_i) \leq \varepsilon \right\}.
\]

The Hausdorff dimension of a subset \(A \in \mathcal{B}(E_\infty)\) is then defined as

\[
\text{dim}_H^{(E_\infty, \bar{r})}(A) := \inf \{ \alpha \geq 0 : \text{H}^\alpha(A) = 0 \}
\]

\[
= \sup \{ \alpha \geq 0 : \text{H}^\alpha(A) = \infty \}.
\]

Remark 1.11. Note that \(\text{dim}_H^{(E_\infty, \bar{r})}(E_\infty)\) does not depend on the particular choice of \(\rho \in T\).

We are now ready to state a geometric criterion for recurrence and transience on trees with ends at infinity.

**Theorem 4** (Recurrence/transience on unbounded trees). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree such that \(E_\infty \neq \emptyset\), and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\).

(i) If \((T, r)\) is complete and \(H^1\) is a finite measure, then the \(\nu\)-Brownian motion on \((T, r)\) is recurrent.

(ii) If \(\text{dim}_H^{(E_\infty, \bar{r})}(E_\infty) > 1\) or \((T, r)\) is incomplete, then the \(\nu\)-Brownian motion on \((T, r)\) is transient.

The following example illustrates an application of Theorems 2 and 4 suggesting a duality between bounded and unbounded trees.
Example 1.12 (The $k$-ary tree). We want to illustrate the theorem with the example of symmetric trees. Fix $k \geq 2$ and $c > 0$ and let $(T, r)$ be the following locally compact $\mathbb{R}$-tree uniquely characterized as follows:

- There is a root $\rho \in T$.
- A point $x \in T$ is a branch point, i.e., $T \setminus \{x\}$ consists of more than 2 connected components if and only if $r(\rho, x) = \sum_{l=0}^{m} c^l$, for some $m \in \mathbb{N} \cup \{0\}$.
- All branch points are of degree $k + 1$, i.e., $T \setminus \{x\}$ consists of $k + 1$ connected components.

It is easy to check that for all choices of $c > 0$, the length measure $\lambda(T, r)$ is Radon. Hence $\lambda(T, r)$-Brownian motion on $(T, r)$ exists by Theorem 1. Further, when $c < 1$, the tree is bounded iff $c < 1$. We discuss bounded and unbounded trees separately.

Assume first that $c < 1$. By construction, $(T, r)$ is not compact and hence $\lambda(T, r)$-Brownian motion is transient. Notice that since

\begin{equation}
\text{diam}^{(T, r)}(T) = \sum_{l \in \mathbb{N}} c^l \begin{cases} < \infty, & \text{if } c < 1, \\ = \infty, & \text{if } c \geq 1, \end{cases}
\end{equation}

the tree is bounded iff $c < 1$. We discuss bounded and unbounded trees separately.

Assume next that $c \geq 1$. An easy calculation shows that $\dim_{H}(E^{(T, r)}_{\infty})(E_{\infty}) = \log_{c}(k)$, and hence the $\lambda(T, r)$-Brownian motion is recurrent if $c > k$ and transient if $c < k$ by Theorem 4. The latter has been shown for random walks in [Lyo90].

Further, when $c = k$ it can be easily verified that the Hausdorff measure of $E_{\infty}$ is bounded by $2k < \infty$, which implies that $\lambda(T, r)$-Brownian motion is recurrent at the critical value $c = k$.

We conclude this section with a result that shows how the $\lambda(T, r)$-Brownian motion on locally compact $\mathbb{R}$-trees which are spanned by their ends at infinity can be used to decide whether or not nearest neighbour Markov chains on graph-theoretical trees are recurrent.

**Graph-theoretical trees:** Consider a non-empty countable set $V$ and a family of non-negative weights $\{r_{x,y}: x, y \in V\}$ such that $(V, E)$ is a locally finite graph-theoretical tree, where $E := \{\{x, y\} : r_{x,y} > 0\}$. In the following we refer to $(V, \{r_{x,y} : x, y \in V\})$ as a weighted, discrete tree. A Markov chain $X = (X_{n})_{n \in \mathbb{N}_{0}}$ on the weighted, discrete tree $(V, \{r_{x,y} : x, y \in V\})$ allows transitions between any neighboring points $x, y \in T$ with $r_{x,y} > 0$ and probabilities proportional to the conductance $c_{x,y} := (r_{x,y})^{-1}$.

Call an infinite sequence $(x_{n})_{n \in \mathbb{N}_{0}}$ of distinct vertices in $V$ with $x_{0} = \rho$ and $r(x_{n}, x_{n+1}) > 0$ for all $n \in \mathbb{N}$ a direction in $(V, \{r_{x,y} : x, y \in V\})$, and denote similar to (1.30) by $E_{\infty}$ the set of all directions. For any two directions $x = (x_{n})_{n \in \mathbb{N}}$ and $y = (y_{n})_{n \in \mathbb{N}}$, let $k(x, y)$ denote the last index $k \in \mathbb{N} \cup \{\infty\}$ for which $x_{k} = y_{k}$,
and define $x \wedge y := x_{k(x,y)}$ if $k(x,y) \in \mathbb{N}$, and $x \wedge y := x \in \mathbb{E}_\infty$ if $k(x,y) = \infty$.

Recall from (1.32) the metric $\bar{r}$, and define in a similar way a metric $\bar{r}$ on $\mathbb{E}_\infty$ by letting for all $x, y \in \mathbb{E}_\infty$, $\bar{r}(x, y) := (r(x \wedge y, \rho))^{-1} \wedge 1$.

**Theorem 5** (Recurrence versus transience of random walks on trees). Let $(V, \{r(x,y) \ : \ x, y \in V\})$ be a weighted discrete tree such that for all directions $x = (x_n)_{n \in \mathbb{N}}$, $\sum_{n \in \mathbb{N}} r(x_n, x_{n+1}) = \infty$. Then the random walk $X$ is recurrent if $\mathcal{H}_1$ is a finite measure on $(\mathbb{E}_\infty, \mathcal{B}(\mathbb{E}_\infty))$ and transient if $\dim_H(\mathbb{E}_\infty, \bar{r}) > 1$.

1.3. **Outline.** The rest of the paper is organized as follows. In Section 2 we introduce the Dirichlet space associated with the Brownian motion. In Section 3 we recall the relevant potential theory and apply it to give explicit expressions for the capacities and Green kernels associated with the Dirichlet form. In Section 4 we prove the existence of a strong Markov process with continuous paths which is associated with the Dirichlet form. In Section 5 we study the basic long-term behavior for Brownian motions on locally-compact and bounded $\mathbb{R}$-trees. More precisely, we prove Theorem 2 and give in the recurrent case lower and upper bounds for the principle eigenvalue and the spectral gap. We prove Theorem 4 in Section 6. In Section 7 we recover and generalize for $\mathbb{R}$-trees which can be spanned by their ends at infinity results for the embedded random walks as known from [Lyo90]. In particular, we give the proof of Theorem 5. Finally in Section 8 we discuss examples in the literature and diffusions that are not on a natural scale.

## 2. The Dirichlet space

Fix $(T, r)$ to be a locally compact $\mathbb{R}$-tree and $\nu$ a Radon measure on $(T, \mathcal{B}(T))$. In this section we construct the Dirichlet space (to be) associated with the $\nu$-Brownian motion. In Subsection 2.1 we begin with giving the proof of Proposition 1.1. In Subsection 2.2 we verify that $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ from (1.16) and (1.17) is indeed a Dirichlet form.

### 2.1. The gradient (Proof of Proposition 1.1)

**Proof of Proposition 1.1.** Fix a root $\rho \in T$, and $x, y \in T$.

Assume for the moment that $x, y \in T$ are such that $x \in [\rho, y]$. By Axiom 1, there is a unique isometric embedding $\phi_{x,y} : [0, r(x,y)] \rightarrow [x,y]$. Fix $f \in \mathcal{A}$, and define the function $F_{x,y} : [0, r(x,y)] \rightarrow \mathbb{R}$ by $F_{x,y} := f \circ \phi_{x,y}$. Since $\phi_{x,y}$ is an isometry, $F_{x,y}$ is locally absolutely continuous on $\mathbb{R}$. Hence by standard theory (compare, for example, Theorem 7.5.10 in [AS09]), $F_{x,y}$ is almost everywhere differentiable, its derivative $F'_{x,y}$ is Lebesgue integrable and

$$f(y) - f(x) = F_{x,y}(r(x,y)) - F_{x,y}(0)$$

$$= \int_{[0,r(x,y)]} dt \ F'_{x,y}(t)$$

$$= \int_{[x,y]} \lambda(T,r)(dz) \ F'_{x,y}(\phi_{x,y}^{-1}(z))$$

$$= \int_{x}^{y} \lambda(T,r)(dz) \ F'_{x,y}(\phi_{x,y}^{-1}(z)). \tag{2.1}$$

Notice that for all $z \in [x,y]$, we have $F_{x,y}(\phi_{x,y}^{-1}(z)) = F_{\rho,y}(\phi_{\rho,y}^{-1}(z))$. Hence, $F'_{x,y}(\phi_{x,y}^{-1}(z))$ does not depend explicitly on $x \in [\rho, y]$. Similarly, for any $y_1, y_2 \in T$,
\[ F_{\rho,y_i}(\phi_{\rho,y_i}^{-1}) = F_{\rho,y_1 \land y_2}(\phi_{\rho,y_1 \land y_2}^{-1}), \]

for \( i = 1, 2 \), on \([\rho, y_1 \land y_2] \). This implies that for all \( y_1, y_2 \in T \), \( F'_{\rho,y_i}(\phi_{\rho,y_i}^{-1}) = F'_{\rho,y_2}(\phi_{\rho,y_2}^{-1}) \) on \([\rho, y_1 \land y_2] \). Therefore \( F'_{x,y}(\phi_{x,y}^{-1}(z)) \) does not depend on the direction given through \([\rho, y] \), and so does not depend on \( x, y \). Consequently, \( g : T \to \mathbb{R} \) given by \( g(z) := F'_{x,y}(\phi_{x,y}^{-1}(z)) \) when \( z \in [x, y] \) satisfies (1.12). Local integrability and uniqueness follow by standard measure-theoretic arguments.

Now let \( x, y \in T \) be arbitrary. Then by what we have shown so far,
\[
\begin{align*}
\int f(y) - f(x) &= \int f(y) - f(\rho) + f(\rho) - f(x) \\
&= -\int_{\rho}^{x} \lambda(T,r)(dz) \nabla f(z) + \int_{\rho}^{y} \lambda(T,r)(dz) \nabla f(z) \\
&= \int_{x}^{y} \lambda(T,r)(dz) \nabla f(z),
\end{align*}
\]
and the claim follows. \( \square \)

**Example 2.1** (Distance to a fixed point). Fix \( a \in T \), and define \( g_a : T \to \mathbb{R}_+ \) as
\[
g_a(x) := r(a, x),
\]
for all \( x \in T \). Obviously, \( g_a \) is absolutely continuous. Observe that moving the argument outside the arc \([\rho, a]\) away from the root lets the distance grow at speed one, while moving the argument inside the arc \([\rho, a]\) away from the root lets the distance decrease with speed one. We therefore expect that a version of \( \nabla g_a \) is given by
\[
\nabla g_a(x) = 1_T(x) - 2 \cdot 1_{[\rho,a]}(x)
\]
for all \( x \in T \).

To see this, it is enough to verify (1.11) for all \( x, y \in T \) with \( x \in [\rho, y] \). Indeed,
\[
\begin{align*}
\int_{x}^{y} \lambda(T,r)(dz) \left(1_T(z) - 2 \cdot 1_{[\rho,a]}(z)\right) \\
&= r(\rho, y) - r(\rho, x) - 2 \cdot r(\rho, a \land y) + 2 \cdot r(\rho, a \land x) \\
&= r(\rho, a) + r(\rho, y) - 2 \cdot r(\rho, a \land y) - r(\rho, a) - r(\rho, x) + 2 \cdot r(\rho, a \land x) \\
&= g_a(y) - g_a(x). \quad \square
\end{align*}
\]

**Example 2.2** (Distance between branch and end points on an arc). Fix \( a, b \in T \), and recall the definition of branch points from (1.4). Define \( f_{a,b} : T \to \mathbb{R}_+ \) by
\[
f_{a,b}(x) := r(c(x, a, b), b),
\]
for all \( x \in T \). Obviously, \( f_{a,b} \) is absolutely continuous. Observe that now disturbing the argument outside the arc \([a, b]\) does not change the value of the function while moving the argument away from the root along \([a, a \land b]\) and \([a \land b, b]\) allows the distance to grow and decrease, respectively, with speed one. We therefore expect that a version of \( \nabla f_{a,b} \) is given by
\[
\nabla f_{a,b}(x) = 1_{[a,a \land b]}(x) - 1_{[a \land b,b]}(x)
\]
for all \( x \in T \).
To see this, it is enough to verify (1.11) for all \( x, y \in T \) with \( x \in [\rho, y] \). Indeed, (2.8)
\[
\int_x^y \lambda^{(T, r)}(dz) \left( 1_{[a,a \wedge b]}(z) - 1_{[a \wedge b, b]}(z) \right)
\]
\[
= \lambda([x, y] \cap [a, a \wedge b]) - \lambda([x, y] \cap [b, a \wedge b])
\]
\[
= (1\{c(x, a, b) \in [a, a] - 1\{c(x, a, b) \in [b, b]\}) \cdot r(c(y, a, b), c(x, a, b))
\]
\[
= f_{a,b}(y) - f_{a,b}(x).
\]
\[
\square
\]

2.2. The Dirichlet form. Let \((T, r)\) be a locally compact \( \mathbb{R}\)-tree and \( \nu \) a Radon measure on \((T, \mathcal{B}(T))\). Recall from (1.16) and (1.17) the bilinear form \((\mathcal{E}, \mathcal{D}(\mathcal{E}))\).

**Lemma 2.3.** Fix \( a, b \in T \) and recall the function \( f_{a,b} \) from Example 2.2. Then for all \( f \in \mathcal{D}(\mathcal{E}) \), we also have that \( f_{a,b} := f \cdot f_{a,b} \in \mathcal{D}(\mathcal{E}). \) In particular, if \( 1_T \in \mathcal{D}(\mathcal{E}) \), then \( f_{a,b} \in \mathcal{D}(\mathcal{E}) \) also.

**Proof.** By definition,
\[
(\nabla f_{a,b})^2 = (\nabla f)^2 \cdot f_{a,b}^2 + f^2 \cdot 1_{[a,b]} + 2 \cdot f \cdot \nabla f \cdot f_{a,b} \cdot (1_{[a,a \wedge b]} - 1_{[b,a \wedge b]})
\]
(2.9)
\[
\leq (\nabla f)^2 \cdot r^2(a, b) + f^2 \cdot 1_{[a,b]} + 2r(a, b) \cdot |f| \cdot |\nabla f| \cdot 1_{[a,b]},
\]
which implies that
\[
\mathcal{E}(f_{a,b}, \tilde{f}_{a,b}) \leq r^2(a, b)\mathcal{E}(f, f) + \frac{1}{2} \int_{[a,b]} \lambda^{(T, r)}(dz) (f^2 + 2r(a, b)|f| \cdot |\nabla f|)
\]
(2.11)
\[
\leq r^2(a, b)\mathcal{E}(f, f) + \frac{1}{2} \int_{[a,b]} \lambda^{(T, r)}(dz) (2f^2 + r^2(a, b)(\nabla f)^2)
\]
\[
\leq 2r^2(a, b)\mathcal{E}(f, f) + \int_{[a,b]} \lambda^{(T, r)}(dz) f^2.
\]
Here we have applied in the second line that \( 2xy \leq x^2 + y^2 \), for all \( x, y \in \mathbb{R} \), with \( x := |f| \) and \( y := r(a, b) \cdot |\nabla f| \). Since \( f \in \mathcal{D}(\mathcal{E}) \) is continuous and hence bounded on \([a, b]\), it follows that \( f_{a,b} \in \mathcal{D}(\mathcal{E}). \)

For technical purposes we also introduce for all \( \alpha > 0 \) the bilinear form
\[
\mathcal{E}_\alpha(f, g) := \mathcal{E}(f, g) + \alpha (f, g)_\nu
\]
with domain
(2.12)
\[
\mathcal{D}(\mathcal{E}_\alpha) := \mathcal{D}(\mathcal{E}).
\]

Moreover, we also consider for any given closed subset \( A \subset T \) the domain
(2.13)
\[
\mathcal{D}_A(\mathcal{E}_\alpha) := \mathcal{D}_A(\mathcal{E}) = \{ f \in \mathcal{D}(\mathcal{E}) : f|_A = 0 \}.
\]

The main result of this section states that the form \((\mathcal{E}, \mathcal{D}_A(\mathcal{E}))\) is a Dirichlet form, i.e., symmetric, closed and Markovian (see, for example, [FOT94] for notation and terminology).
Proposition 2.4 (Dirichlet forms). For any closed $A \subseteq T$, $(\mathcal{E}, \mathcal{D}_A(\mathcal{E}))$ is a Dirichlet form.

Proof. By an analogous argument, as in Example 1.2.1 in [FOT94], it can be shown that $(\mathcal{E}, \mathcal{D}_A(\mathcal{E}))$ is well defined and symmetric. The following lemma states that the form $(\mathcal{E}, \mathcal{D}_A(\mathcal{E}))$ is closed.

Lemma 2.5 (Closed form). For any closed $A \subseteq T$, the form $(\mathcal{E}, \mathcal{D}_A(\mathcal{E}))$ is closed, that is, $\mathcal{D}_A(\mathcal{E})$ equipped with the inner product $\mathcal{E}_1$ is complete.

Proof. Let $(f_n)_{n\in\mathbb{N}}$ be an $\mathcal{E}_1$-Cauchy sequence in $\mathcal{D}_A(\mathcal{E})$. Then there exist $f \in L^2(\nu)$ such that $\lim_{n \to \infty} f_n = f$ in $L^2(\nu)$ and $g \in L^2(\lambda^{(T,r)})$ such that $\lim_{n \to \infty} \nabla f_n = g$ in $L^2(\lambda^{(T,r)})$. In particular, along a subsequence, $f = \lim_{k \to \infty} f_{n_k}$, $\nu$-almost surely. By the Cauchy-Schwarz inequality,

$$\left| \int_x^y \lambda^{(T,r)}(dz) g(z) - f(y) + f(x) \right|^2$$

$$= \lim_{k \to \infty} \left| \int_x^y \lambda^{(T,r)}(dz) g(z) - f_{n_k}(y) + f_{n_k}(x) \right|^2$$

$$= \lim_{k \to \infty} \left| \int_x^y \lambda^{(T,r)}(dz) \left( g(z) - \nabla f_{n_k}(z) \right) \right|^2$$

$$\leq r(x,y) \lim_{k \to \infty} \left( g - \nabla f_{n_k}, g - \nabla f_{n_k} \right)_{\lambda^{(T,r)}} = 0,$$

for $\lambda^{(T,r)}$-almost all $x, y \in T$. Hence $\nabla f = g$, $\lambda^{(T,r)}$-almost surely. Similarly, by Fatou’s Lemma, along a subsequence $(f_{n_l})_{l \in \mathbb{N}}$ with $f = \lim_{l \to \infty} f_{n_l}$, $\lambda^{(T,r)}$-almost surely,

$$\lim_{n \to \infty} \mathcal{E}(f_n - f, f_n - f) = \lim_{n \to \infty} \int \lambda^{(T,r)}(dz) \lim_{l \to \infty} \left( \nabla f_{n_l}(z) - \nabla f_{n_l}(z) \right)^2$$

$$\leq \lim_{n \to \infty} \liminf_{l \to \infty} \mathcal{E}(f_n - f_{n_l}, f_n - f_{n_l}) = 0.$$

Clearly, $f|_A = 0$ and the assertion follows.

The following lemma shows that the form is contractive. The conclusions are easily verified, so we omit the proof.

Lemma 2.6 (Contraction property). If $f \in \mathcal{D}(\mathcal{E})$, then for all $\varepsilon > 0$, $f^\varepsilon := (f \wedge \varepsilon) \vee (-\varepsilon) \in \mathcal{D}(\mathcal{E})$ and $\mathcal{E}(f^\varepsilon, f^\varepsilon) \leq \mathcal{E}(f, f)$.

Since the form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is closed and has the contraction property, it immediately follows that it is Markovian (compare, e.g., Theorem 1.4.1 in [FOT94]).

Corollary 2.7 (Markovian form). For any closed $A \subseteq T$, the form $(\mathcal{E}, \mathcal{D}_A(\mathcal{E}))$ is Markovian, that is, for all $\varepsilon > 0$ there exists a Lipschitz continuous function $\varphi_\varepsilon : \mathbb{R} \to [-\varepsilon, 1 + \varepsilon]$ with Lipschitz constant one such that

(i) $\varphi_\varepsilon(t) = t$, for all $t \in [0, 1]$, and

(ii) for all $f \in \mathcal{D}_A(\mathcal{E})$, $\varphi_\varepsilon \circ f \in \mathcal{D}_A(\mathcal{E})$, and $\mathcal{E}(\varphi_\varepsilon \circ f, \varphi_\varepsilon \circ f) \leq \mathcal{E}(f, f)$.

By Lemma 2.5 and Corollary 2.7, the proof of Proposition 2.4 is complete.
We conclude this subsection with the following useful fact.

**Lemma 2.8** (Transience of \((E, D_A(E))\)). Assume that \((T, r)\) is a locally compact \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\). For any closed, non-empty \(A \subseteq T\) the Dirichlet form \((E, D_A(E))\) is transient, that is, there exists a bounded \(\nu\)-integrable reference function \(g\) which is strictly positive, \(\nu\)-almost surely, and satisfies for all \(f \in D_A(E)\),

\[
\int \mathrm{d}\nu |f| \cdot g \leq \sqrt{\mathcal{E}(f, f)}.
\]

**Proof.** Let \(A \subset T\) be a non-empty and closed subset, and \(\rho' \in A\). Then

\[
g := 1 \wedge \gamma \sum_{n \in \mathbb{N}} \frac{1_{B(\rho', n) \setminus B(\rho', n-1)}}{n^2 \nu(B(\rho', n) \setminus B(\rho', n-1))}
\]

with a normalizing constant \(\gamma := (\sqrt{2} \sum_{n \geq 1} n^{-3/2})^{-1}\).

Obviously, \(g\) is positive and

\[
\int \nu(dx) g(x) \leq \gamma \sum_{n \geq 1} n^{-2} < \infty.
\]

For all \(f \in D_A(E)\) and \(x, y \in T\),

\[
|f(y) - f(x)|^2 = |\int_x^y \lambda(T, r)(\mathrm{d}z) \nabla f(z)|^2 \leq 2\mathcal{E}(f, f)r(x, y),
\]

by the Cauchy-Schwarz inequality. Since \(f(\rho') = 0\), \((2.20)\) implies in particular that \((f(y))^2 \leq 2\mathcal{E}(f, f)r(\rho', y)\), and therefore

\[
\int \mathrm{d}\nu |f| \cdot g \leq \sqrt{2} \sqrt{\mathcal{E}(f, f)} \int \mathrm{d}\nu \sqrt{r(\rho', \cdot)} \cdot g
\]

\[
\leq \sqrt{2\mathcal{E}(f, f)} \gamma \sum_{n \geq 1} n^{-3/2} = \mathcal{E}(f, f)^{1/2}.
\]

\(\Box\)

### 3. Capacity, Green kernel and resistance

In this section we recall well-known facts on capacities and the Green kernel which we will use frequently throughout the paper. In Subsection 3.1 we give the notion of the extended Dirichlet space and discuss a frequently used example. In Subsection 3.2 we introduce the capacity and in Subsection 3.3 the Green kernel. In Subsection 3.4 we discuss the relation between resistance and capacities. Later on in the article we will relate these potential-theoretic notions with the corresponding probabilistic properties of the \(\nu\)-Brownian motion associated with the Dirichlet form \((E, D(E))\).

#### 3.1. Extended Dirichlet space

Let \(A \subseteq T\) be a closed set. Let

\[(E, \bar{D}_A(E)) := \text{the extended transient Dirichlet space,}\]

i.e., \(\bar{D}_A(E)\) is the family of all Borel-measurable functions \(f\) on \(T\) such that \(|f| < \infty\), \(\nu\)-almost surely, and there exists an \(E\)-Cauchy sequence \(\{f_n; n \in \mathbb{N}\}\) of functions in
$D_A(E)$ such that $\lim_{n \to \infty} f_n = f$, $\nu$-almost surely. By Theorem 1.5.3 in [FOT94] this space can be identified with the completion of $D_A(E)$ with respect to the inner product $E$.

Remark 3.1 (Connection of Kigami’s domain with $D(E)$). Recall the forms $(E^{Kigami}, F^{Kigami})$ and $(E^{Kigami}, D(E^{Kigami}))$ from (1.20) through (1.22), and the forms $(E, F)$ and $(E, D(E))$ from (1.15) through (1.17). In analogy to (3.1) write $\bar{D}(E^{Kigami})$ for the extension of Kigami’s domain.

We will now show that

\begin{equation}
\bar{D}(E) = \bar{D}(E^{Kigami}).
\end{equation}

Choose $f \in D(E) = F \cap C_\infty(T) \cap L^2(\nu)$, and put for all $\varepsilon > 0$, $f^\varepsilon := f - (f \wedge (-\varepsilon)) \wedge \varepsilon$. Since $f \in C_\infty(T)$, $f^\varepsilon \in C_0(T)$ for all $\varepsilon > 0$. Moreover, $f^\varepsilon \in F$ for all $\varepsilon > 0$. Since $f^\varepsilon \to f$, $\nu$-almost everywhere and in $E$ by Theorem 1.4.1 in [FOT94], we find that $f \in \bar{D}(E^{Kigami})$. This implies that $\bar{D}(E) \subseteq \bar{D}(E^{Kigami})$.

On the other hand, if $f \in \bar{D}(E^{Kigami})$, then we find an $E$-Cauchy sequence $(f_n)_{n \in \mathbb{N}}$ in $D(E^{Kigami})$ such that $f_n \to f$, $\nu$-almost everywhere. For each $n \in \mathbb{N}$ we can find, however, a sequence $(h^n_k)_{k \in \mathbb{N}}$ in $F \cap C_0(T)$ such that $h^n_k \to f_n$, $\nu$-almost everywhere and in $E$. Thus, along a subsequence $(k_n)_{n \in \mathbb{N}}$ with $k_n \to \infty$, $h^n_{k_n} \to f$ $\nu$-almost everywhere and in $E$. Since $F \cap C_0(T) \subseteq F \cap C_\infty(T) \cap L^2(\nu)$, $f \in \bar{D}(E)$ and the claim follows.

The following will be used frequently.

Lemma 3.2. Let $(T, r)$ be a locally compact $\mathbb{R}$-tree and $\nu$ a Radon measure on $(T, B(T))$. Assume that $(T, r, \nu)$ is such that $1_T \in D(E)$. Then for all $a, b \in T$ with $a \neq b$, the function $h_{a, b} := \frac{f_{a, b}}{r(a, b)}$ with $f_{a, b}$ as defined in (2.6) belongs to the extended domain.

Proof. Assume that $1_T \in \bar{D}(E)$. Then there exists an $E$-Cauchy sequence $(f_n; n \in \mathbb{N})$ of functions in $D(E)$ such that $\lim_{n \to \infty} f_n = 1_T$, $\nu$-almost surely. Fix $a, b \in T$ with $a \neq b$. For each $n \in \mathbb{N}$, put $g_n := f_n \cdot h_{a, b}$. By definition, $h_{a, b}$ is a bounded function. By Example 2.2, $h_{a, b}$ is absolutely continuous with $\nabla h_{a, b} = \frac{1}{r(a, b)}(1_{[a, a \wedge b]} - 1_{[a \wedge b, b]})$. It follows from Lemma 2.3 that $g_n \in D(E)$, and moreover by (2.11),

\begin{equation}
\mathcal{E}(g_n - g_m, g_n - g_m) = \mathcal{E}( (f_n - f_m) \cdot h_{a, b}, (f_n - f_m) \cdot h_{a, b}) \leq 2 \mathcal{E}(f_n - f_m, f_n - f_m) + \frac{1}{r(a, b)^2} \int_{[a, b]} d\lambda^{(T, r)}(f_n - f_m)^2
\end{equation}

for all $n \in \mathbb{N}$. Since $(f_n; n \in \mathbb{N})$ is $E$-Cauchy, the first summand on the right-hand side of (3.3) goes to zero as $m, n \to \infty$. 


As \((f_n)_{n \in \mathbb{N}}\) converges \(\nu\)-almost everywhere, there exists \(e \in T\) such that \((f_n - f_m)(e) \to 0\) as \(n, m \to \infty\). Then the second summand is
\[
\begin{align*}
\frac{1}{r(a,b)^2} & \int_{[a,b]} d\lambda(T,r)(x) \left( (f_n - f_m)(e) + \int_e^x d\lambda(T,r)(z) \nabla (f_n - f_m)(z) \right)^2 \\
& \leq \frac{2}{r(a,b)^2} (f_n - f_m(e))^2 \\
& + 2 \frac{1}{r(a,b)^2} \int_{[a,b]} d\lambda(T,r)(x) r(e,x) \int_e^x d\lambda(T,r)(z) (\nabla (f_n - f_m)(z))^2 \\
& \leq c_1 \left[ (f_n - f_m)(e))^2 + \mathcal{E}(f_n - f_m, f_n - f_m) \right] \\
& \leq c_2 \left[ \mathcal{E}(f_n - f_m, f_n - f_m) + (f_n - f_m)(e))^2 \right],
\end{align*}
\]
for suitable constants \(c_1\) and \(c_2\), and tends to 0 as \(m, n \to \infty\). This shows that \(h_{a,b} \in \mathcal{D}(\mathcal{E})\).

3.2. Capacity. In this subsection we introduce the notion of capacity as a minimizing problem with respect to the Dirichlet form \((\mathcal{E}_\alpha, \mathcal{D}_A(\mathcal{E}))\). Furthermore we discuss various characterizations of the minimizers. In particular cases we provide explicit formulae for the minimizer.

For any closed \(A \subseteq T\) and another closed set \(B \subseteq T \setminus A\), put
\[
\mathcal{L}_{A,B} := \{ f \in \mathcal{D}_A(\mathcal{E}) : f|_B = 1 \}.
\]

**Definition 3.3** (\(\alpha\)-capacities). For \(\alpha \geq 0\), let the \(\alpha\)-capacity of any closed set \(B \subseteq T\) with respect to some other closed set \(A \subseteq T \setminus B\) be defined as
\[
\text{cap}_A^\alpha(B) := \inf \{ \mathcal{E}_\alpha(f, f) : f \in \mathcal{L}_{A,B} \}.
\]
If \(\alpha = 0\), we abbreviate \(\text{cap}_A^0(B) := \text{cap}_A^0(B)\). If \(A = \emptyset\), we will denote \(\text{cap}_A^\alpha(B)\) by \(\text{cap}_A^\alpha\). Moreover, if \(B = \{b\}\) is a singleton, we will write \(\text{cap}_A(b)\), \(\text{cap}_A(b)\), and \(\text{cap}_A\), and so on.

We note that one is not restricted to but we shall be content with the choice of closed sets only.

**Lemma 3.4** (Non-empty sets have positive capacity). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, B(T))\). For any \(x \in T\), \(\text{cap}^1_x > 0\).

**Proof.** We follow the argument in the proof of Lemma 4 in \([\text{Kre95}]\) to show that singletons have positive capacity. By Theorem 2.2.3 in \([\text{FOT94}]\), it is enough to show that for all \(x \in T\) the Dirac measure \(\delta_x\) is of finite energy integral, i.e., there exists a constant \(C_x > 0\) such that for all \(f \in \mathcal{D}(\mathcal{E}) \cap C_0(T)\),
\[
f(x)^2 \leq C_x \mathcal{E}_1(f, f)
\]
(compare (2.2.1) in \([\text{FOT94}]\).

Fix \(f \in \mathcal{D}(\mathcal{E}) \cap C_0(T), x \in T\). Then by \([\text{FOT94}]\), together with \(2ab \leq a^2 + b^2\) applied with \(a := f(y)\) and \(b := (f(x) - f(y))\), for all \(x, y \in T\),
\[
\frac{1}{2} f^2(x) \leq |f(x) - f(y)|^2 + f^2(y) \leq 2 \mathcal{E}(f, f) r(x, y) + f^2(y).
\]
Since \((T, r)\) is locally compact we can find a compact neighborhood, \(K = K_x\), of \(x\). Integrating the latter over all \(y\) with respect to \(1_{K_x} \cdot \nu\) gives

\[
\frac{1}{2} f^2(x) \nu(K_x) \leq 2 \mathcal{E}(f, f) \int_{K_x} \nu(dy) r(x, y) + (f \cdot 1_{K_x}, f)_\nu \\
\leq 2 \mathcal{E}(f, f) \int_{K_x} \nu(dy) r(x, y) + (f, f)_\nu.
\]

(3.9)

Hence (3.7) clearly holds with \(C_x := \frac{2 \max(2 f_{K_x} \nu(dy) r(x, y); 1)}{\nu(K_x)}\).

**Proposition 3.5** (Capacity between two points). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree and let \(\nu\) be a Radon measure on \((T, \mathcal{B}(T))\). Assume furthermore that \((T, r, \nu)\) is such that \(1_T \in \mathcal{D}(\mathcal{E})\). Then for all \(a, b \in T\) with \(a \neq b\), the function \(h_{a,b} := \frac{f_{a,b}}{r(a,b)}\) with \(f_{a,b}\) as defined in (2.6) is the unique minimizer of (3.6). In particular,

\[
\text{cap}_b(a) := \text{cap}_{\{b\}}(\{a\}) = (2r(a,b))^{-1}.
\]

Before providing a proof of the above proposition, we state well-known characterizations of the solution of the minimizing problem (3.6).

**Lemma 3.6** (Characterization of minimizers; Capacities). Fix a locally compact \(\mathbb{R}\)-tree \((T, r)\) and a Radon measure \(\nu\) on \((T, \mathcal{B}(T))\). Let \(A\) be a closed subset, \(B \subseteq T \setminus A\) be another non-empty closed subset and \(\alpha \geq 0\).

(i) For a function \(h^* \in \mathcal{L}_{A,B}\) the following are equivalent:

(a) For all \(g \in \mathcal{D}_{A\cup B}(\mathcal{E}), \mathcal{E}_\alpha(h^*, g) = 0\).

(b) For all \(h \in \mathcal{L}_{A,B}, \mathcal{E}_\alpha(h^*, h^*) \leq \mathcal{E}_\alpha(h, h)\).

(ii) If \(\mathcal{L}_{A,B} \neq \emptyset\), then there exists a unique function \(h^* \in \mathcal{L}_{A,B}\) where \(h^*\) is \([0,1]\)-valued and \(\mathcal{E}_\alpha(h^*, h^*) = \text{cap}_A^\alpha(B)\).

Proof. (i) \((b) \implies (a)\). Assume that \(h^* \in \mathcal{L}_{A,B}\) is such that \(\mathcal{E}_\alpha(h^*, h^*) \leq \mathcal{E}_\alpha(h, h)\) for all \(h \in \mathcal{L}_{A,B}\). Choose a function \(g \in \mathcal{D}_{A\cup B}(\mathcal{E}_\alpha)\), and put \(h^\pm = h^* \pm \varepsilon g\). Then \(h^\pm \in \mathcal{L}_{A,B}\) and

\[
\mathcal{E}_\alpha(h^*, h^*) \leq \mathcal{E}_\alpha(h^\pm, h^\pm) \\
= \mathcal{E}_\alpha(h^*, h^*) + \varepsilon^2 \mathcal{E}_\alpha(g, g) \pm 2\varepsilon \mathcal{E}_\alpha(g, h^*),
\]

or equivalently,

\[
2 |\mathcal{E}_\alpha(g, h^*)| \leq \varepsilon \mathcal{E}_\alpha(g, g).
\]

Letting \(\varepsilon \downarrow 0\) implies that \(\mathcal{E}_\alpha(g, h^*) = 0\), which proves (a) since \(g \in \mathcal{D}_{A\cup B}(\mathcal{E}_\alpha)\) was chosen arbitrarily.

(a) \(\implies (b)\). Assume that (a) holds. Then for each \(h \in \mathcal{L}_{A,B}, g_h := h^* - h \in \mathcal{D}_{A\cup B}(\mathcal{E})\). Therefore

\[
\mathcal{E}_\alpha(h, h) = \mathcal{E}_\alpha(h^*, h^*) - g_h \cdot (h^* - g_h) \\
= \mathcal{E}_\alpha(h^*, h^*) + \mathcal{E}_\alpha(g_h, g_h) \\
\geq \mathcal{E}_\alpha(h^*, h^*).
\]

(3.13)

(ii) See Theorem 2.1.5 in [FOT94].

**Proof of Proposition 3.5** Fix \(a, b \in T\) with \(a \neq b\). Recall from Lemma 3.2 that under the assumption \(1_T \in \mathcal{D}(\mathcal{E}), h_{a,b} \in \mathcal{D}(\mathcal{E})\) also.
Since for any \( g \in \tilde{D}_{\{a,b\}}(\mathcal{E}) \),

\[
\mathcal{E}(h_{a,b}, g) = \frac{1}{2r(a,b)} \int \lambda^{(T,r)}(1_{[a,a\wedge b]} - 1_{[b,a\wedge b]}) \cdot \nabla g
\]

(3.14)

\[
= \frac{g(a) - g(a \wedge b) - g(b) + g(a \wedge b)}{2r(a,b)}
\]

by (2.7), \( h_{a,b} \) is the unique minimizer by Lemma 3.6. In particular, it follows from Lemma 2.3 that \( \text{cap}_b(a) = \mathcal{E}(h_{a,b}, h_{a,b}) = (2r(a,b))^{-1} \).

3.3. **Green kernel.** To prove the characterization of the occupation-time measure of the process associated with the Dirichlet form \((\mathcal{E}, D(\mathcal{E}))\) as stated in Proposition 1.9, we introduce a more general variational problem. Its solution corresponds to the **Green kernel.** Consider a closed subset \( A \subset T \). Let \( \kappa \) be a positive finite measure with \( \int d\kappa r(\rho, \cdot) < \infty \). For each \( \alpha \geq 0 \) consider the following variational problem:

\[
H_{A}^{\alpha, \rho, \kappa} := \inf \{ \mathcal{E}_{\alpha}(g, g) - 2 \int d\kappa g; g \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \}.
\]

(3.15)

There is a well-known characterization of the unique solution to (3.15).

**Lemma 3.7** (Characterization of minimizers; Green kernel). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree, \(\nu\) be a Radon measure on \((T, \mathcal{B}(T))\), \(A \subseteq T\) be a closed subset, \(\kappa\) be a positive and finite measure with \(\int d\kappa r(\rho, \cdot) < \infty\), for some (and therefore all) \(\rho \in T\), and \(\alpha \geq 0\).

(i) For a function \( g^{*} \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \) the following are equivalent:

(a) For all \( g \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \), \( \mathcal{E}_{\alpha}(g^{*}, g) = \int d\kappa g \).

(b) For all \( g \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \), \( \mathcal{E}_{\alpha}(g^{*}, g^{*}) - 2 \int d\kappa g^{*} \leq \mathcal{E}_{\alpha}(g, g) - 2 \int d\kappa g \).

(ii) Assume \( \bar{D}_{A}(\mathcal{E}_{\alpha}) \neq \emptyset \). There exists a unique minimizer \( g^{*} \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \) for (3.15).

(iii) If \( g^{\alpha, \kappa} \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \) is the minimizer for (3.15), then \( g^{\alpha, \kappa} \) is non-negative.

**Proof.** (i) The proof is very similar to that of Lemma 3.6 (i). So we omit it here.

(ii) Assume that \( (f_{n})_{n \in \mathbb{N}} \) is a minimizing sequence in \( \bar{D}_{A}(\mathcal{E}_{\alpha}) \), i.e.,

\[
\mathcal{E}_{\alpha}(f_{n}, f_{n}) - 2 \int d\kappa f_{n} \underset{n \to \infty}{\to} H_{A}^{\alpha, \rho, \kappa}.
\]

(3.16)

Notice first that for all \( f \in \bar{D}_{A}(\mathcal{E}_{\alpha}) \),

\[
\left( \int_{T} d\kappa |f| \right)^{2} \leq \kappa(T) \cdot \int_{T} d\kappa f^{2}
\]

(3.17)

\[
\leq 2\kappa(T) \int_{T} d\kappa r(\rho, \cdot) \cdot \mathcal{E}(f, f),
\]

where we have applied (2.20) with \( y := \rho \) and used that \( f(\rho) = 0 \). The latter implies that, in particular, \( \int d\kappa f_{n} \) is bounded.
Hence, for all \( n, l \in \mathbb{N} \),
\[
(\mathcal{E}_\alpha(f_{n-l}, f_{n-l+1}) - 2 \int \kappa \frac{f_n - f_{n+l}}{2}) + H^0_{\kappa, \rho, \kappa}
\leq (\mathcal{E}_\alpha(f_{n-l}, f_{n-l+1}) - 2 \int \kappa \frac{f_n - f_{n+l}}{2})
+ (\mathcal{E}_\alpha(f_{n-l}, f_{n-l+1}) - 2 \int \kappa \frac{f_n + f_{n+l}}{2})
= \mathcal{E}_\alpha(f_{n-l}, f_{n-l+1}) + \mathcal{E}_\alpha(f_{n-l}, f_{n-l+1}) - 2 \int \kappa f_n - 2 \int \kappa f_n
= \mathcal{E}_\alpha(f_{n-l}, f_{n-l+1}).
\]

It follows from (3.19) that
\[
\lim \sup_{n \to \infty} \sup_{l \in \mathbb{N}} \mathcal{E}_\alpha(f_n - f_{n+l}, f_n - f_{n+l}) = 0,
\]
i.e., \((f_n)_{n \in \mathbb{N}}\) is proven to be \(\mathcal{E}_1\)-Cauchy. By completeness, a limit \(f \in \mathcal{D}_A(\mathcal{E}_\alpha)\) exists.

Uniqueness follows easily by an application of the Riesz Representation Theorem (see Theorem 13.9 in [AB99]).

(iii) Since the form \((\mathcal{E}_\alpha, \mathcal{D}_A(\mathcal{E}))\) is Markovian, \((0 \vee h) \in \mathcal{D}_A(\mathcal{E})\) whenever \(h \in \mathcal{D}_A(\mathcal{E})\) (see Theorem 1.4.2 in [FOT94]). Furthermore,
\[
\mathcal{E}_\alpha(0 \vee g^{*, \alpha, \kappa}, 0 \vee g^{*, \alpha, \kappa}) - 2 \int \kappa 0 \vee g^{*, \alpha, \kappa}
\leq \mathcal{E}_\alpha(g^{*, \alpha, \kappa}, g^{*, \alpha, \kappa}) - 2 \int \kappa g^{*, \alpha, \kappa},
\]
where equality holds if \(0 \vee g^{*, \alpha, \kappa} = g^{*, \alpha, \kappa}, \kappa, \nu\)-almost surely. This however implies that \(0 \vee g^{*, \alpha, \kappa} = g^{*, \alpha, \kappa}\), which proves the claim. \(\square\)

Consequently, we arrive at the following definition.

**Definition 3.8** (Green kernel). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree, \(A \subseteq T\) a closed subset, \(\kappa\) a positive and finite measure with \(\int \kappa r(\rho, \cdot) < \infty\), and \(\alpha \geq 0\). A *Green kernel* \(g^0_A(\kappa, \cdot)\) is the minimizer for (3.15). For \(x \in T\), we use the abbreviations \(g^*_{\alpha, A}(x, \cdot) := g^*_{\alpha}(\delta, \cdot)\) and \(g^*_{A, \alpha}(\kappa, \cdot) := g^*_{\alpha}(A, \kappa, \cdot)\). For \(A := \emptyset\), we simply write \(g^{*, \alpha}(x, \cdot)\) and \(g^{*, \alpha}(\kappa, \cdot)\), respectively.

We conclude this section by providing an explicit formula for the Green kernel in some specific cases.

**Proposition 3.9** (Green kernel; an explicit formula). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\). Fix \(A \subseteq T\) non-empty and closed. Let \(\kappa\) be a positive and finite measure with \(\int \kappa r(\rho, \cdot) < \infty\), for some (and therefore all) \(\rho \in \mathcal{A}\), and \(\alpha \geq 0\). Assume further that \(h_{\kappa, \alpha}^A\), the unique minimizer to (3.6), exists. The Green kernel is given by
\[
g^*_{A, \alpha}(\kappa, \cdot) := \int \kappa(dx) \frac{h^*_{A, \alpha}(x)}{\text{cap}_A^*(\cdot)}.
\]

**Proof.** Fix \(x, y \in T\) with \(y \notin A\). Since \(h_{\kappa, \alpha}^A \in \tilde{\mathcal{L}}_{A, (y)}(\mathcal{E}_\alpha)\) and \(g^*_{A, \alpha}(x, \cdot) \in \tilde{\mathcal{D}}_A(\mathcal{E}_\alpha)\),
\[
g^*_{A, \alpha}(x, \cdot) - g^*_{A, \alpha}(x, y) \cdot h_{\kappa, \alpha}^A \in \tilde{\mathcal{D}}_{(y) \cup A}(\mathcal{E}_\alpha).
\]
Furthermore, by Lemmata 3.6 and 3.7 we find that
\begin{equation}
(3.23)
\begin{split}
\hat{h}_{A,y}^{*,\alpha}(x) &= \mathcal{E}_\alpha(h_{A,y}^{*,\alpha}(\cdot), g_A^{*,\alpha}(x, \cdot)) \\
&= \mathcal{E}_\alpha(h_{A,y}^{*,\alpha}, g_A^{*,\alpha}(x, \cdot) - g_A^{*,\alpha}(x, y) \cdot h_{A,y}^{*,\alpha}) + \mathcal{E}_\alpha(h_{A,y}^{*,\alpha}, g_A^{*,\alpha}(x, y) \cdot h_{A,y}^{*,\alpha}) \\
&= g_A^{*,\alpha}(x, y) \cdot \mathcal{E}_\alpha(h_{A,y}^{*,\alpha}, h_{A,y}^{*,\alpha}) \\
&= g_A^{*,\alpha}(x, y) \cdot \text{cap}_A(y),
\end{split}
\end{equation}
which implies (3.22). \hfill \Box

**Corollary 3.10** (Green kernel; \(\alpha = 0\), two points). Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\). Assume furthermore that \((T, r, \nu)\) is such that \(1_T \in \mathcal{D}(\mathcal{E})\). Then for all \(x, y \in T\) with \(x \neq y\), the Green kernel is given by
\begin{equation}
(3.24)
g_y^*(x, \cdot) := 2 \cdot r(c(\cdot, x, y), y).
\end{equation}

**Proof.** Fix \(y, z \in T\), and let \(h_{y,z}\) be as defined in Lemma 3.2. Since \(h_{y,z} \in \mathcal{L}_{y,z}\) by assumption of the corollary together with Lemma 3.3, we can follow from part(ii) of Lemma 3.6 that a unique minimizer \(h_{y,z}^*\) to (3.6) exists. So we are in a position to apply Proposition 3.9 with \(A := \{y\}, \alpha := 0\) and \(\kappa := \delta_x\). Thus, \(g_y^*(x, z) = \frac{h_{y,z}^*(x)}{\text{cap}_y(z)}\). By Proposition 3.9, \(h_{y,z}^*(x) = \frac{r(c(z, x, y), y)}{r(z, y)}\) and \(\text{cap}_y(z) = \frac{1}{2r(z, y)}\). The result therefore follows immediately. \hfill \Box

**Remark 3.11** (Resolvent). For \(x, y \in T\) and a bounded measurable \(f : T \to \mathbb{R}\), put
\begin{equation}
(3.25)
G^y f(x) := \int_T d\nu g_y^*(\cdot, x) \cdot f.
\end{equation}

By Lemma 3.7(i),
\begin{equation}
(3.26)
\mathcal{E}(G^y f, h) := \int_T d\nu h \cdot f,
\end{equation}
for all \(h \in \mathcal{D}_y(\mathcal{E})\). As usual, we refer to \(G^y\) as the resolvent corresponding to \(\mathcal{E}\). \hfill \Box

### 3.4. Relation between resistance and capacity

In this subsection we define a notion of resistance and discuss its connection to capacity. We will use this in Section 6 where we provide the proof of Theorem 1.

Fix a root \(\rho \in T\), assume \(E_\infty \neq \emptyset\), and recall from (1.31) the last common lower bound \(x \wedge y\) for any two \(x, y \in E_\infty\). We define the mutual energy, \(\tilde{\mathcal{E}}_\rho(\pi, \mu)\), of two probability measures \(\pi\) and \(\mu\) on \((E_\infty, \mathcal{B}(E_\infty))\) by
\begin{equation}
(3.27)
\tilde{\mathcal{E}}_\rho(\pi, \mu) := 2 \int \pi(dx) \int \mu(dy) \cdot \rho(x \wedge y).
\end{equation}

Moreover, we introduce the corresponding resistance of \(T\) with respect to \(\rho\) by
\begin{equation}
(3.28)
\text{res}_\rho := \inf \{ \tilde{\mathcal{E}}_\rho(\pi, \pi) : \pi \in \mathcal{M}_1(E_\infty) \},
\end{equation}
where \(\mathcal{M}_1(E_\infty)\) denotes the space of all probability measures on \((E_\infty, \mathcal{B}(E_\infty))\).

**Proposition 3.12.** Let \((T, r)\) be a locally compact and unbounded \(\mathbb{R}\)-tree and \(\nu\) be a Radon measure on \((T, \mathcal{B}(T))\). Let \(\rho \in T\) be a distinguished root. Then for all \(\rho \in T\),
\begin{equation}
(3.29)
\text{res}_\rho \geq (\text{cap}(\rho))^{-1}.
\end{equation}
The proof of Proposition 3.12 relies on the following lemma.

**Lemma 3.13.** Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree such that \(E_\infty \neq \emptyset\), and \(\nu\) be a Radon measure on \((T, \mathcal{B}(T))\). For all \(\pi \in \mathcal{M}_1(E_\infty)\) and \(h \in \mathcal{D}(E)\) with \(h(\rho) = 1\),
\[
\mathcal{E}_\rho(\pi, \pi) \cdot \mathcal{E}(h, h) \geq 1.
\]

**Proof.** We follow an idea of [Lyo90]. Notice first that by Fubini’s theorem,
\[
\mathcal{E}_\rho(\pi, \pi) = \int \int \lambda^{(T, r)}(dz) \mathcal{L}(\{x \in E_\infty : z \in x(x_+)\})^2.
\]

By the Cauchy-Schwarz inequality,
\[
\mathcal{E}(h, h) \mathcal{E}_\rho(\pi, \pi) \geq \left( \int \lambda^{(T, r)}(dz) \nabla h(z) \mathcal{L}(\{x \in E_\infty : z \in x(x_+)\})^2 \right) \geq \left( \int \nabla h(z) \right)^2 = 1,
\]
and the claim follows. \(\square\)

**Proof of Proposition 3.12.** The statement holds trivially when \(\operatorname{res}_\rho = \infty\).

Assume therefore that \(\operatorname{res}_\rho < \infty\). By (3.30),
\[
\operatorname{res}_\rho = \inf \{ \mathcal{E}_\rho(\pi, \pi) : \pi \in \mathcal{M}_1(E_\infty) \} \geq \left( \inf \{ \mathcal{E}(h, h) : h \in \mathcal{D}(E), h(\rho) = 1 \} \right)^{-1} = (\operatorname{cap}(\rho))^{-1}.
\]

\(\square\)

4. Existence, uniqueness, basic properties (Proof of Theorem 1)

In this section we establish existence and uniqueness (up to \(\nu\)-equivalence) of a strong Markov process associated with the Dirichlet form \((\mathcal{E}, \mathcal{D}(\mathcal{E}))\). The proof will rely on regularity as specified by the following proposition.

**Proposition 4.1 (Regularity).** Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\). Then the Dirichlet form \((\mathcal{E}, \mathcal{D}(\mathcal{E}))\) is regular, i.e.,

\(\mathcal{D}(\mathcal{E}) \cap C_0(T)\) is dense in \(\mathcal{D}(\mathcal{E})\) with respect to the topology generated by \(\mathcal{E}_1\).

\(\mathcal{D}(\mathcal{E}) \cap C_0(T)\) is dense in \(C_0(T)\) with respect to the uniform topology.

We need the following lemma:

**Lemma 4.2.** Let \((T, r)\) be a locally compact and complete \(\mathbb{R}\)-tree, and \(A \subseteq T\) non-empty and closed. \(\mathcal{F} \cap C_0(A)\) is dense in \(C_0(T)\) with respect to the uniform topology.

For the proof we shall borrow the ideas from the proof of Lemma 5.13 in [Kig95]. A semidirect quoting of the above proof might suffice as well but for completeness and to also illustrate the benefit of the explicit limiting form, we present the proof in (more) detail.
Proof. Fix $\rho \in T$ and $f \in C_0(T)$. Then there exists $R > 0$ such that $f\big|_{B^c(\rho, R)} \equiv 0$. For each $n \in N$ choose $\delta_n > 0$ such that $|f(y) - f(x)| < \frac{1}{n}$ whenever $x, y \in B(\rho, R + 5\delta_n)$ with $r(x, y) < \delta_n$.

Choose for all $n \in N$ a finite subset $V_n \subset T$ with three properties:

(i) for all three points $x, y, z \in V_n$, the branch point $c(x, y, z) \in V_n$;
(ii) $\bigcup_{z \in V_n} B(z, \frac{\delta_n}{2}) \supset U_n$;
(iii) if $W$ is a connected component of $T \setminus V_n$ with $\text{diam} W^{(T, r)} > \delta_n$, then $W \cap U_n = \emptyset$.

Denote

$$D(V_n) := \{ \bar{W} : W \text{ is a connected component of } T \setminus V_n \},$$

and let $\partial W := W \cap V$ for all $\bar{W} \in D(V_n)$. Notice that by the above properties of $V_n$, $\partial W$ is either one or two points.

Consider for each $p \in V_n$ the function $h_{p, V_n \setminus \{p\}}$ on $T$ which is the linear interpolation on the subtree, span($V_n$), spanned by $V_n$ with respect to the constraint $h_{p, V_n \setminus \{p\}}|_{V_n} = 1_p$ and which satisfies $\nabla h_{p, V_n \setminus \{p\}}|_{V_n} \equiv 0$. In particular, on each portion of $\bar{W}$ not in the subtree spanned by $V_n$ it is extended as a constant by its value at the appropriate branch point.

Put for all $n \in N$,

$$\tilde{f}_n := \sum_{p \in V_n} f(p)h_{p, V_n \setminus \{p\}}.$$ Clearly $\tilde{f}_n \in \mathcal{F}$. Let $W$ be such that $\text{diam}^{(T, r)}(W) \leq \delta_n$. For $x \in W$ and $p \in \partial W$,

$$|f(x) - \tilde{f}_n(x)| \leq |f(x) - f(p)| + |\tilde{f}_n(p) - \tilde{f}_n(x)|$$

$$\leq |f(x) - f(p)| + \sup_{p' \in \partial W} |\tilde{f}_n(p) - \tilde{f}_n(p')| \leq \frac{2}{n}.$$  

On the other hand, if $\bar{W} \in D(V_n)$ is such that $\text{diam}^{(T, r)}(W) > \delta_n$, then $W \cap K_n = \emptyset$ (see, for example, Lemma 5.12 in [Kig95]). Therefore $\tilde{f}_n = 0$ on $W$, and the support of $\tilde{f}_n$ is contained in $K_n$. Thus

$$\sup_{x \in T} |f(x) - \tilde{f}_n(x)| \leq \frac{2}{n}.$$

Lemma 4.3 (Regularity; compact tree). Let $(T, r)$ be a compact $\mathbb{R}$-tree, and $\nu$ a Radon measure on $(T, \mathcal{B}(T))$. Then Proposition 4.1 holds, i.e., the Dirichlet form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is regular.

**Proof.** (i) If $(T, r)$ is compact, then $\mathcal{D}(\mathcal{E}) \cap C_0(T) = \mathcal{D}(\mathcal{E})$ and (ii) trivially holds.

(ii) Fix $f \in C_0(T) = \mathcal{C}(T)$. Applying Lemma 4.2 we can find a sequence $(f_n)_{n \in \mathbb{N}}$ in $\mathcal{F}$ such that $\|f_n - f\|_{L^2(\nu)} \to 0$. Since $(T, r)$ is compact and $\nu$ Radon, $f_n \in L^2(\nu)$ for all $n \in \mathbb{N}$, and thus also the second claim immediately follows.

For general (not necessarily complete) $\mathbb{R}$-trees we will make use of the following:

**Corollary 4.4.** Let $(T, r)$ be a locally compact $\mathbb{R}$-tree and $\nu$ a Radon measure on $(T, \mathcal{B}(T))$. If $K \subseteq T$ is a compact subset of $T$ and $U \supseteq K$ an open subset of $T$ such that $U$ is compact, then there exists a function $\psi_{K, U} \in \mathcal{D}(\mathcal{E})$ such that $0 \leq \psi_{K, U} \leq 1$, $\psi_{K, U}|_K \equiv 1$ and $\text{supp}(\psi_{A, K, U}) \subseteq U$. 

Proof. By assumption, $(\bar{U}, r)$ is a compact $\mathbb{R}$-tree. The Dirichlet form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is a regular Dirichlet form on $L^2(\bar{U}, \nu)$. We can find open subsets $V_1, V_2$ of $S$ such that $K \subset V_1 \subset \bar{V}_1 \subset V_2 \subset \bar{V}_2 \subset U$. By Theorem 4.4.3 in \cite{FOT94} the form $(\mathcal{E}, \mathcal{D}_{U \setminus V_2}(\mathcal{E}))$ is a regular Dirichlet form on $L^2(V_2, \nu)$.

By Urysohn’s lemma, there exists a continuous function $f : V_2 \rightarrow \mathbb{R}$ with $f|_K \equiv 1$ and $f|_{U \setminus V_1} \equiv 0$. Since, in particular, the Dirichlet form $(\mathcal{E}, \mathcal{D}_{U \setminus V_2}(\mathcal{E}))$ is regular and $f \in C_0(V_2)$, we find a function $g \in \mathcal{D}(\mathcal{E})_{U \setminus V_2}$ such that $\|g - f\|_\infty < \frac{1}{2}$. Put $\psi^{K, U} := \min\{1, 2g\}$ on $\bar{V}_2$. Obviously, $g|_K \geq \frac{1}{2}$ and $g|_{S \setminus V_2} \equiv 0$, and therefore $\psi^{K, U}$ can be extended to all of $T$ such that $\psi^{K, U} \in \mathcal{D}(\mathcal{E})$, $\psi^{K, U}|_K \equiv 1$ and $\psi^{K, U}|_{T \setminus U} \equiv 0$.

Proof of Proposition 4.1. Recall that $\mathcal{D}(\mathcal{E}) \cap C_\infty(T) = \mathcal{D}(\mathcal{E})$. Applying Lemma 1.4.2(i) in \cite{FOT94}, $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is proved to be regular if we show that

\begin{equation}
D(\mathcal{E}) \text{ is dense in } C_\infty(T) \text{ with respect to the uniform topology.}
\end{equation}

Fix therefore $f \in C_\infty(T)$. For each $n \in \mathbb{N}$, we can then choose a compact set $K_n$ such that $f|_{K_n} \leq \frac{1}{n}$. Moreover, since $(T, r)$ is locally compact, we can also find an open set $U_n \supset K_n$ such that $\bar{U}_n$ is compact. We can then choose a $\delta_n > 0$ such that $|f(y) - f(x)| < \frac{1}{n}$ whenever $r(x, y) < \delta_n$ and $x, y \in U_n$.

We generalize the reasoning and the notation of the proof of Lemma 4.2 and choose again for all $n \in \mathbb{N}$ a finite subset $V_n \subset T$ satisfying the properties (i) through (iii) and consider the corresponding piecewise linear functions $h_{p, V_n \setminus \{p\}}$.

By Corollary 4.3 for each $n \in \mathbb{N}$ there exists a $[0, 1]$-function $\phi_n \in \mathcal{D}(\mathcal{E})$ such that $\phi_n = 1$ on $K_n$ and $\phi_n = 0$ on $U_n$. This time we put

\begin{equation}
\hat{f}_n := \sum_{p \in V_n} f(p) \phi_n h_{p, V_n \setminus \{p\}}.
\end{equation}

By the same reasoning we can show that for all $n \in \mathbb{N}$, $\hat{f}_n \in \mathcal{D}(\mathcal{E})$, and that $\|\hat{f}_n - f\|_\infty \leq \frac{1}{n}$.

Proof of Theorem 1.1. By Proposition 4.1 the form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is regular. Therefore by Theorem 7.2.1 in \cite{FOT94} there exists a $\nu$-symmetric Hunt process $B$ on $(T, \mathcal{B}(T))$ whose Dirichlet form is $\mathcal{E}$. By Theorem 4.2.7, the process $B$ is unique (i.e., the transition probability function is determined up to an exceptional set). Also the Dirichlet form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ possesses the local property, i.e., if $f, g \in \mathcal{D}(\mathcal{E})$ have disjoint compact support, then $\mathcal{E}(f, g) = 0$. Hence by Theorem 7.2.2 in \cite{FOT94} the process $B$ has continuous paths. Finally, by Lemma 3.4 there are no trivial exceptional sets, and the above therefore imply that $B$ is a continuous $\nu$-symmetric strong Markov process.

We conclude this section by providing a proof for Proposition 1.9 which identifies the Brownian motion on the real line as the $\lambda^{(T, r)}$-Brownian motion on $\mathbb{R}$.

Proof of Proposition 1.9. Let $(T, r)$ be a locally compact $\mathbb{R}$-tree and $\nu$ a Radon measure on $(T, \mathcal{B}(T))$. Assume that $(T, r, \nu)$ are such that the $\nu$-Brownian motion on $(T, r)$ is recurrent.

\footnote{For an introduction to Hunt processes, see Section A.2 in \cite{FOT94}.}
(i) Let \((P_t)_{t \geq 0}\) be the semigroup associated with the process. By \((3.14)\) together
with Theorem 2.2.1 in \([\text{FOT94}]\), \(f_{a,b}\) and \(-f_{a,b}\) are excessive (i.e., \(P_t f_{a,b} \geq f_{a,b}\) and
\(P_t(-f_{a,b}) \geq -f_{a,b}\)) and hence the process \(Y := (Y_t)_{t \geq 0}\) given by
\[
Y_t := f_{a,b}(X_t)
\]
is a bounded non-negative martingale. Hence by the stopping theorem, \(E^x[Y_0] = E^x[Y_{\tau_a \wedge \tau_b}]\), for all \(x \in T\). Thus,
\[
f_{a,b}(x) = r(c(x, a, b), b)
\]
\[
= f_{a,b}(a) \cdot P^x\{\tau_a < \tau_b\} + f_{a,b}(b) \cdot (1 - P^x\{\tau_a < \tau_b\}),
\]
and hence since \(f_{a,b}(b) = 0\),
\[
P^x\{\tau_a < \tau_b\} = \frac{r(c(x, a, b), b)}{r(a, b)},
\]
which proves \((1.26)\).

(ii) As the \(\nu\)-Brownian motion is recurrent by Lemma \(3.3\) and Theorem 4.6.6(ii)
in \([\text{FOT94}]\), \(P^x\{\tau_b < \infty\} = 1\). Therefore by Theorem 4.4.1(ii) in \([\text{FOT94}]\), \(Rf(x) = E^x[\int_0^{\tau_b} f(B_s) ds]\) is the resolvent of the \(\nu\)-Brownian motion killed on hitting \(b\), i.e.,
\[
E(Rf, h) = \int d\nu h \cdot f,
\]
for all \(h \in \bar{D}_g(\mathcal{E})\). Consequently, using the uniqueness of the resolvent (see Theorem 1.4.3 in \([\text{FOT94}]\), Remark 3.11 and Corollary 3.10 \((1.27)\) follows. \(\square\)

5. Bounded trees (Proofs of Theorems \(2\) and \(3\))

In this section we consider bounded \(\mathbb{R}\)-trees. We start by providing the proof for
the basic long-term behavior stated in Theorem \(2\). We then restrict to compact \(\mathbb{R}\)-trees, or equivalently, to recurrent Brownian motions. In Subsection 5.1 we provide
bounds on the spectral gap. In Subsection 5.2 we apply the latter to study mixing
times, and provide the proof of Theorem \(3\).

Proof of Theorem \(2\). Let \((T, r)\) be a locally compact and bounded \(\mathbb{R}\)-tree and \(\nu\)
a Radon measure on \((T, B(T))\). We will rely on Theorem 1.6.3 in \([\text{FOT94}]\), which
states that the \(\nu\)-Brownian motion \(B\) on \((T, r)\) is recurrent if and only if \(1_T \in \bar{D}(\mathcal{E})\)
and \(\mathcal{E}(1_T, 1_T) = 0\).

Assume first that \((T, r)\) is \textit{compact}. In this case, \(C_{\infty}(T) = C(T)\), and thus
\(1_T \in \bar{D}(\mathcal{E})\). Clearly, \(\mathcal{E}(1_T, 1_T) = 0\). Hence \(B\) is recurrent. Moreover it follows from
Proposition \((1.9)\) (with the choice \(f \equiv 1\) in \((1.27)\)) that \(E^x[\tau_b] \leq 2\nu(T) \cdot r(x, b) < \infty\)
for all \(b, x \in T\). Hence \(\nu\)-Brownian motion on compact \(\mathbb{R}\)-trees is positive recurrent.

If \((T, r)\) is \textit{not compact}, then we can find an \(x \in \partial T := \overline{T \setminus T}\), where \(\partial T\)
the denotes the completion of \(T\). Let \(x\) be such a “missing boundary point” and fix
a Cauchy sequence \((x_n)_{n \in \mathbb{N}}\) in \((T, r)\) which converges to \(x\) in \(T\). Then for each
compact subset \(K \subset T\) there are only finitely many points of \((x_n)_{n \in \mathbb{N}}\) covered by
\(K\). It therefore follows for any \(f \in \bar{D}(\mathcal{E}) \subset C_{\infty}(T)\) that \(\lim_{n \to \infty} f(x_n) = 0\).

By the definition of the gradient we have for all \(y \in T\) and \(n \in \mathbb{N}\),
\[
f(y) = f(x_n) + \int_{x_n}^y d\lambda^{(T, r)}(s) \nabla f
\]
\[
\leq f(x_n) + \sqrt{2 \cdot r(y, x_n) \cdot \mathcal{E}(f, f)}.
\]
Letting \( n \to \infty \) implies that for all \( y \in T \) and \( f \in \mathcal{D}(\mathcal{E}) \),
\[
(f(y))^2 \leq 2\text{diam}^{(T,r)}(T) \cdot \mathcal{E}(f,f),
\]
which implies that \( 1_T \notin \mathcal{D}(\mathcal{E}) \) and that \( B \) is transient.

\( \square \)

5.1. **Principal eigenvalue.** In this subsection we give estimates on the principal eigenvalue of the \( \nu \)-Brownian motion on a locally compact and bounded \( \mathbb{R} \)-tree \((T,r)\).

For a closed and non-empty subset \( A \subseteq T \), denote by
\[
\lambda_A(T) := \inf \{ \mathcal{E}(f,f) : f \in \mathcal{D}_A(\mathcal{E}), (f,f)_{\nu} = 1 \}
\]
the principal eigenvalue (with respect to \( A \)).

**Lemma 5.1** (Estimates on the principal eigenvalue). Fix a locally compact and bounded \( \mathbb{R} \)-tree \((T,r)\) and a Radon measure \( \nu \) on \((T,B(T))\). Let \( A \subseteq T \) be a closed, non-empty and connected subset. Assume that \( h^*_{A,x} \), the unique minimizer of \([3.0]\) with \( B := \{x\} \) and \( \alpha = 0 \), exists. Then
\[
\inf_{x \in T} \frac{\text{cap}_A(x)}{(1,T, h^*_{A,x})_{\nu}} \leq \lambda_A(T) \leq \inf_{x \in T} \frac{\text{cap}_A(x)}{(h^*_{A,x}, h^*_{A,x})_{\nu}}.
\]

To prepare the proof we provide characterizations of the principal eigenvalue which are very similar to Lemmas 3.6 and 3.7

**Lemma 5.2** (Characterization of minimizers; Principal eigenvalue). Let \((T,r)\) be a locally compact and bounded \( \mathbb{R} \)-tree, \( \nu \) a Radon measure on \((T,B(T))\), and \( A \subseteq T \) a closed and non-empty subset. \( \lambda_A(T) \) is well defined and \( \lambda_A(T) \) is positive.

(i) For all \( h^* \in \mathcal{D}_A(\mathcal{E}) \) with \((h^*, h^*)_{\nu} = 1\) the following are equivalent.
(a) For all \( g \in \mathcal{D}_A(\mathcal{E}) \), \( \mathcal{E}(h^*,g) = \lambda_A(T)(h^*,g)_{\nu} \).
(b) For all \( h \in \mathcal{D}_A(\mathcal{E}) \) with \((h,h)_{\nu} = 1\), \( \mathcal{E}(h^*,h^*) \leq \mathcal{E}(h,h) \).
(c) \( \mathcal{E}(h^*,h^*) = \lambda_A(T)(h^*,h^*)_{\nu} \).

(ii) \( \lambda_A(T) \) is positive.

(iii) Any minimizer of \([5.3]\) is sign definite.

**Proof.** (i) Fix \( h^* \in \mathcal{D}(\mathcal{E}) \) such that \((h^*, h^*)_{\nu} = 1\).

(b) \( \Rightarrow \) (a). Assume that for all \( h \in \mathcal{D}_A(\mathcal{E}) \setminus \{h^*\} \) with \((h,h)_{\nu} = 1\), \( \mathcal{E}(h^*,h^*) \leq \mathcal{E}(h,h) \). Fix \( g \in \mathcal{D}_A(\mathcal{E}) \), and put \( h^\pm := h^* \pm \varepsilon(g - (h^*,g)_{\nu} \cdot h^*) \). Then \( h^\pm \in \mathcal{D}_A(\mathcal{E}) \), and
\[
\mathcal{E}(h^*,h^*) \leq \mathcal{E}(h^\pm,h^\pm)/(h^\pm,h^\pm)_{\nu}
\]
\[
= \mathcal{E}(h^\pm,h^\pm)/(1 + \varepsilon^2(g,g)_{\nu}^2 - \varepsilon^2(h^*,g)_{\nu}^2).
\]

Hence
\[
\mathcal{E}(h^*,h^*)/(1 + \varepsilon^2(g,g)_{\nu}^2 - \varepsilon^2(h^*,g)_{\nu}^2)
\]
\[
\leq \mathcal{E}(h^*,h^*) + \varepsilon^2\mathcal{E}(g - (h^*,g)_{\nu} \cdot h^*,g - (h^*,g)_{\nu} \cdot h^*)
\]
\[
+ 2\varepsilon\mathcal{E}(g - (h^*,g)_{\nu} \cdot h^*,h^*)
\]
or equivalently,
\[
2|\mathcal{E}(g - (h^*,g)_{\nu} \cdot h^*,h^*)|
\]
\[
\leq \varepsilon\mathcal{E}(g - (h^*,g)_{\nu} \cdot h^*,g - (h^*,g)_{\nu} \cdot h^*)
\]
\[
- \varepsilon(g,g)_{\nu}^2\mathcal{E}(h^*,h^*) + \varepsilon\mathcal{E}(h^*,h^*)(h^*,g)_{\nu}^2.
\]
Letting \( \varepsilon \downarrow 0 \) implies that \( \mathcal{E}(g, h^\dagger) = \lambda_A(T) \cdot (h^\dagger, g)_\nu \), which proves (a) since \( g \in \mathcal{D}_A(\mathcal{E}) \) was chosen arbitrarily.

(a) \( \implies \) (c). Assume (a) holds. Then (c) follows with the particular choice \( g := h^\dagger \).

(c) \( \implies \) (b). This is an immediate consequence of the definition (5.3).

(ii) Transience (2.17) implies \( \lambda_A(T) > 0 \) if \( A \) is non-empty.

(iii) Let \( h^\dagger \) be a minimizer. Let \( S_\pm := \{ x \in T \mid \pm h^\dagger(x) > 0 \} \), and put \( h^\dagger_\pm := \pm 1_{S_\pm} h^\dagger = \pm \frac{h^\dagger \pm |h^\dagger|}{2} \), i.e., \( h^\dagger = h^\dagger_+ - h^\dagger_- \).

To verify that \( h^\dagger \) is sign definite, we proceed by contradiction and assume to the contrary that \( \nu(S_-) \cdot \nu(S_+) > 0 \). In this case we can define

\[
(5.8) \quad \tilde{h} := \frac{(h^\dagger_+, h^\dagger_-)_\nu h^\dagger_+ + (h^\dagger_-, h^\dagger_+)_\nu h^\dagger_-}{\sqrt{2(h^\dagger_+, h^\dagger_-)_\nu(h^\dagger_+, h^\dagger_-)_\nu}}.
\]

It is easy to see that \( \tilde{h} \in \mathcal{D}_A(\mathcal{E}) \) is orthogonal to \( h^\dagger \) and that \((\tilde{h}, \tilde{h})_\nu = 1\).

Orthogonality together with (a) applied on \( g := \tilde{h} \) implies \( \mathcal{E}(h^\dagger, \tilde{h}) = 0 \), while we can also read off from (a) that

\[
0 = \sqrt{2(h^\dagger_+, h^\dagger_-)_\nu(h^\dagger_+, h^\dagger_-)_\nu} \mathcal{E}(h^\dagger, \tilde{h})
\]

\[
= \mathcal{E}(h^\dagger_+ - h^\dagger_-, (h^\dagger_+, h^\dagger_-)_\nu h^\dagger_+ + (h^\dagger_-, h^\dagger_+)_\nu h^\dagger_-)
\]

\[
= 2\lambda_A(T)(h^\dagger_+, h^\dagger_-)_\nu(h^\dagger_+, h^\dagger_-)_\nu.
\]

This, of course, is a contradiction since \( \lambda_A(T) > 0 \).

\[\square\]

**Proof of Lemma 5.1** Let \( \varphi_A \) be a non-negative minimizer of (5.3) and \( g^*_A(\nu, \cdot) \) the unique minimizer of (3.15) with \( \kappa := \nu \) and \( \alpha := 0 \). Then by Lemma 5.2 together with Lemma 3.13

\[
(5.10) \quad \lambda_A(T) = \frac{\mathcal{E}(\varphi_A, g^*_A(\nu, \cdot))}{(\varphi_A, g^*_A(\nu, \cdot))_\nu} = \frac{(\varphi_A, 1_T)_\nu}{(\varphi_A, g^*_A(\nu, \cdot))_\nu} \geq \inf_{x \in T} \left( g^*_A(\nu, x) \right)^{-1}.
\]

Moreover, by Proposition 5.9

\[
(5.11) \quad g^*_A(\nu, x) = \frac{(h^*_A, x, 1_T)_\nu}{\text{cap}_A(x)},
\]

where \( h^*_A, x \) is the unique minimizer of (3.6) with \( \alpha := 0 \). This together with (5.10) implies the lower bound in (5.3).

To obtain the upper bound insert \( f_A, x := h^*_A, x/(h^*_A, x, h^*_A, x)_\nu^{1/2}, x \notin A \), into (5.3). Then for all \( x \in T \setminus \{ A \} \),

\[
(5.12) \quad \lambda_A(T) \leq \mathcal{E}(f_A, x, f_A, x) \leq \frac{\text{cap}_A(x)}{(h^*_A, x, h^*_A, x)_\nu},
\]

which gives the claimed upper bound.

\[\square\]

The following proposition is an immediate consequence for compact \( \mathbb{R} \)-trees. The lower bound in (5.13) has been verified for \( \alpha \)-stable trees in the proof of Lemma 2.1 of [CH10].
**Proposition 5.3.** Fix a compact $\mathbb{R}$-tree and a Radon measure $\nu$ on $(T, \mathcal{B}(T))$. For all $b \in T$,

$$\frac{1}{2 \text{diam}(T \setminus b) \nu(T)} \leq \lambda_b(T) \leq \frac{1}{2} \inf_{x \in T \setminus \{b\}} \left( \nu\{y \in T : x \in [y, b]\} \cdot r(x, b) \right)^{-1}. \quad (5.13)$$

*Proof.* When $A = \{b\}$, the minimizer to (5.6), $h_{b,x}^*$ exists. So the assumptions of Lemma 5.4 and Corollary 3.10 are satisfied. For the lower bound, recall from (5.10) together with Corollary 3.10 that for all $x \in T$ with $x \neq b$,

$$\lambda_b(T) \geq \inf_{x \in T \setminus \{b\}} \left( g_{b,x}^*(\nu, x) \right)^{-1} \quad (5.14)$$

$$= \inf_{x \in T \setminus \{b\}} \left( 2 \int \nu(dy) r(c(x, y, b), b) \right)^{-1}$$

$$\geq \left( 2 \cdot \text{diam}(T, r)(T) \cdot \nu(T) \right)^{-1},$$

as claimed.

For the upper bound, recall from (5.12) together with Proposition 3.5 that

$$\lambda_b(T) \leq \inf_{x \in T \setminus \{b\}} \frac{\text{cap}_b(x)}{(h_{x,b}^*, h_{x,b}^*)_{\nu}} \quad (5.15)$$

$$= \inf_{x \in T \setminus \{b\}} \frac{r(x, b)}{2 \cdot (r(c(\cdot, x, b), b) - r(\Delta, x, b), b))_{\nu}}$$

$$\leq \frac{1}{2} \inf_{x \in T \setminus \{b\}} \left( \nu\{y \in T : x \in [y, b]\} \cdot r(x, b) \right)^{-1},$$

where we have used that for all $x \in T \setminus \{b\}$,

$$\int \nu(dy) r(c(y, x, b), b)^2 \geq \nu\{y \in T : x \in [y, b]\} \cdot r(x, b)^2. \quad (5.16)$$

\[ \square \]

5.2. **Mixing times.** In this subsection we give the proof of Theorem 3 based on estimates of the spectral gap of the process associated with the Dirichlet form.

Denote by

$$\lambda_2(T) := \inf \{ \mathcal{E}(f, f) : f \in \mathcal{D}(\mathcal{E}), (f, f)_{\nu} = 1, (f, 1_T)_{\nu} = 0 \} \quad (5.17)$$

the spectral gap.

Here is a useful characterization of the spectral gap.

**Lemma 5.4** (Characterization of minimizers; Spectral gap). Let $(T, r)$ be a compact $\mathbb{R}$-tree and $\nu$ a Radon measure on $(T, \mathcal{B}(T))$.

(i) For all $h^\dagger \in \mathcal{D}(\mathcal{E})$ with $(h^\dagger, h^\dagger)_{\nu} = 1$ and $(h^\dagger, 1_T)_{\nu} = 0$, the following are equivalent.

(a) For all $g \in \mathcal{D}(\mathcal{E})$ with $(g, 1_T)_{\nu} = 0$, $\mathcal{E}(h^\dagger, g) = \lambda_2(T)(h^\dagger, g)_{\nu}$.

(b) For all $h \in \mathcal{D}(\mathcal{E})$ with $(h, h)_{\nu} = 1$ and $(h, 1_T)_{\nu} = 0$, $\mathcal{E}(h^\dagger, h^\dagger) \leq \mathcal{E}(h, h)$.

(c) $\mathcal{E}(h^\dagger, h^\dagger) = \lambda_2(T)$.

(ii) If $h^\dagger$ is a minimizer to the minimum problem (5.17), then $\lambda_2(T) \geq \lambda_b(T)$ for all $b \in T$ with $h^\dagger(b) = 0$.

*Proof.* (i) The proof is very similar to that of Lemma 5.2. We do not repeat it here.

(ii) Fix $h^\dagger \in \mathcal{D}(\mathcal{E})$ such that $(h^\dagger, h^\dagger)_{\nu} = 1$ and $(h^\dagger, 1_T)_{\nu} = 0$. Let $h^\dagger \in \mathcal{D}(\mathcal{E})$ be a minimizer corresponding to (5.17). Since $(h^\dagger, 1_T)_{\nu} = 0$, the zero set $S_0 :=$
\{x \in T : h^\dagger(x) = 0\} \neq \emptyset. \text{ Moreover, if } b \in S_0, \text{ then } h^\dagger \in \D_b(\E) \text{ and therefore by Definition (5.3), } \lambda_2(T) = \E(h^\dagger, h^\dagger) \geq \lambda_{\{b\}}(T). \qedhere

We close the section with the proof of Theorem 3.

Proof of Theorem 3. Notice first that since \(\nu\)-Brownian motion is recurrent on compact \(\mathbb{R}\)-trees, it is conservative. Consequently, if \((P_t)_{t \geq 0}\) denotes the semigroup, then \(P_t(1_T) = 1_T\) for all \(t \geq 0\). Thus we can conclude by \(\nu\)-symmetry, for all probability measures \(\nu'\) on \((T, \mathcal{B}(T))\) such that \(\nu' \ll \nu\) with \(\frac{d\nu'}{d\nu} \in L^1(\nu')\),

\[
\|\nu' P_t - \frac{\nu'}{\nu(T)}\|_{TV} = \|P_t \frac{d\nu'}{d\nu}(\nu(T) - 1_T)\frac{\nu'}{\nu(T)}\|_{TV} \\
= \|P_t \frac{d\nu'}{d\nu}(\nu(T) - 1_T)\frac{\nu'}{\nu(T)}\|_{TV}.
\]

(5.18)

By Jensen’s inequality, the assumption that \((1_T, f)_\nu = 1\) and the spectral theorem applied to \(P_t\) (see discussion on page 2 in [Wan00] and the references therein),

\[
\|\nu' P_t - \frac{\nu'}{\nu(T)}\|_{TV} \leq \left( \int \frac{d\nu'}{\nu(T)} |P_t(\frac{d\nu'}{d\nu}(\nu(T) - 1_T))|^2 \right)^{1/2} \\
\leq e^{-\lambda_2(T)t}\left( \sqrt{\nu(T)}(1_T, \frac{d\nu'}{d\nu})^{1/2} + 1 \right).
\]

(5.19)

The assertion now follows from (5.13) and Lemma 5.4 (ii). \qedhere

6. Trees with infinite diameter

In this section we consider the \(\nu\)-Brownian motion on a locally compact and unbounded \(\mathbb{R}\)-tree \((T, r)\). We shall give the proof of Theorem 4 which is based on the following criterion for recurrence and transience relating the potential-theoretic and the dynamic approaches in a transparent way. Recall from (1.30) the set \(E_\infty\) of ends at infinity. The following proposition relates transience with a positive capacity between the root and the ends at “infinity”.

Proposition 6.1. Let \((T, r)\) be a locally compact \(\mathbb{R}\)-tree and \(\nu\) a Radon measure on \((T, \mathcal{B}(T))\). Then the following are equivalent.

(a) The \(\nu\)-Brownian motion on \((T, r)\) is recurrent.

(b) \(\text{cap}(\rho) = 0\).

Proof. By Theorem 1.6.3 in [FOT94], \(\nu\) Brownian motion on \((T, r)\) is recurrent if and only if there exists a sequence \((h_k)_{k \in \mathbb{N}}\) in \(\mathcal{D}(\E)\) such that \(h_k \to 1\), \(\nu\)-almost everywhere, and \(\mathcal{E}(h_k, h_k) \to 0\), as \(k \to \infty\).

(b) \(\Rightarrow\) (a): Suppose \(\text{cap}(\rho) = 0\). Then there exists for each \(n \in \mathbb{N}\) a function \(h_n \in \mathcal{D}(\E)\) with \(h_n(\rho) = 1\) and such that \(\mathcal{E}(h_n, h_n) \to 0\), as \(n \to \infty\). By standard \(L^2\)-theory there exists a subsequence \(\nabla h_{n_k} \to 0\), \(\lambda^{(T, r)}\)-almost everywhere, as \(k \to \infty\). As for each \(k \in \mathbb{N}\) and \(x \in T\),

\[
h_{n_k}(x) = 1 + \int_{\rho}^{T} \nabla \mathcal{E}^{T, r} \nabla h_{n_k},
\]

(6.1)

\(h_{n_k} \to 0\) pointwise, as \(k \to \infty\). Thus, \(\nu\)-Brownian motion on \((T, r)\) is recurrent.

(a) \(\Rightarrow\) (b): Suppose \(\nu\)-Brownian motion on \((T, r)\) is recurrent. Then we can choose a sequence \((h_k)_{k \in \mathbb{N}}\) in \(\mathcal{D}(\E)\) such that \(h_k \to 1\), \(\nu\)-almost everywhere, and \(\mathcal{E}(h_k, h_k) \to 0\), as \(k \to \infty\).
Since \( \nu \) is Radon there exists an \( a \in B(\rho,1) \) such that \( h_k(a) \to 1 \), as \( k \to \infty \). As
\[
(6.2) \quad h_k(\rho) = h_k(a) - \int_\rho^a d\lambda^{T,a} \nabla h_{n_k},
\]
the Cauchy-Schwarz inequality implies that
\[
(6.3) \quad |h_k(\rho) - 1| \leq |h_k(a) - 1| + 2E(h_k, h_k).
\]

Therefore \( h_k(\rho) \to 1 \), as \( k \to \infty \). Consequently, we can assume without loss of generality that \( h_k(\rho) > 0 \), for all \( k \in \mathbb{N} \). Put \( f_k := \frac{h_k}{h_k(\rho)} \). It is easy to verify that \( f_k \in \mathcal{D}(\mathcal{E}) \) with \( f_k(\rho) = 1 \) and such that \( \mathcal{E}(f_k, f_k) \to 0 \), as \( k \to \infty \). This implies that \( \text{cap}(\rho) = 0 \).

We conclude this section with the proof of Theorem 4.

**Proof of Theorem 4.** (i) Recall from (1.30) and (1.32) the set \( E_\infty \) of ends at infinity equipped with the distance \( \bar{r} \), and from (1.34) the 1-dimensional Hausdorff measure \( \mathcal{H}^1 \) on \( (E_\infty, \bar{r}) \). Assume that \( (T, r, \nu) \) is such that
\[
(6.4) \quad \mathcal{H}^1(E_\infty, \bar{r}) < \infty.
\]

Then for all \( \varepsilon \in (0,1) \), there exists a disjoint finite covering of \( E_\infty \) by sets \( E_i \subseteq E_\infty \), \( i = 1, \ldots, m = m(\varepsilon) \), with \( \text{diam}(E_\infty, \bar{r})(E_i) \leq \varepsilon \) and furthermore the sequence can be chosen so that
\[
(6.5) \quad \lim_{\varepsilon \to 0} \sum_{i=1}^{m(\varepsilon)} \text{diam}(E_\infty, \bar{r})(E_i) < \infty.
\]

For each such collection a so-called finite cut set \( \{x_n : n = 1, \ldots, m = m(\varepsilon)\} \) in \( T \) is given by letting \( x_i := \min E_i \). Note that \( \text{diam}(E_\infty, \bar{r})(E_i) \leq \varepsilon \) if and only if \( r(\rho, x_i) \geq \varepsilon^{-1} \). Let \( y_i \in T \) be such that \( y_i \in [\rho, x_i] \) and \( r(\rho, y_i) = \frac{r(\rho, x_i)}{2} \). Put \( V := \{x_i, y_i : i = 1, 2, \ldots, m(\varepsilon)\} \), and recall from (1.1) the set \( D(V) \) of the closure of the connected components of \( T \setminus V \). As before, for all \( W \in D(V) \), let \( \partial W := W \cap V \). For any \( p, q \in T \) with \( p \neq q \), let \( h_{p,q}^* \) be the minimizer of (3.6) with \( \alpha := 0 \), \( A := \{q\} \) and \( B := \{p\} \). For each \( \varepsilon > 0 \), let
\[
(6.6) \quad h_\varepsilon(x) := \sum_{i=1}^{m(\varepsilon)} 1_{W_{x_i, y_i}} \cdot h_{y_i, x_i}^* + 1_{T \setminus \cup_{i=1}^{m(\varepsilon)} (W_{x_i, y_i} \cup E_i)}.
\]

Since \( \{E_i : i = 1, \ldots, m\} \) cover \( E_\infty \), the support of \( h_\varepsilon \) is a compact set, and therefore in particular, \( h_\varepsilon \in \mathcal{D}(\mathcal{E}) \). Furthermore,
\[
\mathcal{E}(h_\varepsilon, h_\varepsilon) = \frac{1}{2} \int d\lambda^{(T,\bar{r})}(\nabla h_\varepsilon)^2
\]
\[
= \frac{1}{2} \sum_{i=1}^{m(\varepsilon)} (r(y_i, x_i))^{-1}
= \sum_{i=1}^{m(\varepsilon)} (r(\rho, x_i))^{-1}
= \sum_{i=1}^{m(\varepsilon)} \text{diam}(E_\infty, \bar{r})(E_i).
\]

In particular, \( h_\varepsilon \in \mathcal{D}(\mathcal{E}) \) and \( \limsup_{\varepsilon \to 0} \int d\lambda^{(T,\bar{r})}(\nabla h_\varepsilon)^2 < \infty \) by (6.5). Moreover, \( h_\varepsilon \to 1_T \), as \( \varepsilon \to 0 \), and an application of Hölder’s inequality will yield that \( h_\varepsilon \)
is $\mathcal{E}$-Cauchy. Therefore $h_\varepsilon \to \mathbf{1}_T$ in $\mathcal{E}_1$ as $\varepsilon \to 0$. That is, $\mathbf{1}_T \in \bar{D}(\mathcal{E})$ and therefore the $\nu$-Brownian motion is recurrent.

(ii) Next assume that $\dim_H(E_\infty, \pi) > 1$. Then by the converse of Frostman’s energy theorem (compare, e.g., Theorem 4.13(ii) in [Fal93]) there exists $\pi \in \mathcal{M}_1(E_\infty)$ with $\mathcal{E}(\pi, \pi) < \infty$, and hence $\text{res}_\rho < \infty$. Thus $\nu$-Brownian motion is transient by Proposition 6.1 together with Proposition 3.12.

7. Connection to the discrete world (Proof of Theorem 5)

In this section we give the proof of Theorem 5. It will be concluded from Theorem 4 by considering the embedded Markov chains. For that, notice that we can associate any weighted discrete tree $(V, \{r_{x,y} : x, y \in V\})$ with the following locally compact $\mathbb{R}$-tree: fix a root $\rho \in V$ and introduce the metric $r_V(x, y) = \sum_{e \in [x,y]} r_e$, $x, y \in V$, where $[x,y]$ is the set of edges of the self-avoiding path connecting $x$ and $y$. Notice that $(V, r_V)$ is a 0-hyperbolic space, or equivalently, $r(v_1, v_2) + r(v_3, v_4) \leq \max\{r(v_1, v_3) + r(v_2, v_4); r(v_1, v_4) + r(v_2, v_3)\}$ for all $v_1, v_2, v_3, v_4 \in V$. By Theorem 3.38 in [Lva06] we can find a smallest $\mathbb{R}$-tree $(T, r)$ such that $r(x, y) = r_V(x, y)$ for all $x, y \in V$. The following lemma complements the latter to a one-to-one correspondence between rooted weighted discrete trees and rooted $\mathbb{R}$-trees.

Lemma 7.1 (Locally compact $\mathbb{R}$-trees induce weighted discrete trees). Let $(T, r, \rho)$ be a locally compact rooted $\mathbb{R}$-tree which is spanned by its ends at infinity. Then the following holds:

(i) All $x \in T$ are of finite degree, i.e., the number of connected components of $T \setminus \{x\}$ is finite.

(ii) Any ball contains only finitely many branch points, i.e., points of degree as least 3.

In particular, $\lambda(T,r)(B(\rho,n)) < \infty$, for all $n \in \mathbb{N}$.

Remark 7.2 (Locally compact $\mathbb{R}$-trees induce weighted discrete trees). Given a locally compact rooted $\mathbb{R}$-tree which is spanned by its ends at infinity, let $V$ be the set of branch points in $(T, r)$ and $r_{\{x,y\}} = r_{x,y}$ for all $x, y \in V$ such that $[x,y] \cap V = \emptyset$. Obviously, $(V, \{r_{x,y} : x, y \in V\})$ is a weighted discrete tree.

Proof. Recall from Lemma 5.9 in [Kig05] that in a locally compact and complete metric space all closed balls are compact.

(i) We give an indirect proof and assume to the contrary that $x \in T$ is a point of infinite degree. Then $T \setminus \{x\}$ decomposes in at least countably many connected components, $T_1, T_2, \ldots$ with only leaves in infinite distance to the root, i.e., $T_n = T_n^0$. We can therefore pick points $\{y_1, y_2, \ldots\}$ with $y_i \in T_i$ and $r(x, y_i) = 1$, $i = 1, \ldots$ Thus the mutual distance between any two of $\{y_1, y_2, \ldots\} \subseteq B(\rho, r(\rho, x) + 2)$ is 2. This implies that the closed ball $B(\rho, r(\rho, x) + 2)$ cannot be compact. The latter, however, contradicts the local compactness of $(T, r)$.

(ii) Let $n \in \mathbb{N}$ be arbitrary. Assume that $B(\rho, n)$ contains an infinite sequence of mutually distinct branch points $\{y_1, y_2, \ldots\}$. Since the closed ball $B(\rho, n)$ is compact, we can find a subsequence $(n_k)_{k \in \mathbb{N}}$ and a limit point $y \in B(\rho, n)$ such that $y_{n_k} \to y$, as $k \to \infty$. Fix $\varepsilon \in (0, \frac{\pi}{2})$. Then there is $K = K(\varepsilon)$ such that $y_{n_k} \in B(y, \varepsilon)$ for all $k \geq K$. Moreover, we can pick for any $k \geq K$ a point $z_{n_k}$ such that $y_{n_k} \in [\rho, z_{n_k}]$, $r(y_{n_k}, z_{n_k}) = \varepsilon$ and $r(z_{n_k}, z_{n_l}) \geq 2\varepsilon$ for all $l \neq k \geq K$. This,
which is spanned by its ends at infinity and the following lemma.

Combining the two facts, we can upper estimate \( \lambda(T,r)(B(\rho, n)) \) by \( n \) times the number of branch points in \( \lambda(T,r)(B(\rho, n)) \) times their maximal degree times \( n \). This finishes the proof. \( \square \)

It follows immediately that \( \lambda(T,r) \)-Brownian motion \( B := (B_t)_{t \geq 0} \) is well defined on locally compact \( \mathbb{R} \)-trees \((T, r)\) which are spanned by their ends at infinity. Let \( (V, \{r_{x,y} : x, y \in V\}) \) be the corresponding weighted discrete tree.

**Lemma 7.3** (Embedded Markov chain). Let \((T, r)\) be a locally compact \( \mathbb{R} \)-tree which is spanned by its ends at infinity and \( B := (B_t)_{t \geq 0} \) the \( \lambda(T,r) \)-Brownian motion on \((T, r)\). We introduce \( \tau_0 := \inf\{t \geq 0 : B_t \in V \} \), and put \( Y_0 := B_{\tau_0} \). Then define recursively for all \( n \in \mathbb{N} \),

\[
\tau_n := \inf \{t > \tau_{n-1} | B_t \in V \setminus \{X_{n-1}\}\}
\]

and put

\[
Y_n := B_{\tau_n}.
\]

Then the stochastic process \( Y = (Y_n)_{n \in \mathbb{N}} \) is a weighted Markov chain on the weighted, discrete tree \((V, \{r_{x,y} : x, y \in V\})\).

One can perhaps use the “Trace Theorem”, Theorem 6.2.1 in [FOT94], to prove the above lemma, but we present a direct proof instead. As a preparation, we state the following lemma.

**Lemma 7.4** (Hitting times). Fix a locally compact \( \mathbb{R} \)-tree \((T, r)\) spanned by its ends at infinity and a Radon measure \( \nu \) on \((T, B(T))\). Let \( B := ((B_t)_{t \geq 0}, (P^x)_{x \in T}) \) be the continuous \( \nu \)-symmetric strong Markov process on \((T, r)\) whose Dirichlet form is \((\mathcal{E}, D(\mathcal{E}))\). Consider a branch point \( x \in T \) and the finite family \( \{x_1, \ldots, x_n\} \in T \), for some \( n \in \mathbb{N} \), of all branch points adjacent to \( x \), i.e., \( r(x_i, x_j) = r(x_i, x) + r(x, x_j) \), for all \( 1 \leq i < j \leq n \) and for all \( i = 1, \ldots, n \) the open arc \([x_i, x]\) does not contain further branch points. Then the following holds:

(i) \( \mathbb{P}^x \{ \bigwedge_{i=1}^n \tau_{x_i} < \infty \} = 1 \).

(ii) For all \( 1 \leq i < j \leq n \) and all \( x \) in the subtree spanned by \( \{x_1, \ldots, x_n\} \),

\[
\mathbb{P}^x \{ \tau = \tau_{x_i} \} = \frac{(r(x_i, x))^{-1}}{\sum_{j=1}^n (r(x_j, x))^{-1}}.
\]

**Proof of Lemma 7.4** Let \((T, r), \nu, n \in \mathbb{N}\), and \( x_1, \ldots, x_n \) be as by assumption.

(i) Let \( D \) be the compact subtree formed by \( x \) along with \( x_1, \ldots, x_n \), and \( \tau_D \) denote the exit time of \( B \) from \( D \), i.e. \( \tau_D := \bigwedge_{i=1}^n \tau_{x_i} \). Reasoning as in the proof of Proposition 1.9 it follows that

\[
\mathbb{E}^x \left[ \int_0^{\tau_D} ds f(B_s) \right] = \int_D \nu(dy) g_D^*(x, y) f(y)
\]

whenever \( f \in L^1(\nu) \) and \( g_D^*(x, \cdot) \) is the Green kernel as defined in Definition 3.8. As \( D \) is a non-empty compact subset of \( T \), \( g_D^*(x, \cdot) \) is a bounded function on \( D \). The result follows if we choose specifically \( f := 1 \).

(ii) By Lemma 7.4, we can choose for all \( i = 1, \ldots, n \) a finite set \( V_i \subset T \) such that for all \( v \in V_i \), \( x_i \in [v, x] \) and \( v, x \) does not contain any branch points. Then define for all \( i = 1, \ldots, n \) a function \( h_i : T \to [0,1] \) by the following requirements:
\[ h_i(x_i) = 1, \quad h_i(x) := \frac{(r(x_i, x))^1}{\sum_{j=1}^n (r(x_j, x))}, \]  
\[ h_i \text{ is supported on the subtree spanned by } V_i \cup \{x_1, \ldots, x_n\} \setminus \{x_i\}, \]  
\[ \text{and is linear on the arcs } [x, x_j], \text{ for all } j = 1, \ldots, n, \text{ and } [v, x_i] \]  
\[ \text{for all } v \in V_i. \]  
Obviously, \[ h_i \in \mathcal{L}_{V_i \cup \{x_1, \ldots, x_n\} \setminus \{x_i, x_i\}}. \]  
Moreover, if we choose \( x \) as the root,

\[
(7.5) \quad \nabla h_i := \sum_{v \in V_i} h_i(v) - h_i(x_i) \frac{1}{r(x_i, v)} - h_i(x) \frac{1}{r(x_i, x)} + \sum_{j=1, j \neq i}^n h_i(x_j) - h_i(x) \frac{1}{r(x_i, x_j)} 1_{[x, x_j]}
\]

\[
= - \sum_{v \in V_i} r^{-1}(x_i, v) 1_{[v, x_i]} + \sum_{j=1, j \neq i}^n \frac{r(x_j, x) - 1}{r(x, x_j) \sum_{j=1}^n (r(x_j, x))^{-1}} 1_{[x, x_j]}
\]

Hence, for all \( g \in \mathcal{D}_{V_i \cup \{x_1, \ldots, x_n\}}(E) \),

\[
\mathcal{E}(h_i, g) = \frac{1}{2} \sum_{v \in V_i} r^{-1}(x_i, v)(g(x_i) - g(v))
\]

\[
+ \frac{1}{2} \sum_{j=1, j \neq i}^n \frac{r(x_j, x) - 1}{r(x, x_j) \sum_{j=1}^n (r(x_j, x))^{-1}} (g(x_i) - g(x))
\]

\[
+ \frac{1}{2} \sum_{j=1, j \neq i}^n \frac{r(x_j, x) - 1}{r(x, x_j) \sum_{j=1}^n (r(x_j, x))^{-1}} (g(x) - g(x_j)) = 0.
\]

By part(i) of Proposition 7.6, this identifies \( h_i \) as the unique minimizer of \( \mathcal{E} \) with \( \alpha = 0 \), \( A := V_i \cup \{x_1, \ldots, x_n\} \setminus \{x_i\} \) and \( B := \{x_i\} \). Hence we can conclude similarly as in the proof of Proposition 7.3 that for all \( i \in \{1, \ldots, n\} \), the process \( Y_t^i := h_i(B_t) \) is a bounded martingale, thus by the optional sampling theorem applied with \( \tau := \tau_1 \wedge \ldots \wedge \tau_{x_n} < \infty \), \( P^x \)-almost surely. Thus

\[
(7.7) \quad \sum_{j=1}^n \frac{r(x_j, x)}{r(x, x_j) \sum_{j=1}^n (r(x_j, x))^{-1}} = \mathbb{E}^x[Y^i_0] = \mathbb{E}^x[Y^i_\tau] = \mathbb{P}^x\{\tau = \tau_{x_i}\},
\]

for all \( i = 1, \ldots, n \) and the claim follows. \( \square \)

**Proof of Lemma 7.8** Without loss of generality, we may assume that \( B_0 = x \) is a branch point. Fix a vertex \( x \in V \) and let \( x_1, \ldots, x_k \in V \) be the collection of all vertices incident to \( x \). It suffices to prove for \( \tau := \tau_{x_1} \wedge \ldots \wedge \tau_{x_k} \) and all \( i \leq k \),

\[
(7.8) \quad \mathbb{P}^x\{\tau_{x_i} = \tau\} = (r(x_i, x) \pi(x))^{-1},
\]

where \( \pi(x) := \sum_{x' \sim x} \frac{1}{r(x, x')} \), which is the claim of Lemma 7.4 \( \square \)

We conclude this section by giving the proof of Theorem 5.

**Proof of Theorem 5.** By Remark 7.2 we can construct a locally compact \( \mathbb{R} \)-tree which is spanned by its leaves at infinity and with branch points in \( V \) such that on \( V \) its metric coincides with \( r \). The assertion now follows from the previous lemma in combination with Theorem 4. \( \square \)
8. Examples and diffusions with more general scale function

As suggested by Proposition 1.9, \( \nu \)-Brownian motion can be thought of as a diffusion on a natural scale with speed measure \( \nu \). We begin by listing a couple of examples, which can be found in the literature:

**Example 8.1** (Time-changed Brownian motion on (subsets of) \( \mathbb{R} \)). Let \(-\infty \leq a < b \leq \infty \) and let the \( \mathbb{R} \)-trees \((T, r)\) be \( (a, b), [a, b), (a, b] \) or \([a, b]\) equipped with the Euclidean distance. Consider the solution of the stochastic differential equation

\[
\text{(8.1)} \quad dX_t = \sqrt{a(X_t)} dB_t,
\]

where \( B := (B_t)_{t \geq 0} \) is standard Brownian motion on the real line and \( a: T \to \mathbb{R}_+ \) is a measurable function such that

\[
\text{(8.2)} \quad \nu(dx) := \frac{1}{a(x)} dx
\]
defines a Radon measure on \((T, \mathcal{B}(T))\). It is well known that under \( \text{(8.2)} \), the equation \( \text{(8.1)} \) has a unique weak solution \( X := (X_t)_{t \geq 0} \) whose Dirichlet form is given by \( \text{(1.17)} \) with domain \( D(E) := L^2(\nu) \cap A_{\mathbb{R}} \), where \( A_{\mathbb{R}} \) is the space of absolutely continuous functions that vanish at infinity. □

A less standard example is the Brownian motion on the CRT.

**Example 8.2** (\( \nu \)-Brownian motion on the CRT). Let \((T, r)\) be the CRT coded as an \( \mathbb{R} \)-tree. That is, let \( B_{\text{exc}} \) denote a standard Brownian excursion on \([0, 1]\). Define an equivalence relation \( \sim \) on \([0, 1]\) by letting

\[
\text{(8.3)} \quad u \sim v \quad \text{iff} \quad B_{\text{exc}}^u = B_{\text{exc}}^v = \inf_{u' \in [u \wedge v, u \vee v]} B_{\text{exc}}^{u'}.
\]

Consider the following pseudo-metric on the quotient space \( T := [0, 1] |\sim|: \n
\[
\text{(8.4)} \quad r(u, v) := 2 \cdot B_{\text{exc}}^u + 2 \cdot B_{\text{exc}}^v - 4 \cdot B_{\text{exc}}^{u'} = \inf_{u' \in [u \wedge v, u \vee v]} B_{\text{exc}}^{u'}.
\]

By Lemma 3.1 in [EPW06] the CRT is compact, almost surely, and thus \( \nu \)-Brownian motion exists if \( \nu \) is a finite measure on \((T, \mathcal{B}(T))\) with \( \text{supp}(\nu) = T \). The following two choices for \( \nu \) can be found in the literature.

- In [Kre95], first an enumerated countable dense subset \( \{e_1, e_2, \ldots\} \) of the set \( T \setminus T^0 \) of boundary points is fixed, and then \( \nu \) is chosen to be \( \nu := \sum_{i=1}^{\infty} 2^{-i} \lambda_{[\rho, e_i]} \).
- In [Cro08b, Cro08a], \( \nu \) is chosen to be the uniform distribution on \((T, r)\) defined as the pushforward of the Lebesgue measure on \([0, 1]\) under the map which sends \( u \in [0, 1] |\sim| \) into the CRT as coded above. □

In this section we consider diffusions that are not on a natural scale. That is, we look for conditions on a measure \( \mu \) on \((T, \mathcal{B}(T))\) such that the form

\[
\mathcal{E}(f, g) := \frac{1}{2} \int \mu(dz) \nabla f(z) \nabla g(z)
\]

for all \( f, g \in \mathcal{D}(\mathcal{E}) \) with the same domain \( \mathcal{D}(\mathcal{E}) \) as before (compare \( \text{(1.16)} \)) again defines a regular Dirichlet form. If this is the case we would like to refer to the corresponding diffusion as \((\mu, \nu)\)-Brownian motion.
Example 8.3 (Diffusion on $\mathbb{R}$). Let $X := (X_t)_{t \geq 0}$ be the diffusion on $\mathbb{R}$ with differentiable scale function $s : \mathbb{R} \to \mathbb{R}_+$ and speed measure $\nu : B(\mathbb{R}) \to \mathbb{R}_+$. Then $X$ is the continuous strong Markov process associated with the Dirichlet form

$$\mathcal{E}(f, g) := \frac{1}{2} \int \frac{dz}{s^2(z)} \cdot f'(z) \cdot g'(z)$$

for all $f, g \in L^2(\nu) \cap A_{\mathbb{R}}$ such that $\mathcal{E}(f, g) < \infty$ with $A_{\mathbb{R}}$ denoting the set of all absolutely continuous functions which vanish at infinity.

It is well known for regular diffusions that one can do a “scale change” resulting in a diffusion on the natural scale. For that purpose, for all $x, y \in \mathbb{R}$, let

$$r_s(x, y) := \int_{\{x \land y, x \lor y\}} dz \cdot s'(z).$$

It is easy to see that $(\mathbb{R}, r_s)$ is isometric to a connected subset of $\mathbb{R}$ and therefore a locally compact $\mathbb{R}$-tree which has length measure $d\lambda(\mathbb{R}, r_s) = s'(x) \, dx$. We find that

$$\mathcal{E}(f, g) = \frac{1}{2} \int \frac{dz}{s^2(z)} (s'(z) \nabla_r f(z)) \cdot (s'(z) \nabla_r g(z))$$

where $f, g \in L^2(\nu) \cap A_{\mathbb{R}}$ such that $\mathcal{E}(f, g) < \infty$. This implies that the $\nu$-Brownian motion, $B^s$, on $(\mathbb{R}, r_s)$ has the same distribution as $X$ on $(\mathbb{R}, | \cdot |)$. Moreover, Theorems 2 and 3 imply that $X$ is recurrent iff $\int_0^\infty dy \, s(y) = \infty$ and $\int_{-\infty}^0 dy \, s(y) = \infty$.

Specifically, if $X_t^c = B_t + c \cdot t$ is the (standard) Brownian motion on $\mathbb{R}$ with drift $c \in \mathbb{R}$, then its scale function is $s(x) := \int_0^x e^{-2cy} \, dy$ and its speed measure is $\nu(dx) := e^{2cx} \, dx$. Thus with the choice

$$r_c(x, y) := \frac{1}{2c} e^{-2cx} \wedge y (1 - e^{-2c(y - x)}),$$

for all $x, y \in \mathbb{R}$, $X^c$ on $(\mathbb{R}, | \cdot |)$ has the same distribution as $e^{2cx} \, dx$-Brownian motion on $(\mathbb{R}, r_c)$. Since $(\mathbb{R}, r_c)$ is isometric to $(\frac{1}{2c}, \infty)$ if $c < 0$ and $(-\infty, \frac{1}{2c})$ if $c > 0$, $X^c$ is recurrent iff $c = 0$.

We want to formalize the notion of a “scale change” discussed in Example 8.3 on general separable $\mathbb{R}$-trees $(T, r)$, and we consider a method by which we could construct diffusions on $(T, r)$ which are not necessarily on natural scale.

Assume we are given a separable $\mathbb{R}$-tree $(T, r)$, a Radon measure $\nu$ on $(T, B(T))$ and a further measure $\mu$ on $(T, B(T))$ which is absolutely continuous with density $e^{-2\phi}$ with respect to the length measure $\lambda(T, r)$. Define the form $(\mathcal{E}, D(\mathcal{E}))$ with $\mathcal{E}$ as in [85] and $D(\mathcal{E})$ as in [11, 16]. In the following we will refer to a potential as a function $\phi : T \to \mathbb{R}$ such that for all $a, b \in T$,

$$r_\phi(a, b) := \int_{[a, b]} \lambda(T, r)(dx) \cdot e^{-2\phi(x)} < \infty,$$

for all $a, b \in T$, an implicit assumption in the definition being that the function $\phi$ has enough regularity for the integral above to make sense.

It is easy to check that $r_\phi$ is a metric on $T$ which generates the same topology as $r$ and that the metric space $(T, r_\phi)$ is also an $\mathbb{R}$-tree. If the potential $\phi$ is such that the $\mathbb{R}$-tree $(T, r_\phi)$ is locally compact, then $(\mathcal{E}, D(\mathcal{E}))$ is a regular Dirichlet form, and
the corresponding \((\mu, \nu)\)-Brownian motion on \((T, r)\) agrees in law with \(\nu\)-Brownian motion on \((T, r_\phi)\).

We close this section with the example of a diffusion which is extensively studied in \[\text{Eva00}\].

**Example 8.4** (Evans’s Brownian motion on THE \(\mathbb{R}\)-tree). In \[\text{Eva00}\], Evans constructs a continuous path Markov process on the “richest” \(\mathbb{R}\)-tree, which branches “everywhere” in “all possible” directions. More formally, consider the set \(T\) of all bounded subsets of \(\mathbb{R}\) that contain their supremum. Denote for all \(A, B \in T\) by

\[
\tau(A, B) := \sup\left\{ t \leq \sup(A) \wedge \sup(B) : (A \cap (-\infty, t]) \cup \{t\} = (B \cap (-\infty, t]) \cup \{t\} \right\}
\]

the “generation” at which the lineages of \(A\) and \(B\) diverge, and put

\[
r(A, B) := \sup(A) + \sup(B) - 2 \cdot \tau(A, B).
\]

Then \((T, r)\) is an \(\mathbb{R}\)-tree which is spanned by its ends at “infinity”. Note that \((T, r)\) is not locally compact.

Suppose that \(\mu\) is a \(\sigma\)-finite Borel measure on \(E_\infty\) such that \(0 < \mu(B) < \infty\) for every ball \(B\) in the metric \(\bar{r}(\xi, \eta) := 2^{-\sup(\xi \wedge \eta)}\). In particular, the support of \(\mu\) is all of \(E_\infty\). Distinguish an element \(\rho \in E_\infty\). The “root” \(\rho\) defines a partial order on \((T, r)\) in a canonical way by saying that \(x \leq y\) if \(x \in [\rho, y]\). For each \(x \in T\), denote by \(S^x := \{\xi \in E_\infty : x \in [\rho, \xi]\}\), and consider the measure \(\nu(dx) := \mu(S^x)\lambda^{T, r}(dx)\).

It was shown in Section 5 in \[\text{Eva00}\] that the measure \(\nu\) is Radon. Moreover, a continuous path Markov process was constructed which is a \((\nu, \nu)\)-Brownian motion on \((T, r)\) in our notion. Hence if \(\int_a^b d\lambda^{(T, r)}(\mu(S^x))^{-1} < \infty\), for all \(a, b \in T\), and if \((T, r_{\text{natural}})\) is locally compact, where

\[
r_{\text{natural}}(x, y) := \int_{[x \wedge y, x \vee y]} \frac{\lambda^{(T, r)}(dz)}{\mu(S^z)}, \quad z \in T,
\]

then its law is the same as that of \(\nu\)-Brownian motion on \((T, r_{\text{natural}})\). \(\square\)
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