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SENSITIVITY, PROXIMAL EXTENSION AND HIGHER ORDER

ALMOST AUTOMORPHY

XIANGDONG YE AND TAO YU

Abstract. Let (X,T ) be a topological dynamical system, and F be a family of
subsets of Z+. (X,T ) is strongly F-sensitive if there is δ > 0 such that for each
non-empty open subset U there are x, y ∈ U with {n ∈ Z+ : d(Tnx, Tny) >
δ} ∈ F. Let Ft (resp. Fip, Ffip) consist of thick sets (resp. IP-sets, subsets
containing arbitrarily long finite IP-sets).

The following Auslander-Yorke’s type dichotomy theorems are obtained:
(1) a minimal system is either strongly Ffip-sensitive or an almost one-to-one
extension of its ∞-step nilfactor; (2) a minimal system is either strongly Fip-
sensitive or an almost one-to-one extension of its maximal distal factor; (3) a
minimal system is either strongly Ft-sensitive or a proximal extension of its
maximal distal factor.

1. Introduction

Throughout this paper (X,T ) denotes a topological dynamical system (t.d.s. for
short), where X is a compact metric space, and T : X → X is continuous and
surjective. In this section, we first discuss the motivations of our research and then
state the main results of the article.

The notion of sensitivity (sensitive dependence on initial conditions) was first
used by Ruelle [31]. It is in the kernel of the definition of Devaney’s chaos. Ac-
cording to Auslander and Yorke [5] a t.d.s. (X,T ) is called sensitive if there exists
δ > 0 such that for every x ∈ X and every neighborhood Ux of x, there exist y ∈ Ux

and n ∈ N with d(Tnx, Tny) > δ. For a t.d.s. (X,T ), δ > 0 and an opene (open
and non-empty) subset U ⊂ X, put

N(δ, U)={n ∈ N : ∃x, y ∈ U with d(Tnx, Tny) > δ}={n ∈ N : diam(Tn(U)) > δ}.
Then it is easy to see that (X,T ) is sensitive if and only if there exists δ > 0 such
that N(δ, U) �= ∅ for each opene subset U . A t.d.s. (X,T ) is called equicontinuous
if for every ε > 0 there is a δ > 0 such that whenever x, y ∈ X with d(x, y) < δ,
then d(Tnx, Tny) < ε for n ∈ N. Auslander and Yorke [5] proved the following
dichotomy theorem: a minimal system is either equicontinuous or sensitive. A
similar result obtained by Glasner and Weiss [17] states that: a transitive system
is either almost equicontinuous or sensitive.

There have been several attempts to generalize the notion of sensitivity. Akin
and Kolyada [1] introduced the notion of Li-Yorke sensitivity, combining the two
well known notions (sensitivity and Li-Yorke chaos) together. The study of sen-
sitivity related to families of non-negative integers was initiated by Moothathu
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in [30]. Let F be a family. Recall that according to [30] (X,T ) is F-sensitive if
there is δ > 0 such that for any opene subset U , N(δ, U) ∈ F. F-sensitivity for
some families was discussed in [7, 21, 25, 27, 28, 30]. It is known that for a minimal
system {thick}-sensitivity is equivalent to {thickly syndetic}-sensitivity [28]. Very
recently, a striking result obtained by Huang, Kolyada and Zhang [21, Theorem 3.1]
states that: a minimal system is either {thick}-sensitive or an almost one-to-one
extension of its maximal equicontinuous factor.

It is clear that when (X,T ) is F-sensitive, then for n ∈ N(δ, U), there are
xn, yn ∈ U such that d(Tnxn, T

nyn) > δ. If we require all xn (resp. yn) are equal,
then it leads the notion of strong F-sensitivity which will be studied in detail in the
paper. Recall that (X,T ) is strongly F-sensitive if there is δ > 0 such that for each
non-empty open subset U there are x, y ∈ U with {n ∈ Z+ : d(Tnx, Tny) > δ} ∈ F,
where F is a family of subsets of Z+. We remark that some notions of sensitivity
similar to the strong sensitivity were studied in [7, 26], which appear naturally
when studying mean equicontinuity. It was shown that a minimal system is either
mean-sensitive, or mean equicontinuous.

When investigating strong sensitivity we find that for some families F the require-
ment of all xn or yn being equal is too strong. So in this paper we also introduce
a notion of sensitivity related to a family F, called block F-sensitivity. Roughly
speaking, in this definition we require xn (resp. yn) to be equal for a sequence of
arbitrarily long finite segments from the family F. For example, a t.d.s. (X,T )
is called block {thick}-sensitive (resp. block {IP}-sensitive) if there is δ > 0 such
that for each x ∈ X, every neighborhood Ux of x and l ∈ N there are yl ∈ Ux with
{n ∈ Z+ : d(Tnx, Tnyl) > δ} containing {m+1, . . . ,m+ l} for some m = m(l) ∈ N

(resp. a finite IP-set of length at least l). Thus

strong F−sensitivity ⊂ block F − sensitivity ⊂ F − sensitivity.

In this paper first we investigate F-sensitivity to warm up. Then we study
block F-sensitivity and some related strong F-sensitivity notions for some families.
Finally we will focus on strong F-sensitivity. Note that for a minimal system we use
Xeq, X∞ and XD to denote the maximal equicontinuous factor, the maximal ∞-
step nilfactor and the maximal distal factor of X respectively (for the definitions see
Section 2). It is very interesting that for some well known families strong sensitivity
for the family is closely related to other well known dynamical properties.

The main results of the paper are:

Theorem A. Let (X,T ) be a minimal system. Then the following conditions are
equivalent:

(1) (X,T ) is block Ft-sensitive;
(2) π : X → Xeq is not proximal.

Theorem B. Let (X,T ) be an invertible minimal system. Then the following
statements are equivalent:

(1) (X,T ) is strongly Ffip-sensitive;
(2) (X,T ) is block Fip-sensitive;
(3) π : X −→ X∞ is not almost one-to-one.
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Theorem C. Let (X,T ) be a minimal system. Then the following conditions are
equivalent:

(1) (X,T ) is strongly Fip-sensitive;
(2) π : X → XD is not almost one-to-one.

Theorem D. Let (X,T ) be a minimal system. Then the following conditions are
equivalent:

(1) (X,T ) is strongly Ft-sensitive;
(2) π : X → XD is not proximal.

From Theorem B it is natural to ask if we can find some family F such that
strong F-sensitivity is related to a d-step almost automorphy (see Section 5.2 for
the definitions of the families appearing below), d ∈ N. This leads us to study strong
FPoind

-sensitivity (where FPoind
is the family of all d-step Poincaré sequences) for

d ∈ N. We show that if a minimal t.d.s. (X,T ) is strongly FPoind
-sensitive, then

π : X −→ Xd is not an almost one-to-one extension (Theorem 5.19), where Xd

is the maximal d-step nilfactor of X. Examples show that the converse statement
does not hold (see Example 5.22). It is an interesting open question to find a family
F such that for any minimal system (X,T ), (X,T ) is strongly F-sensitive if and
only if π : X −→ X∞ is not proximal.

For a minimal system, Table 1 gives the details of results obtained in the paper
(the results related to sensitivity are essentially obtained in [21]).

Table 1. Relationships

not strongly sensitive not block sensitive not sensitive
Ft proximal extension of the

maximal distal factor
proximal extension of
maximal equi. factor

almost auto-
morphy

Fip almost one-to-one exten-
sion of maximal distal fac-
tor

∞-step almost automor-
phy

almost auto-
morphy

Ffip ∞-step almost automor-
phy

∞-step almost automor-
phy

almost auto-
morphy

We remark that when defining strong sensitivity, except for the definition given
before one may define strong F-sensitivity as follows: if there is δ > 0 such that
for each x ∈ X and each neighborhood U of x, there is y ∈ U with {n ∈ Z+ :
d(Tnx, Tny) > δ} ∈ F. It is easy to see that the two definitions coincide when F

has the Ramsey property. We also remark that since any sensitive minimal system
is strongly {syndetic}-sensitive [30], we know that if a family F contains the set
of all syndetic subsets, then for a minimal system strong F-sensitivity is equivalent
to sensitivity. This fact restricts the families when we consider strong F-sensitivity
and try to obtain new results, and also explains the reason why we choose Ft, Fip,
and Ffip et al. to consider strong F-sensitivity in this paper.

We also remark that for a transitive system, we may investigate the same prob-
lem. Because of the restriction on the length of the paper we leave this study to
the readers.

The paper is organized as follows: In Section 2, we recall some definitions and
some related theorems. In Section 3, we discuss sensitivity. In Section 4, we study
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block sensitivity and some related notions of strong sensitivity, and prove Theorem
A, Theorem B and Theorem C. In Section 5, we investigate strong sensitivity and
show Theorem D.

2. Preliminaries

In this section we will recall some basic notions and theorems we need in the
following sections.

2.1. Topological dynamical systems. In the article, sets of integers, non-neg-
ative integers and natural numbers are denoted by Z, Z+ and N respectively. By a
topological dynamical system we mean a pair (X,T ), where X is a compact metric
space with a metric d and T : X → X is continuous and surjective. A non-vacuous
closed invariant subset Y ⊆ X defines naturally a subsystem (Y, T ) of (X,T ). A
system (X,T ) is called minimal if it contains no proper subsystem. Each point
belonging to some minimal subsystem of (X,T ) is called a minimal point. The
orbit of a point x ∈ X is the set Orb(x, T ) = {Tnx : n ∈ Z+}.

For x ∈ X and U, V ⊂ X, put

N(x, U) = {n ∈ Z+ : Tnx ∈ U} and N(U, V ) = {n ∈ Z+ : U ∩ T−nV �= ∅}.
Recall that a dynamical system (X,T ) is called topologically transitive (or just
transitive) if for every two opene subsets U, V of X the set N(U, V ) is infinite. Any
point with dense orbit is called a transitive point. Denote the set of all transitive
points by Trans(X,T ). It is well known that for a transitive system, Trans(X,T )
is a dense Gδ subset of X.

Let M(X) be the set of all Borel probability measures on X. We are interested
in those members of M(X) that are invariant measures for T , denoted by M(X,T ).
This set consists of all μ ∈ M(X) making T a measure-preserving transformation of
(X,B(X), μ), where B(X) is the Borel σ-algebra of X. By the Krylov-Bogolyubov
Theorem, M(X,T ) is non-empty. The support of a measure μ ∈ M(X), denoted
by supp(μ), is the smallest closed subset C of X such that μ(C) = 1. We say that a
measure has full support or is fully supported if supp(μ) = X. If (X,T ) is a minimal
system, every T -invarant measure has full support.

2.2. Distal, proximal, regionally proximal. Let (X,T ) and (Y, S) be two dy-
namical systems. If there is a continuous surjection π : X → Y with π ◦ T = S ◦ π,
then we say that π is a factor map, the system (Y, S) is a factor of (X,T ) or (X,T )
is an extension of (Y, S). If π is a homeomorphism, then we say that π is a conju-
gacy and dynamical systems (X,T ) and (Y, S) are conjugate. Conjugate dynamical
systems can be considered the same from the dynamical point of view.

Let (X,T ) be a dynamical system. A pair (x1, x2) ∈ X×X is said to be proximal
if for any ε > 0, there exists a positive integer n such that d(Tnx1, T

nx2) < ε. Let
P (X,T ) denote the collection of all proximal pairs in (X,T ). P is a reflexive
symmetric T invariant relation, but is in general not transitive or closed. If (x, y)
is not proximal, it is said to be a distal pair. A system (X,T ) is called distal if any
pair of distinct points in (X,T ) is a distal pair.

Recall that the regionally proximal relation Q(X,T ) is the set of all points
(x1, x2) ∈ X × X such that for each ε > 0 and each open neighborhood Ui of
xi, i = 1, 2, there are x′

i ∈ Ui, i = 1, 2, and n ∈ N with d(Tn(x′
1), T

n(x′
2)) < ε. Note

that Q(X) is a reflexive symmetric T invariant closed relation, but is in general



SENSITIVITY AND PROXIMAL EXTENSION 3643

not transitive. However for each minimal system (X,T ), Q(X) is a closed invariant
equivalence relation.

Every topological dynamical system (X,T ) has a maximal distal factor (XD, T )
and a maximal equicontinuous factor (Xeq, T ). That is, (XD, T ) is distal and
every distal factor of (X,T ) is a factor of (XD, T ). (Xeq, T ) has the corresponding
property for equicontinuous factors. Thus there are closed T -invariant equivalence
relations SD and Seq such that X/SD = XD and X/Seq = Xeq. SD is the smallest
closed T -invariant equivalence relation containing P (X), and Xeq is the smallest
closed T -invariant equivalence relation containing Q(X).

An extension φ : (X,T ) → (Y, S) is proximal if Rφ ⊂ P (X,T ) and is distal if
Rφ ∩ P (X,T ) = ΔX , where Rφ = {(x, y) ∈ X2 : φ(x) = φ(y)}. Observe that
when Y is trivial (reduced to one point) the map φ is distal if and only if (X,T )
is distal. An extension φ : (X,T ) → (Y, T ) is almost one-to-one if the Gδ set
X0 = {x ∈ X : φ−1(φ(x)) = x} is dense.

2.3. Nilmanifolds and nilsystems. Let G be a group. For g, h ∈ G, we write
[g, h] = ghg−1h−1 for the commutator of g and h and we write [A,B] for the
subgroup spanned by {[a, b] : a ∈ A, b ∈ B}. The commutator subgroups Gj , j ≥ 1,
are defined inductively by setting G1 = G and Gj+1 = [Gj , G]. Let k ≥ 1 be an
integer. We say that G is k-step nilpotent if Gk+1 is the trivial subgroup.

Let G be a k-step nilpotent Lie group and Γ a discrete cocompact subgroup of
G. The compact manifold X = G/Γ is called a k-step nilmanifold. The group G
acts on X by left translations and we write this action as (g, x) 
→ gx. The Haar
measure μ of X is the unique probability measure on X invariant under this action.
Let τ ∈ G and T be the transformation x 
→ τx of X. Then (X,T, μ) is called a
basic k-step nilsystem. When the measure is not needed for results, we omit it and
write that (X,T ) is a basic k-step nilsystem.

We also make use of inverse limits of nilsystems and so we recall the definition
of an inverse limit of systems (restricting ourselves to the case of sequential inverse
limits). If (Xi, Ti)i∈N are systems with diam(Xi) ≤ M < ∞ and φi : Xi+1 → Xi

are factor maps, the inverse limit of the systems is defined to be the compact
subset of

∏
i∈N

Xi given by {(xi)i∈N : φi(xi+1) = xi, i ∈ N}, which is denoted by
lim
←−

{Xi}i∈N. It is a compact metric space endowed with the distance ρ(x, y) =∑
i∈N

1/2idi(xi, yi). We note that the maps {Ti} induce a transformation T on the
inverse limit. Let (Xi, Ti) = (X,T ) and φi = T ; then the inverse limit of systems

(X̃, T̃ ) is called the natural extension of (X,T ).
If (X,T ) is an inverse limit of basic (d − 1)-step minimal nilsystems, (X,T ) is

called a (d− 1)-step nilsystem or a system of order (d− 1).

2.4. Regionally proximal relation of order d, RP[d]. Let (X,T ) be a t.d.s.
and let d ≥ 1 be an integer. A pair (x, y) ∈ X ×X is said to be regionally proximal
of order d if for any δ > 0, there exist x′, y′ ∈ X and a vector n = (n1, . . . , nd) ∈ Zd

such that ρ(x, x′) < δ, ρ(y, y′) < δ, and

ρ(Tn·εx′, Tn·εy′) < δ for any ε ∈ {0, 1}d, ε �= (0, . . . , 0),

where n · ε =
∑d

i=1 εini. The set of regionally proximal pairs of order d is denoted

by RP[d](X), and is called the regionally proximal relation of order d.



3644 XIANGDONG YE AND TAO YU

This notion was first introduced by Host-Kra-Maass in [19]. It is clear that

(2.1) P (X) ⊆ . . . ⊆ RP[d+1] ⊆ RP[d] ⊆ . . . ⊆ RP[2] ⊆ RP[1] = Q(X).

It was shown [19,32] that for each minimal system (X,T ), RP[d](X) is a closed

invariant equivalence relation for any d ∈ N. When d = 1, RP[d](X) is nothing but
the classical regionally proximal relation which determines the maximal equicontin-
uous factor for any minimal system. We remark that recently Glasner-Gutman-Ye
[16] defined a new regionally proximal relation of order d for any group G (coin-
ciding with the previous definition when G is abelian) and showed that it is an
equivalence relation for any minimal system (X,G).

Now we state a proposition from [19, 32] which we need in what follows.

Proposition 2.1. Let (X,T ) be minimal systems and d ∈ N. Then the following
statements are equivalent:

(1) (X,T ) is a d-step nilsystem;

(2) RP[d](X) = ΔX .

Let RP[∞](X) =
∞⋂
d=1

RP[d](X); then RP[∞](X) is a closed invariant equivalence

relation.

Definition 2.2. A minimal system (X,T ) is an ∞-step nilsystem or a system

of order ∞, if the equivalence relation RP[∞] is trivial, i.e., coincides with the
diagonal.

The following proposition was proved in [8].

Proposition 2.3. A minimal system is an ∞-step nilsystem if and only if it is an
inverse limit of minimal nilsystems.

Let (X,T ) be a t.d.s. and d∈N. Put Xd=X/RP[d](X) and X∞=X/RP[∞](X).

Definition 2.4. Let (X,T ) be a minimal system and d ∈ N ∪ {∞}. A point
x ∈ X is called a d-step almost automorphic point (or d-step AA point for short) if

RP[d](X)[x] = {x}.
A minimal system (X,T ) is called d-step almost automorphic (d-step AA for

short) if it has a d-step almost automorphic point.

d-step almost automorphic systems were studied systematically in [23]; in par-
ticular we have

Proposition 2.5 ([23, Theorem 8.13]). Let (X,T ) be a minimal system. Then
(X,T ) is a d-step almost automorphic system for some d ∈ N ∪ {∞} if and only if
it is an almost one-to-one extension of its maximal d-step nilfactor (Xd, T ).

2.5. Families. Let P = P(Z+) be the collection of all subsets of Z+. A subset F

of P is a family if it is hereditary upwards, i.e., F1 ⊂ F2 and F1 ∈ F imply F2 ∈ F.
A family F is proper if it is a proper subset of P, i.e., neither empty nor all of P. It
is easy to see that F is proper if and only if Z+ ∈ F and ∅ �∈ F. A family F has the
Ramsey property if F ∈ F and F = F1 ∪ F2 imply that Fi ∈ F for some i ∈ {1, 2}.
Any subset A of P generates a family

[A] = {F ∈ P : F ⊃ A for some A ∈ A}.
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If a proper family F is closed under finite intersection, then F is called a filter. For
a family F, the dual family is

F∗ = {F ∈ P : Z+ \ F �∈ F} = {F ∈ P : F ∩ F ′ �= ∅ for all F ′ ∈ F}.

F∗ is a family, proper if F is. It is well known that a proper family has the Ramsey
property if and only if its dual F∗ is a filter [12]. Clearly, for a family F

(F∗)∗ = F and F1 ⊂ F2 ⇒ F∗
2 ⊂ F∗

1 .

We say that a subset F of Z+ is

(1) thick if it contains arbitrarily long blocks of consecutive integers, that is,
for every d ≥ 1 there is n ∈ N such that {n, n+ 1, . . . , n+ d} ⊂ F ;

(2) syndetic if it has bounded gaps, that is, for some N ∈ N and every k ∈ N

we have {k, k + 1, . . . , k +N} ∩ A �= ∅;
(3) piecewise syndetic if it is the intersection of a syndetic set with a thick set;
(4) thickly syndetic if it has non-empty intersection with every piecewise syn-

detic set

The collection of all syndetic (resp. thick) subsets is denoted by Fs (resp. Ft).
Note that F∗

s = Ft and F∗
t = Fs. The collection of all piecewise syndetic (resp.

thickly syndetic) subsets is denoted by Fps (resp. Fts).
Let {bi}i∈I be a finite or infinite sequence in Z+. One defines

FS({bi}i∈I) = {
∑
i∈α

bi : α is a finite non-empty subset of I}.

F is an IP-set if it contains some FS({pi}∞i=1) where pi ∈ N. The collection of
all IP-sets is denoted by Fip. A subset of Z+ is called an IP ∗-set, if it has non-
empty intersection with any IP-set. IP-sets are important in the study of dynamical
properties; see [6, 12].

If I is finite, then one says FS({pi}i∈I) is a finite IP-set of length |I|. The
collection of all sets containing finite IP-sets with arbitrarily long lengths is denoted
by Ffip.

Let E be a finite or infinite set in P(Z+), One defines

Δ(E) = {a− b : a ≥ b, a, b ∈ E}.

A subset F of Z+ is called a difference set if it contains some Δ(E) with |E| infinite.
The collection of all difference sets is denoted by FΔ. A subset of Z+ is called a
Δ∗-set, if it has non-empty intersection with any difference set.

If E is a finite set, then one says that Δ(E) is a finite difference set of length
|E|. The collection of all sets containing finite difference sets with arbitrarily long
lengths is denoted by FfΔ.

2.6. Technical lemmas. Note that a factor map is semi-open if it sends any opene
set to a set containing an opene set. To end the section we state an easy lemma
which follows from the continuity of π.

Lemma 2.6. Let π : (X,T ) −→ (Y, S) be a semi-open factor map between two t.d.s.
and let F be a family. If (Y, S) is F-sensitive (resp. block F-sensitive, strongly F-
sensitive), so is (X,T ).

The following proposition is easy to check.
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Proposition 2.7. Let (X,T ) be a dynamical system, and (X̃, T̃ ) be the natural
extension of (X,T ). Then (X,T ) is F-sensitive (resp. block F-sensitive, strongly

F-sensitive) if and only if (X̃, T̃ ) is F-sensitive (resp. block F-sensitive, strongly
F-sensitive).

The next lemma is from [21, Proposition 4.4] or [10, Lemma 2.4].

Lemma 2.8. Let π : (X,T ) −→ (Y, S) be a factor map with (X,T ) minimal and
(Y, S) invertible. If π is not almost one-to-one, then l = infy∈Y diam(π−1(y)) > 0.

3. Sensitivity for families

To start our research we begin to study F-sensitivity. The goal is to show the
notion of F-sensitivity is rough, meaning that for many families the notions are
equivalent in the minimality setup.

Recall that the authors in [21] proved that: a minimal system is either Ft-
sensitive or an almost one-to-one extension of its maximal equicontinuous factor.
Moreover, they showed in [20] that for minimal systems all of the following no-
tions: Fts-sensitivity, multi-sensitivity (see [30] for a definition) and Ft-sensitivity
are equivalent. In this section, we prove that for minimal systems all of the follow-
ing notions: Fts-sensitivity, Fip-sensitivity, Ffip-sensitivity and FfΔ-sensitivity are
equivalent (the equivalence to FPoind

-sensitivity will be given in Section 5).
First we need a proposition which is basically due to Furstenberg [12, Proposition

9.8]. Let (X,T ) be a t.d.s. and let F be a family. Note that we say that x ∈ X is F-
recurrent, if for each neighborhood U of x, N(x, U) ∈ F; and (X,T ) is F-recurrent
if each point of x ∈ X is F-recurrent.

Proposition 3.1. Let (X,T ) be a minimal equicontinuous system. Then (X,T ) is
F∗
fΔ-recurrent.

Proof. Since (X,T ) is minimal and equicontinuous, we can assume that (X,T ) is
a Kronecker system. That is, X = G, an abelian compact group, and Tx = ax for
a fixed a ∈ G. Let x0 be any point of X and let U be any open neighborhood of
x0. Let V be any neighborhood of x0 such that V V −1x0 ⊆ U . Since X is minimal,
there are l1, . . . , lk ∈ N such that {al1V, al2V, · · · , alkV } is a cover of X.

Let {Sn}mn=1 be any finite sequence withm > k; then there are aSu , aSv contained
in the same subset altV . Then aSu−Svx0 ∈ U , which implies that (X,T ) is F∗

fΔ-
recurrent. �

Using Proposition 3.1 and some theorem in [21], we have the following result.

Theorem 3.2. Let (X,T ) be minimal. Then the following statements are equiva-
lent:

(1) (X,T ) is Fts-sensitive.
(2) (X,T ) is Ft-sensitive.
(3) (X,T ) is Fip-sensitive.
(4) (X,T ) is Ffip-sensitive.
(5) (X,T ) is FfΔ-sensitive.
(6) There exists δ > 0 such that for every x ∈ X there is y ∈ X such that (x, y)

is regional proximal and d(x, y) > δ.
(7) (X,T ) is not an almost one-to-one extension of Xeq.
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Proof. It is clear that Fts ⊂ Ft ⊂ Fip ⊂ Ffip ⊂ FfΔ. By [21, Theorem 3.1], it
remains to show (5) ⇒ (7) and (7) ⇔ (6)

(5) ⇒ (7) Assume that (X,T ) is FfΔ-sensitive with a sensitive constant δ > 0
and π : (X,T ) −→ (Xeq, Teq) is almost one-to-one. Since (Xeq, Teq) is a minimal
equicontinuous system, there is a compatible metric d′ such that d′(Teqx, Teqy) =
d′(x, y), for all x, y ∈ Xeq. Let y0 ∈ Xeq with π−1(y0) singleton. We take an open
set W ⊂ X containing π−1(y0) such that diam(W ) < δ, and then there is an open
set V ⊂ Xeq containing y0 such that π−1V ⊂ W .

Let B(y0, ε) ⊂ V for some ε > 0 and U = π−1(V1) with V1 = B(y0, ε/2). By
Proposition 3.1, N(y0, V1) ∈ F∗

fΔ.

For n ∈ N(y0, V1), we have d′(Tn
eqy0, y0) < ε/2. Since d′(Tm

eq y, T
m
eq y0) <

ε
2 for all

m ∈ N and y ∈ V1, we deduce that T
n
eq(V1) ⊂ V for n ∈ N(y0, V1). For U = π−1(V1)

and n ∈ N(y0, V1) we get

Tn(U) = Tnπ−1(V1) ⊂ π−1(Tn
eqV1) ⊂ π−1(V ) ⊂ W.

This means that N(U, δ) ∩N(y0, V1) = ∅, which implies N(U, δ) �∈ FfΔ.
(6) ⇒ (7) is obvious.
(7) ⇒ (6) follows from Lemma 2.8. �

4. Block sensitivity and strong Ffip, Fip-sensitivity

In this section we study block sensitivity and some related notions of strong
sensitivity, and prove Theorems A, B and C. This will be done in the following
three subsections.

4.1. Block Ft-sensitivity. In this subsection, we discuss block Ft-sensitivity and
give a proof of Theorem A.

Recall that a t.d.s. (X,T ) is called block Ft-sensitive if there is δ > 0 such that
for each x ∈ X, every neighborhood Ux of x and l ∈ N there are yl ∈ Ux with
{n ∈ Z+ : d(Tnx, Tnyl) > δ} containing {m + 1, . . . ,m + l} for some m ∈ N. In
fact we will show the following theorem which covers Theorem A.

Theorem 4.1. Let (X,T ) be a minimal dynamical system. Then the following
conditions are equivalent:

(1) (X,T ) is block Ft-sensitive;
(2) there exists δ > 0 such that for every x ∈ X there exists y ∈ X such that

(x, y) is regional proximal and infn∈Z+
d(Tnx, Tny) > δ;

(3) π : X → Xeq is not proximal.

We start with

Proposition 4.2. Let (X,T ) be a t.d.s. and π : (X,T ) −→ (Xeq, Teq) be the factor
map. If (X,T ) is block Ft-sensitive, then π is not proximal.

Proof. Let d, d′ be the compatible metrics of X,Xeq respectively. Let εk > 0 with
εk → 0. Then for each k ∈ N, there is 0 < τk, τ

′
k < εk such that if d′(w1, w2) < τk

with w1, w2 ∈ Xeq, then d′(T i
eqw1, T

i
eqw2) < εk for any i ∈ Z+; and if w1, w2 ∈ X

with d(w1, w2) < τ ′k, then d′(π(w1), π(w2)) < τk.
Pick x ∈ X and put Uk = B(τ ′k, x). By the assumption (X,T ) is block Ft-

sensitive, thus for each j ∈ N, there is yjk ∈ Uk such that F = {n ∈ Z+ :

d(Tnx, Tnyjk) > δ} containing {ajk, a
j
k + 1, . . . , ajk + j} (with δ the sensitive con-

stant).



3648 XIANGDONG YE AND TAO YU

Without loss of generality we assume that T aj
kx → z1k and T aj

kyjk → z2k when
j → ∞. It is clear that d(T iz1k, T

iz2k) ≥ δ for each i ∈ Z+. Now let z1 = limk→∞ z1k
and z2 = limk→∞ z2k. We have d(T iz1, T

iz2) ≥ δ for each i ∈ Z+.

Now we show that π(z1) = π(z2). Since y
j
k ∈ Uk, it is clear that d

′(π(x), π(yjk)) <

τk and thus we have d′(T i
eqπ(x), T

i
eqπ(y

j
k)) < εk for each i ∈ Z+. Particularly,

d′(T
aj
k

eq π(x), T
aj
k

eq π(y
j
k)) < εk

for each j ∈ N. This implies that d′(π(z1k), π(z
2
k)) ≤ εk, and hence d′(π(z1), π(z2)) =

0. We have proved that π(z1) = π(z2). This indicates that π is not proximal,
finishing the proof. �

Proof of Theorem 4.1. (1)⇒(3) follows from the above proposition.
(3)⇒(2) There exists a regional proximal pair (z1, z2) which is not proximal.

Let δ = 1
2 infn∈Z+

d(Tnz1, T
nz2) > 0. Fix a point x ∈ X. As z1 is a mini-

mal point of (X,T ), there exists a sequence of positive numbers {ni} such that
limi→∞ Tniz1 → x. By the compactness of X, without loss of generality, assume
that limi→∞ Tniz2 → y. Then (x, y) is regional proximal, since Q(X,T ) is closed
and T ×T -invariant. We also have infn∈Z+

d(Tnx, Tny) ≥ infn∈Z+
d(Tnz1, T

nz2) >
δ.

(2)⇒(1) Fix x ∈ X and a neighborhood U of x and l ∈ N. There exists
y ∈ X such that (x, y) is regional proximal and infn∈Z+

d(Tnx, Tny) > δ. Choose
small enough neighborhood V ⊂ U of x and neighborhood W of y such that
min0≤i≤l d(T

iV, T iW ) > 1
2δ

As (x, y) is regional proximal, N(x,W ) is a Δ-set [21, Proposition 4.7]. We also
have that N(V, V ) is a Δ∗-set [12, Page 177]. Then N(x,W ) intersects N(V, V ).
Pick n ∈ N(x,W )∩N(V, V ) and x′ ∈ V ∩T−nV . Then Tnx ∈ W , Tnx′ ∈ V . This
implies that d(Tn+ix, Tn+ix′) ≥ min0≤i≤l d(T

iV, T iW ) > 1
2δ for i = 0, 1, . . . , l.

Therefore, (X,T ) is block Ft-sensitive. �

We have the following corollary.

Corollary 4.3. There is a minimal system which is Ft-sensitive and not strongly
Ft-sensitive.

Proof. There is a minimal system such that π : X −→ Xeq is a proximal extension
and not an almost one-to-one extension [18]. Then (X,T ) is Ft-sensitive by [21,
Theorem 3.1], and is not strongly Ft-sensitive by Proposition 4.2. �

4.2. Block Fip-sensitivity and strong Ffip-sensitivity. In this subsection, we
investigate block Fip-sensitivity, strong Ffip-sensitivity and show Theorem B. In
this subsection we assume that T is a homeomorphism (since some results we use
are stated for homeomorphisms and it will take some pages to show they are true
for continuous and surjective maps).

Recall that a t.d.s. (X,T ) is called block Fip-sensitive if there is δ > 0 such
that for each x ∈ X, every neighborhood Ux of x and l ∈ N there is yl ∈ U such
that {n ∈ Z+ : d(Tnx, Tnyl) > δ} contains a finite IP-set of length l. By the
Ramsey property of Ffip, an equivalent definition can be stated as follows: there
is δ > 0 such that for any opene U of X and l ∈ N there are yl, zl ∈ U such that
{n ∈ Z+ : d(Tnyl, T

nzl) > δ} contains a finite IP-set of length l. As before we will
show the following theorem which covers Theorem B.
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Theorem 4.4. Let (X,T ) be a minimal system. Then the following statements are
equivalent:

(1) (X,T ) is strongly Ffip-sensitive;
(2) (X,T ) is block Fip-sensitive;
(3) there exists δ > 0 such that for every x ∈ X there exists y ∈ X such that

(x, y) ∈ RP[∞] with d(x, y) ≥ δ;
(4) φ : X −→ X∞ is not almost one-to-one.

To prove Theorem 4.4 we need some preparation. The following lemma is from
[14].

Lemma 4.5. Let (X,B, μ) be a probability space, and {Ei}∞i=1 be a sequence of
measurable sets with μ(Ei) ≥ a > 0 for some constant a. Then for any k ≥ 1 and
ε > 0 there is N = N(a, k, ε) such that for any tuple {s1 < s2 < · · · < sn} with
n ≥ N there exist 1 ≤ t1 < t2 < · · · < tk ≤ n with

μ(Est1
∩ Est2

∩ · · · ∩Estk
) ≥ ak − ε.(4.1)

We will use the next lemma derived from Lemma 4.5.

Lemma 4.6. Let (X,T ) be a t.d.s. with μ ∈ M(X,T ). Let U ∈ BX with a =
μ(U) > 0. Then there is n = n(a) such that for any finite IP-set FS({pi}ni=1) there
is q ∈ FS({pi}ni=1) such that μ(U ∩ T−qU) ≥ 1

2a
2.

Proof. Apply Lemma 4.5 to k = 2, ε = 1
2a

2 and consider the finite tuple

T−p1U, . . . , T−p1−...−pnU.

�

The notion of a central set was introduced in [12]. It is known that a central set
contains an IP-set [12, Proposition 8.10].

Proposition 4.7. Let (X,T ) and (Y, S) be minimal. If π : X −→ Y is proximal
and not almost one-to-one, then (X,T ) is strongly Fip-sensitive.

Proof. By Lemma 2.8, l = infy∈Y diam(π−1(y)) > 0. For each y ∈ Y , choose
x1(y), x2(y) ∈ π−1(y) with d(x1(y), x2(y)) = l(y) ≥ l.

For x ∈ X, let y = π(x). Then we have d(x, x1(y)) ≥ l
2 or d(x, x2(y)) ≥ l

2 .

Without loss of generality, we assume that d(x, x1(y)) ≥ l
2 . Then (x, x1(y)) is

proximal.
Let δ = l

8 and let U ′, V be open neighborhoods of x, x1(y) with diam(U ′),

diam(V ) < l
8 respectively. Then d(U ′, V ) > δ. Choose a smaller U with the

same properties and U ′ ⊃ U . We know that N(x, V ) is a central set and hence it
contains an IP-set FS({pi}∞i=1). We are going to show that there is z ∈ U ′ such
that d(T lx, T lz) > δ for all l in a sub IP-set of FS({pi}∞i=1).

To do this let μ ∈ M(X,T ); then a = μ(U) > 0. Applying Lemma 4.6 to U .
There are n1 and q1 ∈ FS({pi}n1

i=1) such that μ(U ∩ T−q1U) ≥ 1
2a

2.
Let U1 = U ∩ T−q1U and apply Lemma 4.6 to U1. There are n2 and q2 ∈

FS({pi}n2
i=n1+1) such that μ(U1 ∩ T−q2U1) ≥ 1

8a
4. Note that we have U ∩ T−q1U ∩

T−q2U ∩ T−q1−q2U �= ∅.
Inductively for any k ∈ N we obtain n1, . . . , nk, U1, . . . , Uk and q1, . . . , qk such

that qj+1 ∈ FS({pi}nj+1

i=nj+1), Uj+1 = Uj ∩ T−qj+1(Uj) with μ(Uj+1) ≥ Cj > 0 for
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j = 0, . . . , k − 1 (set U0 = U and n0 = 0). This implies that

μ(U
⋂ ⋂

l∈FS({qi}k
i=1)

T−lU) > 0.

Thus, for each k ∈ N there is zk ∈ U such that T l(zk) ∈ U for all l ∈ FS({qi}ki=1).
Without loss of generality, assume that z = lim

k→∞
zk; then T l(z) ∈ cl(U) ⊂ U ′ for l ∈

FS({qj}∞j=1). We know d(T lx, T lz) > δ for l ∈ FS({qj}∞j=1). Since FS({qj}∞j=1) ⊆
FS({pj}∞j=1), this implies that (X,T ) is strongly Fip-sensitive. �

By [32, Theorem 3.2] we know that for any d ∈ N and any minimal t.d.s. (X,T ),

(x, y) ∈ RP[d](X) if and only if for any neighborhood V of y, N(x, V ) contains a

finite IP-set of length d+ 1. As RP[∞](X) =
∞
∩

d=1
RP[d](X), so we have

Lemma 4.8. Let (X,T ) be minimal and (x, y) ∈ X×X. Then (x, y) ∈ RP[∞](X)
if and only if for any neighborhood V of y, N(x, V ) ∈ Ffip.

With the help of the above lemma and Lemma 4.6 we are able to show

Proposition 4.9. Let (X,T ) be minimal and π : X −→ X∞ is not proximal. Then
(X,T ) is strongly Ffip-sensitive.

Proof. Since π is not proximal, there are (x1, x2) ∈ Rπ which is a distal pair. It

follows that (x1, x2) ∈ RP[∞] =
∞⋂
d=1

RP[d] and d(Tnx1, T
nx2) ≥ l for any n ∈ N.

Let U, V be closed neighborhoods of x1, x2 with diam(U), diam(V ) < l
4 respectively.

Then d(U, V ) > l
2 and we let δ = l

2 . By Lemma 4.8, N(x1, V ) ∈ Ffip. We are

going to show that there is z ∈ U such that d(T lx1, T
lz) > δ for all l ∈ F ∈ Ffip

with F ⊂ N(x1, V ).
For k = 1, using the same argument as in Proposition 4.7, we get n1

1 ∈ N

such that for any finite IP-set of length n1
1 with FS{p1i }

n1
1

i=1 ⊂ N(x1, V ), there is

q11 ∈ FS{p1i }
n1
1

i=1 such that μ(U ∩ T−q11U) ≥ 1
2a

2. Set U1 = U ∩ T−q11U.

For k = 2, using the same argument as in Proposition 4.7 (with respect to U1), we

get n2
2 ∈ N such that for any finite IP-set of length n2

2 with FS{p2i }
n2
2

i=1 ⊂ N(x1, V ),

there are q21 , q
2
2 , q

2
1 + q22 ∈ FS{p2i }

n2
2

i=1 such that if we set U2 = U1 ∩ T−q21U1 ∩
T−q22U1 ∩ T−q21−q22U1, then μ(U2) > 0. So we have

μ(U ∩ T−q11 ∩ T−q21U ∩ T−q22U ∩ T−q21−q22U) > 0.

Inductively, for any k ∈ N we obtain nj
1, . . . , n

j
j , U

1, . . . , U j and qj1, . . . , q
j
j for

1 ≤ j ≤ k such that

• for 0 ≤ m ≤ j − 1, qjm+1 ∈ FS({pji}
nj
m+1

i=nj
m+1

) ⊂ N(x1, V ) (set nj
0 = 0).

• U j+1 = U j ∩
⋂

l∈FS{qji }
j
i=1

T−lU j for 0 ≤ j ≤ k − 1 satisfy that μ(U j+1) > 0 (set

U0 = U). So we have μ(Ak) > 0, where

Ak = U ∩
k⋂

j=1

⋂
l∈FS{qji }

j
i=1

T−lU.
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Set F =
⋃∞

k=1 FS{qki }ki=1. Then F ⊂ N(x1, V ) and F ∈ Ffip. Take z ∈⋂∞
k=1Ak; then T lz ∈ U for all l ∈ F . This implies that d(T lx1, T

lz) > δ for all
l ∈ F ∈ Ffip.

For u ∈ X there is a sequence {ni} such that Tnix1 → u and Tnix2 → v. Then

(u, v) ∈ RP[∞] and (u, v) is a distal pair with d(Tnu, Tnv) ≥ l. Let W,W ′ be
closed neighborhoods of u and v respectively with diam(W ), diam(W ′) < l

4 . By

the proof above, we know that there is w ∈ W such that d(T lu, T lw) > δ for all
l ∈ F , where F ∈ Ffip with F ⊂ N(u,W ′) ∈ Ffip. So we have proved that (X,T )
is strongly Ffip-sensitive. �

The following lemma is well known.

Lemma 4.10. Let F be a finite IP-set of length n and F = F1 ∪F2. Then there is
i ∈ N such that Fi is a finite IP-set of length l(n) with l(n) −→ ∞ when n −→ ∞.
This also implies that Ffip has the Ramsey property.

To end the proof we need another proposition.

Proposition 4.11. Let (X,T ) be a minimal block Fip-sensitive t.d.s. with the
sensitive constant 10δ. Assume that x ∈ X and U is any neighborhood of x. Then

there are z ∈ U and y ∈ X such that (y, z) ∈ RP[∞] with d(z, y) ≥ δ.

Proof. Since (X,T ) is block Fip-sensitive, there is δ > 0 such that for any x0 ∈ X,
any neighborhood V of x0 and any n ∈ N there is y0, z0 ∈ V such that {m ∈ N :
d(Tmy0, T

mz0) > 10δ} contains a finite IP-set of length n.
Let U0 = B(x, 4δ) and U1 = B(x, δ). Without loss of generality, we assume

U ⊆ U1. Then for n1 ∈ N large enough there are x1
1, x

1
2 ∈ U such that F1 = {n ∈

N : d(Tnx1
1, T

nx1
2) > 10δ} contains a finite IP-set of length n1. By the method of

Proposition 4.7, there is z1 ∈ U satisfying Tnz1 ∈ U for n ∈ F ′
1 ⊆ F1, where F ′

1

is a finite IP-set of length k(n1). Then d(Tnx1
1, T

nz1) > 5δ or d(Tnx1
2, T

nz1) > 5δ
for n ∈ F ′

1. Without loss of generality, we assume that d(Tnx1
1, T

nz1) > 5δ for
n ∈ F ′′

1 ⊆ F ′
1, where F ′

1 is a finite IP-set of length l(k(n1)) (Lemma 4.10). Then
Tnx1

1 �∈ U0 for n ∈ F ′′
1 . Let U2 ⊂ U be an open neighborhood of x1

1 with diameter
small enough such that TnU2 ∩ U0 = ∅ for n ∈ F ′′

1 .
Then for n1 � n2 ∈ N large enough there are x2

1, x
2
2 ∈ U2 such that F2 = {n ∈

N : d(Tnx2
1, T

nx2
2) > 10δ} contains a finite IP-set of length n2. By the method of

Proposition 4.7 again, there is z2 ∈ U2 satisfying Tnz2 ∈ U2 for n ∈ F ′
2 ⊆ F2, where

F ′
2 is a finite IP-set of length k(n2). Then d(Tnx2

1, T
nz2) > 5δ or d(Tnx2

2, T
nz2) >

5δ for n ∈ F ′
2. Without loss of generality, we assume d(Tnx2

1, T
nz2) > 5δ for

n ∈ F ′′
2 ⊆ F ′

2, where F ′
2 is a finite IP-set of length l(k(n2)). Then Tnx2

1 �∈ U0.
Let U3 ⊂ U2 be an open neighborhood of x2

1 with diameter small enough such that
TnU3 ∩ U0 = ∅ for n ∈ F ′′

2 .
To continue the process, we get Fk ⊇ F ′

k ⊇ F ′′
k , zk, nk and Uk with diam(Uk) →

0 as k → ∞. We have
(1) d(Tnzk, T

nxk
1) ≥ 5δ for n ∈ F ′′

k with zk ∈ Uk, xk
1 ∈ Uk+1 ⊆ Uk;

(2) TnUk+1 ∩ U0 �= ∅ for n ∈ F ′′
k .

Assume that lim
k→∞

zk = z; then lim
k→∞

xk
1 = z. Since z ∈

∞⋂
k=1

Uk, we have Tnz �∈ U0

for n ∈ F ′′
k . Thus, N(z, Uc

0 ) ∈ Ffip, for l(k(n)) → ∞ as n → ∞.
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Let W = B(x, 3δ). Since Uc
0 is compact, we can cover Uc

0 by finitely many closed

balls {V 1
1 , V

1
2 , · · · , V 1

l1
} with diameter less than 1 and

l1⋃
k=1

V 1
k ⊂ W c. By the Ramsey

property of Ffip, there is 1 ≤ m1 ≤ l1 such that N(z, V 1
m1

) ∈ Ffip. Since V 1
m1

is

compact, we can cover V 1
m1

by finitely many closed balls {V 2
1 , V

2
2 , · · · , V 2

l2
} with

diameter less than 1
2 and

l2⋃
k=1

V 2
k ⊂ W c. By the Ramsey property of Ffip again,

there is 1 ≤ m2 ≤ l2 such that N(z, V 2
m2

) ∈ Ffip. To continue the process, we get

V k
mk

such that

N(z, V k
mk

) ∈ Ffip, diam(V k
mk

) ≤ 1

k
and V k

mk
⊂ W c.

Let y ∈
∞⋂
k=1

V k
mk

. Then for any open neighborhoodW ′ of y, we haveN(z,W ′) ∈ Ffip

since W ′ contains V k
mk

for some k ∈ N. Lemma 4.8 implies that (y, z) ∈ RP[∞].

Since y ∈ W c and z ∈ U1, we conclude that d(z, y) ≥ 2δ > δ. This ends the
proof. �
Proof of Theorem 4.4. (1) ⇒(2) is obvious.

(2)⇒ (3) Assume that (X,T ) is block Fip-sensitive. Fix x ∈ X. By Propo-
sition 4.11 for every n ∈ N, there exists xn ∈ B(x, 1

n ) and yn ∈ X such that

d(xn, yn) ≥ δ and (xn, yn) ∈ RP[∞](X). Without loss of generality, assume that

yn → y. Then d(x, y) ≥ δ and (x, y) ∈ RP[∞](X) as RP[∞](X) is closed.
(3) ⇒ (4) is obvious.
(4) ⇒ (1) Since φ is not almost one-to-one, φ is either not proximal, or prox-

imal and not almost one-to-one. If φ : X −→ X∞ is not proximal, then by
Proposition 4.9 we get that (X,T ) is strongly Ffip-sensitive. If φ : X −→ X∞
is proximal, not almost one-to-one, by Proposition 4.7 we get (X,T ) is strongly
Ffip-sensitive. �
4.3. Strong Fip-sensitive. In this subsection, we study strong Fip-sensitivity and
give the proof of Theorem C. Recall that we say a t.d.s. (X,T ) is strongly Fip-
sensitive if there is δ > 0 such that for each opene subset U of X, there are x, y ∈ U
with {n ∈ Z+ : d(Tnx, Tny) > δ} ∈ Fip. In fact we will show a stronger form of
Theorem C.

Theorem 4.12. Let (X,T ) be a minimal system. Then the following conditions
are equivalent:

(1) (X,T ) is strongly Fip-sensitive;
(2) there is δ > 0 such that for every non-empty open subset U of X there

exists a proximal pair (x, y) with x ∈ U and d(x, y) > δ;
(3) π : X → XD is not almost one-to-one, where (XD, T ) is the maximal distal

factor of (X,T ).

We say that x is strongly proximal to y if (y, y) ∈ ω((x, y), T ×T ), where ω(x, y)
is the ω-limit set of (x, y). Note that if (x, y) is proximal and y is a minimal point,
then x is strongly proximal to y. We need two results from [24].

Lemma 4.13 ([24, Lemma 4.8]). Let (X,T ) be a dynamical system and x, y ∈ X.
Then x is strongly proximal to y if and only if for every neighborhood U of y,
N(x, U) ∩N(y, U) contains an IP-set.
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Proposition 4.14 ([24, Proposition 5.9]). Let (X,T ) be a dynamical system, x ∈ X
and Y ⊂ X be a closed subset of X. If N(x, Y ) contains an IP-set, then there exists
y ∈ Y such that x is strongly proximal to y.

Now we show a proposition.

Proposition 4.15. Let (X,T ) be a minimal system. Then (X,T ) is strongly Fip-
sensitive if and only if there is δ > 0 such that for every non-empty open subset U
of X, there is x ∈ U and y ∈ X with d(x, y) > δ and x is strongly proximal to y.

Proof. First assume that (X,T ) is strongly Fip-sensitive with sensitive constant
8δ > 0. Fix a non-empty open subset U of X. Pick z ∈ U and let V = U ∩B(z, δ).
There are x1, x2 ∈ V such that F = {n ∈ Z+ : d(Tnx1, T

nx2) > 8δ} contains an
IP-set. Let W = X \ B(z, 2δ). By the Ramsey property of Fip, either N(x1,W )
or N(x2,W ) contains an IP-set. By Proposition 4.14 there exists y ∈ W such
that either x1 or x2 is strongly proximal to y. It is clear that d(x1, y) > δ and
d(x2, y) > δ.

Now we show the sufficiency. Fix a non-empty open subset U of X. There is
x ∈ U and y ∈ X with d(x, y) > δ and x is strongly proximal to y. By Lemma 4.13,
N(x,B(y, δ/3)) contains an IP-set FS({pi}∞i=1). By the method of Proposition 4.7,
there exist z ∈ B(x, δ/3) and an IP subset FS({qj}∞j=1) such that FS({qj}∞j=1) ⊂
N(z,B(x, δ/3)) and FS({qj}∞j=1) ⊂ FS({pi}∞i=1). Then FS({qj}∞j=1) ⊂ {n ∈
Z+ : d(Tnx, Tnz) > δ/3}, which implies that (X,T ) is strongly Fip-sensitive with
the sensitive constant δ/3. �

We are in the position to give:

Proof of Theorem 4.12. (1)⇒(2) follows from Proposition 4.15.
(2)⇒(3) For every point x ∈ X, there exists a sequence yn and zn such that

limn→∞ yn = x and (yn, zn) is proximal and d(yn, zn) > δ. Without loss of gener-
ality, assume that limn→∞ zn = z. Then d(x, z) ≥ δ. Note that (x, z) ∈ SD, where
SD is the distal relation, X/SD = XD. Let π : X → XD. Then {x, z} ∈ π−1(π(x)).
So π is not almost one-to-one.

(3)⇒(1) If π is proximal, then by Proposition 4.7, (X,T ) is strongly Fip-sensitive.
So we assume that π is not proximal. This implies that P (X) is not closed. So
there is a distal pair (y, z) and proximal pairs (yi, zi) such that (yi, zi) −→ (y, z).
Let infn∈Z+

d(Tny, Tnz) = 4δ.
Fix a non-empty open subset U of X. As y is a minimal point, there exists

k ∈ N such that T ky ∈ U . There exists n ∈ N such that T kyn ∈ U ∩B(T ky, δ) and
d(T kzn, T

kz) < δ. Let x1 = T kyn and x2 = T kzn. Then x1 ∈ U , d(x1, x2) > δ and
(x1, x2) is proximal. As x2 is a minimal point, x1 is strongly proximal to x2. Then
the result follows from Proposition 4.15. �

5. Strong sensitivity for other families

In this section we study strong sensitivity for other families and shall prove
Theorem D. Namely, we will investigate the properties of strong Ft- and strong
FPoind

-sensitivity.

5.1. Strong Ft-sensitivity. In this subsection, we discuss strong Ft-sensitivity,
and prove Theorem D. Recall that for a t.d.s. (X,T ), we say (X,T ) is strongly Ft-
sensitive if there is δ > 0 such that for each opene subset U of X, there are x, y ∈ U
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with {n ∈ Z+ : d(Tnx, Tny) > δ} ∈ Ft. So (X,T ) is not strongly Ft-sensitive if
there are δn −→ 0 and opene subsets Un such that for any xn, yn ∈ Un, there is a
syndetic subset F of Z+ with d(Tmxn, T

myn) ≤ δn for all m ∈ F .
To prove Theorem D, we first show that strong Ft-sensitivity passes through

proximal extensions.

Proposition 5.1. Let π : (X,T ) −→ (Y, S) be a proximal extension of minimal
systems. If (Y, S) is not strongly Ft-sensitive, then neither is (X,T ).

Proof. Let d, d′ be the compatible metrics of X,Y respectively. Since (Y, S) is
not strongly Ft-sensitive, there are δk → 0 and opene subsets Uk of Y such
that if xk, yk ∈ Uk, then there is a syndetic subset F (depends on xk, yk) with
d′(Snxk, S

nyk) < δk for every n ∈ F .
Assume the contrary that (X,T ) is strongly Ft-sensitive with a sensitive constant

δ > 0. Then for each opene subset U , there are x, y ∈ U such that {n ∈ Z+ :
d(Tnx, Tny) > δ} ∈ Ft. Thus, there are uk, vk ∈ π−1(Uk) such that Fk := {n ∈
Z+ : d(Tnuk, T

nvk) > δ} ∈ Ft. Note that Ek := {n ∈ Z+ : d′(Snπ(uk), S
nπ(vk)) <

δk} is a syndetic set. This implies that there exists bk ∈ N such that

d′(Sbkπ(uk), S
bkπ(vk)) < δk and d(T j(uk), T

j(vk)) > δ

for j ∈ [bk−k, bk+k]. Without loss of generality, assume that T bkuk → u, T bkvk →
v. Then d(Tnu, Tnv) ≥ δ, ∀n ∈ Z+. Since π(T bkuk) → π(u), π(T bkvk) → π(v) and
d′(Sbkπ(uk), S

bkπ(vk)) < δk, we conclude that π(u) = π(v), a contradiction. This
indicates that (X,T ) is not strongly Ft-sensitive, ending the proof. �

Proposition 5.2. Let (X,T ) be a minimal system. If π : X → XD is proximal,
then (X,T ) is not strongly Ft-sensitive.

Proof. By Proposition 5.1 and Theorem 4.12. �

To prove the converse of Theorem D, we need the structure theorem. So we
assume that T is a homeomorphism first. When (X,T ) is not invertible, we use
natural extension to prove Theorem D.

Recall that an extension π : X → Y of minimal systems is a relatively incon-
tractible (RIC) extension if it is open and for every n ≥ 1 the minimal points are
dense in the relation

Rn
π = {(x1, . . . , xn) ∈ Xn : π(xi) = π(xj) ∀ 1 ≤ i ≤ j ≤ n}.

We say that a minimal system (X,T ) is a strictly PI system if there is an ordinal
η (which is countable when X is metrizable) and a family of systems {(Wι, wι)}ι≤η

such that (i) W0 is the trivial system, (ii) for every ι < η there exists a homomor-
phism φι : Wι+1 → Wι which is either proximal or equicontinuous, (iii) for a limit
ordinal ν ≤ η the system Wν is the inverse limit of the systems {Wι}ι<ν , and (iv)

Wη = X. We say that (X,T ) is a PI system if there exists a strictly PI system X̃

and a proximal homomorphism θ : X̃ → X.
We have the following structure theorem for minimal systems.
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Lemma 5.3 (Structure theorem for minimal systems, [11]). Given a homomor-
phism π : X → Y of minimal dynamical system, there exists an ordinal η (count-
able when X is metrizable) and a canonically defined commutative diagram (the
canonical PI-Tower)

X

π

��

X0

θ∗0��

π0

��

σ1

���
��

��
��

� X1

θ∗1��

π1

��

··· Xν

πν

��

σν+1

���
��

��
��

� Xν+1

πν+1

��

θ∗ν+1
�� ··· Xη = X∞

π∞

��

Y Y0
θ0

�� Z1ρ1
�� Y1

θ1

�� ··· Yν Zν+1ρν+1

�� Yν+1
θν+1

�� ··· Yη = Y∞

where for each ν ≤ η, πν is RIC, ρν is isometric, θν , θ
∗
ν are proximal and π∞ is

RIC and weakly mixing of all orders. For a limit ordinal ν, Xν , Yν , πν , etc., are
the inverse limits (or joins) of Xι, Yι, πι, etc., for ι < ν.

Thus if Y is trivial, then X∞ is a proximal extension of X and a RIC weakly
mixing extension of the strictly PI system Y∞. The homomorphism π∞ is an iso-
morphism (so that X∞ = Y∞) if and only if X is a PI system.

Lemma 5.4 ([9, Lemma 7.16]). Let π : X −→ Y be a weakly mixing and RIC
extension of minimal systems. Then there is a dense Gδ subset Y0 of Y such that,
for each y ∈ Y0 and each x ∈ π−1(y), Pπ[x] is dense in π−1(y), where Pπ[x] = {z ∈
π−1(π(x)) : (x, z) ∈ P (X)}.
Proposition 5.5. Let (X,T ) be minimal. If (X,T ) is not strongly Ft-sensitive,
then (X,T ) is PI.

Proof. First we claim: if (X,T ) is minimal, and there is x ∈ X such that (x, y) is
a distal pair, and y is proximal to zi ∈ X with zi → x, zi �= x, i ∈ N, then (X,T )
is strongly Ft-sensitive.

Let δ = 1
3 infn∈N d(Tnx, Tny) and fix an opene set U of X. Then there is l ∈ N

with T lx ∈ U by the minimality of X. This implies that (T lx, T ly) is a distal pair
and T ly is proximal to T lzi with T lzi → T lx, T lzi �= T lx. There is i ∈ N such that
T lzi ∈ U . Since (T ly, T lzi) is proximal, we get that {n ∈ Z+ : d(Tn+ly, Tn+lzi) <
δ} ∈ Ft. This implies that {n ∈ N : d(Tn+lx, Tn+lzi) > δ} ∈ Ft. We conclude that
(X,T ) is strongly Ft-sensitive, finishing the proof of the claim.

Assume that (X,T ) is not PI. By Lemma 5.3, θ∗ : X∞ → X is proximal,
π∞ : X∞ → Y∞ is weakly mixing, RIC and not an isomorphism. By Lemma 5.4,
there are s ∈ Y∞ and u ∈ π−1

∞ (s) such that Pπ∞ [u] is dense in the π−1
∞ (s). Since

π∞ is not proximal, there is v ∈ X∞ such that (u, v) is distal and π∞(v) = π∞(u).
Since θ∗ is proximal, we know that (θ∗(v), θ∗(u)) is distal. As Pπ∞ [u] is dense in
the π−1

∞ (s), there are vi → v such that vi �= v and (vi, u) is proximal. This implies
that (θ∗(vi), θ

∗(u)) is proximal. It is clear that θ∗(vi) �= θ∗(v) and θ∗(vi) → θ∗(v).
Applying the claim we just proved, we conclude that (X,T ) is strongly Ft-sensitive,
a contradiction. �

Before proving the following key result for Theorem D we need two well known
lemmas.

Lemma 5.6. Let π : X −→ Y be an open factor map between two t.d.s. Assume
that y ∈ Y and yi → y. Then for any z ∈ π−1(y) there are zi ∈ π−1(yi) such that
lim zi = z.

Let E(X,T ) be the enveloping semigroup of (X,T ).
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Lemma 5.7. Let π : X −→ Y be a distal factor map between two minimal t.d.s.
Then π is open and π−1(py) = pπ−1(y) for any y ∈ Y and any p ∈ E(X).

Theorem 5.8. Let (X3, T ) be minimal and X1
π1← X2

π2← X3, where π1 is a non-
trivial proximal extension, π2 is a non-trivial distal extension and X1 is distal. If
P (X3) is not closed, then X3 is strongly Ft-sensitive.

Proof. Since P (X3) is not closed, there are a distal pair (x1, x2) ∈ X3 × X3 and
proximal pairs (x1(i), x2(i)) ∈ X3 × X3 for all i ∈ N such that (x1(i), x2(i)) −→
(x1, x2). Let π = π1π2. It is clear that π(x1(i)) = π(x2(i)) since X1 is distal. This
implies that π(x1) = π(x2). Moreover, we may assume that (x1, x2) is a minimal
point. As (π2(x1), π2(x2)) is proximal and minimal we know that π2(x1) = π2(x2).
Put δ = infn∈Z+

d(Tnx1, T
nx2) and let Ui be an open neighborhood of xi with

diam(Ui) < δ/6, 1 ≤ i ≤ 2.
Set y = π2(x1) and yi = π2(x1(i)), i ∈ N. Then limi→∞ yi = y. Let

M = orb((x1, x2), T × T ) and K = {x ∈ X3 : (x1, x) ∈ M} ⊂ π−1
2 (y).

It is clear that x2 ∈ K. Moreover, M is a minimal subsystem of X3 ×X3 and for
any (z1, z2) ∈ M we have that π2(z1) = π2(z2). Let p : M −→ X3 be the projection
to the first coordinate. Then p−1(x1) = {x1} ×K and p is a distal extension. Put
p−1(x1(i)) = {x1(i)} ×Ki, i ∈ N.

Since M ∩ (U1 × U2) is an open neighborhood of (x1, x2) and p is open, by
Lemma 5.6 there are x′

2(i) ∈ Ki such that (x1(i), x
′
2(i)) ∈ M ∩ (U1 × U2) since

limi→∞ x1(i) = x1. Note that x′
2(i) ∈ Ki and thus π2(x

′
2(i)) = yi.

We can choose a sequence {nk} such that Tnk(x1) −→ (x1(i)). Then there is
z ∈ K such that Tnk(x1, z) −→ (x1(i), x

′
2(i)) ∈ M ∩ (U1 ×U2) by Lemma 5.7 using

the distality of p.
As (x1(i), x2(i)) is proximal, (x1(i), x

′
2(i)) (in the orbit closure of (x1, x2)) is

distal and x2(i), x
′
2(i) ∈ U2 we know that

{n ∈ Z+ : d(Tnx1(i), T
nx2(i)) < δ/6} ∈ Ft.

By the definition of δ we get infk∈Z+
d(T kx1(i), T

kx′
2(i)) ≥ δ which implies that

{n ∈ Z+ : d(Tnx2(i), T
nx′

2(i)) > δ/6} ∈ Ft.

Since this holds for each neighborhood of x2, we conclude that X3 is strongly Ft-
sensitive. �

Lemma 5.9. Let (Zn+1, T ) be minimal and consider the strictly PI-Tower Z1
θ1←

Y1
ρ2← Z2

θ2← Y2
ρ3← Z3

θ3← . . .
ρn← Zn

θn← Yn
ρn+1← Zn+1, where θi is a non-trivial

proximal extension, ρi is a non-trivial distal extension and Z1 is distal. If (Zn+1, T )
is not strongly Ft-sensitive, then P (Zn+1) is closed.

Proof. We prove this lemma by induction on n. For n = 1 it is just Theorem 5.8.
Now we assume that the theorem holds for n ≤ k − 1, and we prove it still holds
for n = k. Let ZD be the maximal distal factor of Z2 and let π1 : Z2 → ZD be
the factor map. Since P (Z2) is closed, π1 is proximal. So π2 = π1θ2 : Y2 → ZD is
proximal. Consider the new PI-Tower

ZD
π2← Y2

ρ3← Z3
θ3← . . .

ρk← Zn
θk← Yk

ρk+1← Zk+1

and the theorem holds for n ≤ k − 1. We know that P (Zk+1) is closed, i.e., the
theorem holds for n = k. �
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We also need the following two lemmas for the proof of Theorem D.

Lemma 5.10. Let π : X → Y be a factor map between minimal systems.

(1) If P (X) is closed, then P (Y ) is closed.
(2) If π is proximal and P (Y ) is closed, then P (X) is closed

Proof. (1) follows from Lemma 2 in [4].
(2) Let (xi, x

′
i) be proximal pairs in P (X) such that (xi, x

′
i) → (x, x′). Then

(π(xi), π(x
′
i)) are proximal pairs in P (Y ) such that (π(xi), π(x

′
i)) → (π(x), π(x′)).

Since P (Y ) is closed, (π(x), π(x′)) ∈ P (Y ). So there exists p ∈ E(X) (where E(X)
is the Ellis semigroup of X) such that pπ(x) = pπ(x′), i.e., π(px) = π(px′). Since
π is proximal, there exists q ∈ E(X) such that qpx = qpx′, i.e., (x, x′) ∈ P (X). So
P (X) is closed. �

Lemma 5.11. Let X be an inverse limit of minimal systems {(Xi, Ti)}∞i=1. If
P (Xi) is closed for each i ∈ N, then P (X) is closed.

Proof. If P (Xi) is closed, then by Theorem 2 in [2], P (Π∞
i=1Xi) is closed. By the

definition of inverse limit, P (X) is closed. �

With the above preparation we are ready to give the proof.

Proof of Theorem D. (2) ⇒ (1) follows from Proposition 5.2.
(1) ⇒ (2) We assume that (X,T ) is invertible first.
By Theorem 5.5 (X,T ) is PI. Consider the strictly PI-Tower in the structure

theorem,

Z1
θ1← Y1

ρ2← Z2
θ2← Y2

ρ3← Z3
θ3← . . .X∞.

By Proposition 5.1 X∞ is not strongly Ft-sensitive. So each finite tower

Z1
θ1← Y1

ρ2← Z2
θ2← Y2

ρ3← Z3
θ3← . . .

ρn← Zn
θn← Yn

ρn+1← Zn+1

is not strongly Ft-sensitive.
Then By Lemma 5.9, P (Zn+1) is closed. So P (Yn) is closed by Lemma 5.10. By

Lemma 5.11, P (X∞) is closed. By Lemma 5.10, P (X) is closed. So P (X) is an
equivalence relation [29]; then π : X → XD is proximal.

When (X,T ) is not invertible, let (X̃, T̃ ) be the natural extension of (X,T ). If

P (X,T ) is not closed, then by Lemma 5.10 P (X̃, T̃ ) is not closed. Since (X̃, T̃ ) is

an invertible minimal system, (X̃, T̃ ) is strong Ft-sensitive. So by Proposition 2.7,
(X,T ) is strong Ft-sensitive, a contradiction. So P (X,T ) is closed; then π : X →
XD is proximal. �

To get a better understanding of Theorem 5.8, we give a well known example
which is strongly Ft-sensitive.

To do so, first we give some other criteria of strongly Ft-sensitivity.

Proposition 5.12. Let (X,T ) be minimal and invertible. If there are x �= y such
that x, y is proximal for T−1 and infn∈Z+

d(Tnx, Tny) > 0, then (X,T ) is strongly
Ft-sensitive.

Proof. Let infn∈Z+
d(Tnx, Tny) = 2δ > 0, let U be any open set of X and l ∈ N

with T lx ∈ U . Put x1 = T lx and y1 = T ly; then (x1, y1) is proximal for T−1 and
infn∈Z+

d(Tnx1, T
ny1) ≥ 2δ. Since U is a neighborhood of x1, there is ε > 0 such

that Bε(x1) ⊂ U for ε < δ
10 . Set V = B ε

2
(x1). Since x1, y1 is proximal for T−1,
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{n < 0 : d(Tnx1, T
ny1) < ε/2} is thick in Z−. As (X,T ) is minimal, we know that

(X,T−1) is minimal. Thus, {n < 0 : Tnx1 ∈ V } is syndetic in Z−. There is s < 0
such that T sx1 ∈ V and d(T sx1, T

sy1) < ε/2. This implies that T sx1, T
sy1 ∈ U .

Set z1 = T sx1 and z2 = T sy1. Then {m ∈ Z+ : d(Tmz1, T
mz2) > δ} = [−s,∞) is

thick. So (X,T ) is strongly Ft-sensitive. �

We will give an application of Proposition 5.12, namely we shall show that the
Morse minimal system is strongly Ft-sensitive. The following results related to
Morse system are basic and well known; see for example [15].

The Morse sequence ω(n):

0110100110010110 · · ·
can be described by the following algorithms.

ω(0) = 0, ω(2n) = ω(n), ω(2n + 1) = 1 − ω(n)(n ∈ N). Considering ω as an
element of Ω = {0, 1}Z where ω(−n) = ω(n − 1), let X ⊂ Ω be its orbit closure
under the shift σ with σξ(n) = ξ(n+ 1). Then (X, σ) is a minimal flow called the
Morse minimal set.

The homeomorphism ϕ : ξ → ξ where ξ(n) = ξ(n) (and 0 = 1, 1 = 0) preservesX
and commutes with σ. The quotient space Y , of X modulo the group {ϕ, ϕ2 = id}
is a factor of (X, σ) in the sense that the natural projection π1 : X → Y satisfies
π1σ = σπ1. For every ξ ∈ X there exists a sequence ki such that σki → ξ and we can
associate with ξ the dyadic sequence {an}, 0 ≤ an ≤ 2n − 1, according to the rule
an = lim{ki(mod 2n)}. It is easy to check that this limit exists and is independent
of the particular choice of the sequence {ki}. Clearly also the dyadic sequences
corresponding to ξ and ξ coincide, so that we can consider the map π2 : Y → G
where G is the compact group of sequences {{an} : 0 ≤ an ≤ 2n−1, an+1 = an(mod
2n)}. Moreover π2σy = (π2y) + 1 where 1 = (1, 0, 0, . . . , ) ∈ G. In fact it is not
hard to describe π2 explicitly. If η ∈ Ω is defined by η(n) = ω(n) for n ≥ 0 and

η(n) = ω(n) for n < 0, then η ∈ X and denoting y1 = π1(ω), y2 = π1(η) we
have for all n ∈ Z, π−1

2 (n · 1) = {σny1, σ
ny2} while π−1

2 (g) is a singleton for every
g ∈ G \ {n · 1;n ∈ Z}. The map π2 is therefore almost one-to-one hence proximal.

Example 5.13. The Morse minimal system is strongly Ft-sensitive.

Proof. Let X be the Morse minimal system. Then π1 : X → Y is a group ex-
tension and π2 : Y → G is an almost one-to-one extension. It is easy to see that
infn∈Z+

d(σnω, σnη) > 0 and (ω, η) is asymptotic for σ−1. By Proposition 5.12, we
conclude that the Morse minimal system is strongly Ft-sensitive. �

5.2. Strong FPoind
and F∗

d,0-sensitivity. In this subsection, we discuss strong
FPoind

and F∗
d,0-sensitivity. In this subsection we assume that T is a homeomor-

phism.

Definition 5.14. Let (X,T ) be a t.d.s. We say (X,T ) is strongly FPoind
(resp.

F∗
d,0)-sensitive if there is δ > 0 such that for each opene subset U of X, there are

x, y ∈ U with {n ∈ Z : d(Tnx, Tny) > δ} ∈ FPoind
(resp. F∗

d,0).

We state some basic notation, definitions and results related to FPoind
(resp. F∗

d,0)
first.

We say that S ⊂ Z is a set of d-recurrence if for every measure preserving system
(X,χ, μ, T ) and for every A ∈ χ with μ(A) > 0, there exists n ∈ S \ {0} such that
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μ(A∩T−nA∩ . . .∩T−dnA) > 0. Let FPoind
be the family consisting of all sets of d-

recurrence. By Furstenberg’s multiple ergodic theorem the definition is reasonable.
A striking result due to Furstenberg and Katznelson [13, Theorem C] in our terms
is that Ffip ⊂ FPoind

. So we have

Proposition 5.15. If a minimal system (X,T ) is not strongly FPoind
-sensitive,

then it is an almost one-to-one extension of its maximal ∞-step nilfactor.

Proof. It follows from the fact Ffip ⊂ FPoind
and Theorem B. �

A subset A of Z is a Nild Bohr0-set if there exist a d-step nilsystem (X,T ), x0 ∈ X
and an open neighborhood U of x0 such that N(x0, U) =: {n ∈ Z : Tnx0 ∈ U} is
contained in A. Denote by Fd,0 the family consisting of all Nild Bohr0-sets. Let
FGPd

be the family generated by the sets of forms

k⋂
i=1

{n ∈ Z : Pi(n) (mod Z) ∈ (−εi, εi)},

where k ∈ N, P1, . . . , Pk are generalized polynomials of degree ≤ d, and εi > 0.
For the definition of generalized polynomials, see [23, Page 21]. We have [23,
Proposition 7.21, Proposition 7.24] for each d ∈ N, Fd,0 is a filter, and FPoind

has
the Ramsey property.

The following two lemmas will be used in the next theorem.

Lemma 5.16 ([23, Theorem E]). Let (X,T ) be a minimal system and x, y ∈ X.
Then the following statements are equivalent for d ∈ N ∪ {∞}:

(1) (x, y) ∈ RP[d].
(2) N(x, U) ∈ F∗

d,0 for each neighborhood U of y.

(3) N(x, U) ∈ FPoind
for each neighborhood U of y.

Lemma 5.17 ([23, Theorem F]). Let (X,T ) be a minimal system, x ∈ X and
d ∈ N ∪ {∞}. Then the following statements are equivalent:

(1) x is a d-step AA point.
(2) N(x, V ) ∈ Fd,0 for each neighborhood V of x.
(3) N(x, V ) ∈ F∗

Poind
for each neighborhood V of x.

Using Lemma 5.17 instead of using Proposition 3.1 we have the following result
by the same proof of Theorem 3.2.

Theorem 5.18. Let (X,T ) be a minimal system and d ∈ N. Then (X,T ) is
FPoind

-sensitive if and only if π : X −→ Xeq is not almost one-to-one.

Using the idea of the proof of Proposition 4.7 and Proposition 4.11, we obtain
the following result.

Theorem 5.19. If (X,T ) is a strongly FPoind
-sensitive minimal system, then π :

X −→ Xd is not an almost one-to-one extension.

Proof. Suppose that (X,T ) is strongly FPoind
-sensitive with the sensitive constant

10δ and π : X −→ Xd is an almost one-to-one extension. Then there is x ∈ X such
that RP[d][x] = x.

Let δ′ < δ and U = B(x, δ′); then there are y, z ∈ U such that

F = {n ∈ Z : d(Tny, Tnz) > 10δ} ∈ FPoind
.
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By the Ramsey property of FPoind
, F1 = {n ∈ Z : d(Tnx, Tnu) > 5δ} ∈ FPoind

,

where u = y or u = z. As RP[d][x] = x, by Lemma 5.16 we have F2 = N(x, U) ∈
F∗
Poind

. So

F3 = F1 ∩ F2 ⊂ {n ∈ Z : d(x, Tnu) > 5δ − δ′} ∈ FPoind
.

Then by the Ramsey property of FPoind
and using the same argument as in the

proof of Proposition 4.11, we deduce that there are v ∈ X with d(u, v) ≥ δ and

for each neighborhood V of v, N(u, V ) ∈ FPoind
. It is clear that (u, v) ∈ RP[d](X)

by Lemma 5.16. Moreover, we know that π(u) = π(v) since RP[d](Xd) = Δ. This

contradicts the fact that RP[d][x] = x, showing that π is not almost one-to-one. �

Corollary 5.20. If (X,T ) is a strongly F∗
d,0-sensitive minimal system, then π :

X −→ Xd is not a one-to-one extension.

Proof. The proof is similar to Theorem 5.19. �

It is unexpected that the converse of Theorem 5.19 fails. To give a counter-
example we need the following lemma.

Lemma 5.21 ([23, Theorem B, Corollary D]). For d ∈ N, Fd,0 = FGPd
and

FPoind
⊂ F∗

d,0.

Example 5.22. There is a minimal system which is not an almost one-to-one
extension of the maximal (d − 1)-step nilfactor and the system is not strongly
FPoind−1

-sensitive.

Proof. For d ≥ 2 define Tα,d : Td −→ Td by

Tα,d(θ1, θ2, · · · , θd) = (θ1 + α, θ2 + θ1, · · · , θd + θd−1),

where α ∈ R. When α ∈ R \Q, (Td, Tα,d) is minimal. A simple computation yields
that

Tn
α,d(θ1, θ2, · · · , θd) = (θ1 + nα, θ2 + nθ1 +

1

2
n(n− 1)α, · · · ,

d

Σ
i=0

(
n

d−i

)
θi),

where θ0 = α, n ∈ Z and
(
n
0

)
= 1,

(
n
i

)
=

∏i−1
j=0(n−j)

i! for i = 1, 2, · · · , d.
(Td, Tα,d) is a d-step nilsystem, so we have RP[d](Td) = ΔTd , and for s < d

RP[s](Td) = {(x,y) : the first s coordinates of x,y are the same}.

When α ∈ R \ Q, (Td, Tα,d) is minimal and not an almost one-to-one extension of
its maximal (d− 1)-step nilfactor. We will prove that Td is not strongly FPoind−1

-
sensitive.

Assume the contrary that it is strongly FPoind−1
-sensitive. That is, there is δ > 0

such that for any x ∈ Td and ε ∈ R, there is y ∈ Td such that ‖x− y‖ < ε and
{n ∈ Z : d(Tn

α,dx, T
n
α,dy) > 2δ} ∈ FPoind−1

. We can choose x = 0 and ε = δ; then

we have y = (y1, y2, · · · , yd) with

{n ∈ Z : d(Tn
α,d0, T

n
α,dy) > 2δ} ∈ FPoind−1

and ‖y‖ < δ. A simple computation yields that

Tn
α,dy − Tn

α,d0 = (y1, 0, . . . , 0) + (0, Tn
y1,d−1(y2, y3, · · · , yd)).
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So we have

F1 = {n ∈ Z : ‖Tn
y1,d−1(y2, y3, · · · , yd)‖ ≥ δ} ∈ FPoind−1

since F1 ⊃ {n ∈ Z : d(Tn
α,d0, T

n
α,dy) > 2δ}.

Define

F2 = {n ∈ Z : the absolute value of each coordinate of

Tn
y1,d−1(y2, y3, · · · , yd) is less than δ

(d−1)}.
We know that F2 ∈ FGPd−1

by the definition of generalized polynomials. Moreover,
we have

F2 ⊂ F3 = {n ∈ Z : ‖Tn
y1,d−1(y2, y3, · · · , yd)‖ < δ}.

Thus, F c
1 = F3 ⊃ F2 which implies that F c

1 ∈ FGPd−1
= Fd−1,0. So F1 �∈ F∗

d−1,0

which implies that F1 �∈ FPoind−1
by Lemma 5.21, a contradiction. �
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