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SPACES OF CONICS ON LOW DEGREE COMPLETE

INTERSECTIONS

XUANYU PAN

Abstract. Let X be a smooth complete intersection contained in Pn
C

and
of low degree. We consider conics contained in X and passing through two
general points of X. We show that the moduli space of these conics is a
smooth complete intersection in a projective space. The main ingredients of
the proof are a criterion for characterizing when a smooth projective variety is
a complete intersection in a projective space, the Grothendieck-Riemann-Roch
theorem, and the geometry of spaces of conics.
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1. Introduction

In this paper, we work over the complex numbers C. Let X be a smooth projec-
tive variety in Pn

C, and letM0,2(X, 2) be the Kontsevich moduli space parametrizing
the data (C, f, x1, x2) of

(1) a proper, connected, at-worst-nodal, arithmetic genus 0 curve C,
(2) an ordered collection x1 and x2 of distinct smooth points of C,
(3) and a morphism f : C → X whose image has degree 2

such that (C, f, x1, x2) has only finitely many automorphisms. For the space
M0,2(X, 2), we have an evaluation morphism (cf. [FP97])

(1.0.1) ev : M0,2(X, 2) → X ×X, (C, f, x1, x2) �→ (f(x1), f(x2)).

In the following, we say that a complete intersection of codimension k is of type
(c1, c2, . . . , ck) if it is defined by k homogeneous polynomials Fj of degree cj for
j = 1, . . . , k. We use the notation (c1, c2, . . . , ck) − (c1, c2, . . . , cj) to represent the
(k − j)-tuple (cj+1, cj+2, . . . , ck).
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Conditions. Throughout this paper, we always assume that

• X is a smooth complete intersection in Pn
C of type (d1, . . . , dc), with c ≤ n

and di ≥ 2 such that n ≥ 2
c∑

i=1

di − c+ 1;

• and p and q are general points of X;
• and F is the general fiber of the evaluation map ev over (p, q) ∈ X ×X; cf.
(1.0.1).

Since p and q are general, the line pq is not contained in X. The stable maps
parametrized by F are immersions, and their images in X are reducible conics
passing through p and q. Therefore, we hope it will not cause any confusion if we
consider F as the Hilbert scheme parametrizing conics contained in X and passing
through p and q.

In topology, a path connected space is simply connected if the space of based
paths is path connected. The topological obstruction theory predicts that there
exists a section of a Serre fibration if its fibers are simply connected and the base
is a CW-complex of dimension at most two. In algebraic geometry, de Jong and
Starr [dJS06] introduce an algebraic and geometric analogue of simple connected-
ness, namely, rational simple connectedness (see [dJS06, Theorem 1.1]). Rational
simple connectedness plays a similar role as simple connectedness in the topolog-
ical obstruction theory. Namely, the rational simple connectedness of a smooth
projective variety X in Pn

C implies some arithmetic properties of X, such as weak
approximation and the existence of rational points over function fields of surfaces
([dJS06], [dJHS11], and [Has10]). In general, the first step of showing the rational
simple connectedness of X is to show the rational connectedness of F . In this paper,
we show that the fiber F is a smooth complete intersection in a projective space;
see Theorem 1.1. As a result, it gives rise to an alternative proof of the rational
connectedness of F for a low degree complete intersection X; cf. [dJS06, Lemma
6.5].

On the other hand, Qile Chen and Yi Zhu [CZ15] recently used the results in this
paper and A1-curves to prove strong approximation for low degree affine complete
intersections over function fields, which is considered to be more difficult to show
than weak approximation.

The main theorem of this paper is the following.

Theorem 1.1. With the conditions as above, the general fiber F is of the expected

dimension n+ 1− 2
c∑

i=1

di + c. Denote by ϕ the morphism

(1.1.1) ϕ : F → Pn−2 = Pn/ Span(p, q)

associating to a stable map [f : C → X, p, q] ∈ F the point

[Span(f(C))] ∈ Pn−2 = Pn/ Span(p, q).

Then the morphism ϕ : F → Pn−2 is an immersion, and the general fiber F is a
smooth complete intersection in Pn−2 of type

(1, 1, 2, 2, . . . , d1 − 1, d1 − 1, d1; 1, 1, 2, 2, . . . , d2 − 1, d2 − 1, d2; . . . ;

1, 1, 2, 2, . . . , dc − 1, dc − 1, dc)− (1, 1, 2).
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For a formal definition of ϕ, we refer to [dJS06, Lemma 6.4].
There is also an interesting application of this theorem in enumerative geometry.

Namely, if the number of conics contained in X and passing through p and q is
finite, then the number is equal to the degree of F via the immersion ϕ. This
number can be easily calculated by the theorem. It can also be calculated by using
quantum cohomology; cf. [Bea95, Corollary on page 394].

The proof of Theorem 1.1 will be given at the end of this paper. Here is a rough
sketch. In Section 3, we prove that F can be embedded into a projective space by
a canonical map ϕ. We also prove that the boundary divisor Δ of F is a smooth
complete intersection in the projective space under this embedding. In Section 4,
we study the geometry of spaces of conics contained in a projective space.

In Section 5, we prove that the total space U of the universal family U → F of
conics is smooth. In Section 6, we apply the Grothendieck-Riemann-Roch theorem
to U → F . We prove an identity relating divisors of F in Section 6; see Lemma 6.4.
Then we use the results in Section 4 to deduce an integral version of this identity;
see Proposition 6.5.

In Section 7, we give a criterion of when a projective variety is a complete
intersection in a projective space in Proposition 7.3. Roughly speaking, we show
that a smooth projective variety Y (⊆ Pn) which contains a smooth divisor X is a
complete intersection in Pn if

• X is a complete intersection in Pn of type (d1, . . . , dc),
• and the divisor X is the intersection of Y and a hypersurface of degree d
in Pn where d ∈ {d1, . . . , dc}.

We apply this proposition to the case (X,Y ) = (Δ,F). Using Proposition 6.5, we
verify that (Δ,F) satisfies the conditions of Proposition 7.3. Therefore, we con-
clude that F is a smooth complete intersection in Pn−2.

To avoid repetition, we fix the following notation throughout this paper:

• Denote by Δ the boundary divisor of F parametrizing reducible conics.
• Denote the universal conic bundle by π : U → F and the natural map from
U to F by f : U → X. The universal sections are denoted by σi : F →
U (i = 0, 1) with Im(f ◦ σ0) = {p} and Im(f ◦ σ1) = {q}.

• Denote by Span(C) the unique 2-plane such that C is a subscheme of this
2-plane where C is a conic in Pn.

• Denote by TX,x the closure of TX,x in Pn where TX,x is the tangent space
to X at a point x ∈ X. We say that TX,x is the projective tangent space
to X at x.

• Denote by st (or Span(s, t)) the line passing through two points s and t in
Pn.

• Denote by P(V )/P(W ) the projective space P(V/W ) for a flag (W ⊆ V ) of
a vector space V , e.g., Pn/ Span(C), Pn/ Span(s, t).

2. Preliminaries

Most results in this section are well known to experts. For the sake of complete-
ness, we sketch some of the proofs for these results. Recall that X is a smooth
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complete intersection of type (d1, . . . , dc) in Pn. Assume that X =
c⋂

i=1

Xi where Xi

is a hypersurface of degree di in Pn.

Lemma 2.1. Let Lx be the union of lines contained in X and passing through
x ∈ X. Assume that X is covered by lines. The space Lx(⊆ X) is a complete
intersection in Pn of type ⎛

⎜⎜⎜⎜⎝

1, 2, . . . , d1 − 1, d1;
1, 2, . . . , d2 − 1, d2;

. . .

. . .
1, 2, . . . , dc − 1, dc

⎞
⎟⎟⎟⎟⎠

if x is a general point of X. Moreover, the first “1” in the i-th row represents the
linear form defining the projective tangent hyperplane TXi,x to Xi at x, and “di”
in the i-th row represents the polynomial of degree di defining Xi.

The proof of this lemma is based on local calculations. See the proof of [CS09,
Lemma 2.1]. One can show Lemma 2.1 in the same way.

We have the following lemma.

Lemma 2.2 ([dJS06, Lemma 5.1]). Assume that n ≥ 2
c∑

i=1

di − c+ 1. The general

fiber F is smooth and of the expected dimension n + c + 1 − 2
c∑

i=1

di. Moreover,

the intersection of F and the boundary of M0,2(X, 2) is a simple normal crossing
divisor Δ.

Proposition 2.3. Assume that n ≥ 2
c∑

i=1

di − c+ 1.

(1) The general fiber F is a smooth variety of the expected dimension

n+ c+ 1− 2
c∑

i=1

di.

(2) The boundary divisor Δ is a smooth complete intersection in Pn of type

(2.3.1)

⎛
⎜⎜⎜⎜⎝

1, 1, 2, 2, . . . , d1 − 1, d1 − 1, d1;
1, 1, 2, 2, . . . , d2 − 1, d2 − 1, d2;

. . .

. . .
1, 1, 2, 2, . . . , dc − 1, dc − 1, dc.

⎞
⎟⎟⎟⎟⎠

Proof. The first assertion follows from Lemma 2.2. The second assertion follows
from the fact [dJHS11, page 83 (2)]. We sketch a proof of the second assertion here
for the sake of completeness.

Let Lp (resp. Lq) be the union of lines contained in X and passing through
the point p ∈ X (resp. q ∈ X) (cf. Lemma 2.1). Since p (resp. q) is a general
point of X, one can show that Lp(⊆ X) (resp. Lq) is a complete intersection in
Pn; cf. Lemma 2.1. A reducible conic C contained in X and passing through p
and q is uniquely determined by the node point. Namely, the conic C is the union
Qp∪Qq where Q is the node point of C. On the other hand, the boundary divisor
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Δ parametrizes reducible conics contained in X and passing through p and q. It
follows that Δ = Lp ∩ Lq. By Lemma 2.2, we conclude that Lp and Lq intersect
properly. The second assertion follows. �

3. An embedding map and projective geometry

In this section, we show that the morphism ϕ is a closed immersion. Recall that
X is a smooth complete intersection X1∩· · ·∩Xc in Pn, where Xi is a hypersurface
of di in Pn for i = 1, . . . , c.

Lemma 3.1. With the notation as above, there is a commutative diagram as fol-
lows:

U

π

��

f
�� X

pr |X

��

i �� Pn − pq

pr

��

F ϕ
�� Pn−2

where

(1) the map pr is the projection from the line pq to a projective subspace Pn−2,
(2) and the rational map i is the natural rational inclusion,
(3) and Pn−2 = TX1,p ∩ TX1,q where X = X1 ∩ · · · ∩Xc.

Proof. Note that i is defined on X − pq. Let u ∈ U be a point whose image f(u)
is not on the line pq. Therefore, the line pq and the point f(u) span a 2-plane
Span(f(u), pq). Since Pn−2 in the diagram above is the intersection TX1,p ∩ TX1,q

of the projective tangent hyperplanes to X1, the projection map pr |X maps f(u)
to the point Span(f(u), pq) ∩ Pn−2. On the other hand, the point

ϕ(π(u)) ∈ Pn−2 = Pn/ Span(p, q)

parametrizes the 2-plane Span(C) where C is a conic parametrized by π(u). There-
fore, the point f(u) is on C and Span(C) = Span(f(u), pq). In other words, we
have pr |X(f(u)) = ϕ(π(u)). We have proved that the diagram is commutative. �
Lemma 3.2. The map ϕ : F → Pn−2 = Pn/ Span(p, q) is injective.

Proof. Since X is smooth, the hypersurface X1 is smooth at the point p. Let TX1,p

be the projective tangent hyperplane to X1 at p. It is clear that the complete inter-
section X is linearly nondegenerate. In particular, the variety X is not contained
in TX1,p. Therefore, the line pq is transversal to TX1,p if the point q in X is general.
In this case, the multiplicity of the intersection point of pq and X1 at p is 1.

Suppose that ϕ is not injective. By Lemma 3.1, there are two distinct conics C1

and C2 contained in X and passing through p and q. These two conics are lying in
a 2-plane P . Since the line pq is transversal to TX1,p, we have that

pq �⊆ X1.

In particular, the intersection X1 ∩ P is a reducible plane curve D. It is clear that
C1 ∪ C2 ⊆ D. We conclude that the multiplicity of the intersection D ∩ pq at p
is at least 2 since C1 and C2 pass through p. As a result, the multiplicity of the
intersection of pq and X1 at p is at least 2 since the intersection pq ∩ X1 is the
intersection D ∩ pq in P . This is a contradiction. �
Proposition 3.3. The map ϕ : F → Pn−2 = Pn/ Span(p, q) is a closed immersion.
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Proof. By Lemma 3.2, it suffices to show that the differential dϕ on the tangent
space TcF to F at c ∈ F is injective for every c ∈ F . Let C be the conic
parametrized by the point c ∈ F .

Take a nonzero vector v ∈ TcF . It induces a nonzero normal vector field Nv ∈
H0(C,NC/X(−p− q)) where NC/X is the normal bundle of C. This normal vector
field corresponds to the first order deformation of the conic C with fixed points p
and q.

Note that U is smooth (we postpone the proof until Section 5); see Proposition
5.4. For a smooth point s ∈ C ⊆ U , we can lift the vector v (locally on U) to a
vector field w (around s) of TU |C where TU is the tangent bundle of U . Let proj
be the natural map TX |C → NC/X . Note that the map proj induces the map

H0(proj),

H0(C, TX |C) → H0(C,NC/X),

where H0(C, TX |C) is the space of the first order deformation of the morphism C ⊆
X leaving domain and target fixed (see [Ser06, Section 3.4.1]), and H0(C,NC/X)
is the space of the first order deformation of the morphism C ⊆ X leaving target
fixed (see [Ser06, Section 3.4.2] and [Ser06, Remarks 3.4.10]).

Note that df(w) ∈ H0(U, TX |C) for some open neighborhood U of s is the first
order deformation of the morphism f |U : U → X leaving domain and target fixed;
cf. [CaK02, pages 17 and 18]. It follows from the remarks in the previous paragraph
that H0(proj)s ◦ df(ws) is the normal vector Nv,s of Nv at the point s, i.e.,

H0(proj)s ◦ df(ws) = Nv,s,

since the normal vector field Nv is induced by the first order deformation (corre-
sponding to v) of the conic C, where ws is the vector field w at s. In particular, we
have that dπ(ws) = v for any smooth point s ∈ C. By Lemma 3.1, it follows that

dϕ(v) = dϕ(d(π)(ws)) = d(pr |X)(df(ws)).

We claim that the vector df(ws) ∈ TX,s points out of the 2-plane P2 = Span(C).
If the vector df(ws) ∈ TX,s is on the 2-plane Span(C), then df(ws) and the tangent
vector TC,s to C at the point s span the 2-plane Span(C). In particular, we have
Span(C) ⊆ TX,s. Since the point s is a smooth point of C, we have Span(C) ⊆ TX,p

by specializing s to p. On the other hand, the line pq (⊆ Span(C)) is not contained
in TX,p since p and q are two general points of X. This is a contradiction. We have
proved the claim.

Therefore, the vector d(pr |X)(df(ws)) is nonzero. In other words, the differential
dϕ on the tangent space TcF to F at c is injective. �

Lemma 3.4. The boundary divisor Δ is a complete intersection in Pn−2, with
respect to the immersion ϕ|Δ : Δ → Pn−2, and of type

(2, 2, . . . , d1 − 1, d1 − 1, d1; . . . ; 1, 1, 2, 2, . . . , dc − 1, dc − 1, dc)

(just take out of the first two “1” from the tuple in Proposition 2.3).

Proof. Let us briefly recall how to identify Δ as a complete intersection in Pn; cf.
Proposition 2.3. The divisor Δ parametrizes reducible conics contained in X and
passing through p and q. Let C be a reducible conic parametrized by Δ. We have
that C = lp ∪ lq where lp (resp. lq) is a line contained in X and passing through p
(resp. q).
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The lines lp and lq intersect at a point Q. It is clear that the reducible conic C is

Qp∪Qq where Qp (resp. Qq) is the line lp (resp. lq). In particular, the intersection
point Q determines the reducible conic C. Let Lp (resp. Lq) be the union of the
lines contained in X and passing through p (resp. q). The intersection Lp ∩ Lq

parametrizes reducible conics passing through p and q. By Proposition 2.3 and its
proof, we have that

• Δ = Lp ∩ Lq,
• and Δ is a smooth complete intersection of type (2.3.1) in Pn.

By Lemma 2.1, the first two “1’s” in the first row of the tuple (2.3.1) in Proposition
2.3 represent the linear forms defining the projective tangent hyperplanes TX1,p

and TX1,q. Since Pn−2 in Lemma 3.1 is the intersection of TX1,p and TX1,q, we
have proved the lemma. �

4. The geometry of parameter spaces of conics

In the following, a reduced conic refers to a smooth conic or a reducible conic.
The main result of this section is Lemma 4.4. The presentations of the proofs in this
section were suggested by the anonymous referee. Denote by Sch/C the category
of C-schemes.

Definition 4.1. Let M be a functor from the category Sch/C to the category of
sets as follows:

M : Sch/C → Sets

associates to a scheme S the set M(S) = {π1 : C → S} where π1 : C → S is a flat
family of conics contained in Pn

S and passing through p and q.

In other words, the moduli functor M parametrizes conics contained in Pn and
passing through p and q.

Lemma 4.2. The functor M is representable by a scheme. We denote it by M as
well. The scheme M is a P3-bundle over Pn−2.

Proof. The lemma follows from the following observation. It is well known that
a conic C in Pn is contained in a unique projective 2-plane Span(C) = P2 as a
subscheme. On the other hand, it is clear that Pn/pq = Pn−2 parametrizes 2-
planes containing pq. Note that conics contained in a 2-plane P2 and containing p
and q are parametrized by P3. It follows that M is a P3-bundle over Pn−2. �

We say that a conic in Pn is good if it is smooth or the line pq is not one of its
components. Otherwise, we say that the conic is bad. In particular, we have that
pq ⊆ C for a bad conic C. Note that the space of conics contained in a 2-plane
and passing through p and q is P3 and the locus of bad conics in this 2-plane is
P2(⊆ P3). It follows that the locus B of bad conics in M is a divisor representing
the relative O(1) of the P3-bundle M over Pn−2. This implies the following lemma.

Lemma 4.3. With the notation as above, there exists an open subscheme Mo of
M parameterizing reduced good conics contained in Pn. Moreover, we have that
Mo = M −B is an A3-bundle over Pn−2.
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Lemma 4.4. Let Δ1 be the boundary divisor of Mo parametrizing good reducible
conics contained in Pn and passing through p and q. The Picard group Pic(Mo) of
Mo is Z. In particular, we have that

[Δ1] = mε and ψ∗(OPn−2(1)) = hε

for some integers m and h, where ε is a generator of Pic(Mo).

Proof. The lemma follows from Lemma 4.3. �

5. The smoothness and Chern classes

In this section, we prove the smoothness of the universal bundle U by local
calculations. We also prove some relations between the Chern classes of U , F and
the algebraic cycle [Z] associated to the singular locus Z of the map π : U → F .
The results in this section are preparations for applying the Grothendieck-Riemann-
Roch theorem in the next section. We suggest the reader skip this section on a first
reading and return if necessary.

Definition 5.1. With the same notation as before, we consider the universal family

π : U → F
of conics. The singular locus Z of π is defined by the first fitting ideal of the relative
differential sheaf Ω1

U/F .

It is clear that Z is the locus of the nodal points of the family U → F of conics.

Lemma 5.2. Suppose that z ∈ U is the nodal point of the reducible conic Uπ(z).

Let ÔU,z be the completion of the local ring OU,z at z. We have that

ÔU,z = ÔF ,π(z)[[x, y]]/(xy − a),

where a is an element in ÔF ,π(z). The singular locus Z is defined by the ideal (x, y)

in ÔU,z. Moreover, we have that

Ω1
U/F = ωU/F ⊗ IZ ,

where ωU/F is the dualizing sheaf of π and IZ is the ideal sheaf of Z.

Proof. The first statement is well known. The analytic version follows from Propo-
sition 2.1 in [ACG11, Chapter X] . Since the general fibers of π are smooth con-
ics contained in X, the second statement follows from the identity in the paper
[Mum77, page 101 (ii)]. �

Proposition 5.3. The singular locus Z is a smooth subvariety of codimension 2
in U . Moreover, it is isomorphic to the boundary divisor Δ via the morphism π.

Proof. Let z be a point of Z. By Lemma 5.2, the total family U is defined by the
equation

xy − a = 0

in a neighborhood of the point z = (0, 0, s) ∈ C2×F , where a is an analytic function
on F and x, y are coordinates of C2. The singular locus Z in U is defined by

x = 0 and y = 0.
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Therefore, the locus Z is defined by

xy − a = 0, x = 0, and y = 0

in a neighborhood of (0, 0, s) ∈ C2×F . We conclude that the locus Z is isomorphic
(via the morphism π) to the analytic subspace of F defined by a = 0. On the other
hand, the boundary divisor Δ in F is defined by a = 0 as well. We have proved
the lemma. �

Proposition 5.4. The universal family U is a smooth projective variety.

Proof. Since F is smooth, it suffices to show that U is smooth at Z. Let z be a
point of Z. By Lemma 5.2 and the proof of Proposition 5.3, the total family U is
defined by

xy − a = 0 (a ∈ OF )

in a neighborhood of the point z = (0, 0, s) ∈ C2 ×F , and the boundary divisor Δ
is locally defined by a = 0 in F .

To prove the proposition, it suffices to show that the Jacobian

(y, x,− ∂a

∂z1
, . . . ,− ∂a

∂zn
)

of the function xy − a does not vanish at any point of U , where {zi} are the local
coordinates of F . Since the smooth divisor Δ in F is defined by a = 0, the Jacobian

(
∂a

∂z1
, . . . ,

∂a

∂zn
)

of a on F does not vanish anywhere. We have proved the proposition. �

Lemma 5.5. We have that

td1(Ω
1
U/F ) =

1

2
c1(Ω

1
U/F ) and td2(Ω

1
U/F ) =

1

12
(c21(Ω

1
U/F ) + c2(Ω

1
U/F)),

where Ω1
U/F is the relative differential sheaf of π and tdi is the i-th Todd class.

Proof. See [Har77, Appendix A] or [Ful98]. �

Lemma 5.6. Let Tπ be the relative tangent sheaf of π. The i-th Todd class tdi(Tπ)

is equal to (−1)itdi(Ω
1
U/F) where td(Tπ) is given by td(TU )

π∗td(TF ) .

Proof. We denote tdi(Tπ) by tdi. It is clear that

(1 + td1 + td2 + . . . )π∗td(TF ) = td(TU ).

From the short exact sequence 0 → π∗Ω1
F → Ω1

U → Ω1
U/F → 0, we have that

td(Ω1
U ) = π∗td(Ω1

F )td(Ω
1
U/F ).

On the other hand, we have tdi(TF ) = (−1)itdi(Ω
1
F) and tdi(TU ) = (−1)itdi(Ω

1
U).

We conclude that tdi(Tπ) = (−1)itdi(Ω
1
U/F). �

Lemma 5.7. Let ωU/F be the dualizing sheaf of the morphism π. We have the
following identities:

ch0(Ω
1
U/F ) = 1, c1(Ω

1
U/F ) = c1(ωU/F ),

ch1(Ω
1
U/F) = c1(ωU/F ) + c1(IZ) = c1(ωU/F ).
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Let IZ be the ideal sheaf of the singular locus Z in U . We have that

ch0(IZ) = 1, c1(IZ) = 0, ch1(IZ) = 0,
c2(IZ) = [Z], ch2(IZ) = −c2(IZ) = −[Z],

ch2(Ω
1
U/F) =

1
2 (c1(ωU/F ))

2 − [Z] and c2(Ω
1
U/F) = [Z],

where [Z] is the fundamental class of Z.

Proof. Let i be the natural inclusion i : Z ⊆ U . Using Lemma 5.2 and the fact that
ωU/F is a line bundle on U , we have

ch(Ω1
U/F) = ch(ωU/F ⊗ IZ) = ch(ωU/F )ch(IZ).

Expanding the right side, we show the first assertion. Since we know that U and Z
are smooth from Proposition 5.4 and Proposition 5.3, we can apply the formula in
[Ful98, Example 15.3.5, page 298]. Therefore, we have that

c(i∗(OZ)) = 1− i∗(c(N
∨
Z/U )

−1)

= 1− i∗(1− c1(N
∨
Z/U )) + . . .

= 1− [Z]− i∗(c1(NZ/U )) + . . . ,

where the notation “. . . ” means the cycles of higher codimension. From the exact
sequence

0 → IZ → OU → i∗OZ → 0,

we get the identity

1 = c(IZ)c(i∗OZ)

by the Whitney product formula. Expanding the right hand side and comparing
the terms with the left hand side, we have proved the lemma. �

6. An integral cycle relation

In this section, we apply the Grothendieck-Riemann-Roch theorem to show an
identity relating divisors on F ; cf. Lemma 6.4. Then we use the results in Section
4 to show an integral version of Lemma 6.4; cf. Proposition 6.5.

We denote by λ the first Chern class of line bundle ϕ∗(OPn−2(1)). Recall that
we have the universal morphism

f : U → X

from the universal conic U to X; cf. Section 2. We hope it will cause no confusion
if we sometimes also denote by f : U → Pn the morphism U → X ⊆ Pn.

Lemma 6.1. We have the following identities:

(1) π∗ϕ∗(OPn−2(1)) = ωU/F ⊗ f∗OPn(1),
(2) c1(σ

∗
i TU/F ) = −λ,

(3) c1(ωU/F ) = π∗λ− c1(f
∗OPn(1)).

These identities are scattered in the paper [dJS06]. We give a geometric proof.

Proof. Since the fiber Ux of π over x ∈ F is a conic, the dualizing sheaf ωUx
is

OUx
(−2) = (f |Ux

)∗(OX(−1)). For the family π : U → F of conics, the line bundle
ωU/F ⊗ f∗OX(1) is fiberwise trivial. By the base change theorem, there is a line
bundle L on F such that

(6.1.1) π∗L = ωU/F ⊗ f∗OX(1).
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Since the image of f ◦ σ0 is the point p, the pullback (f ◦ σ0)
∗OX(1) is trivial.

Therefore, we have that

L = σ∗
0(π

∗L) = σ∗
0ωU/F ⊗ (f ◦ σ0)

∗OX(1) = σ∗
0ωU/F .

Since the morphism π is smooth at the image of σ0, we have that

σ∗
0ω

∨
U/F = σ∗

0Ω
∨
U/F = σ∗

0TU/F .

For the conic Ux, the 2-plane Span(pq, TpUx) coincides with the 2-plane Span(Ux),
where TpUx is the tangent line to Ux at the point p. On the other hand, we are
able to construct a map ρ : F → Pn−2 which associates to a point

x = [Ux,Ux ⊆ X, p, q] ∈ F
the point [Span(p, q, TpUx)/ Span(p, q)] ∈ Pn−2 = Pn/ Span(p, q); cf. (1.1.1). So we
have that

σ∗
0TU/F = ρ∗OPn−2(−1).

It is easy to see that the morphism ρ is exactly the morphism ϕ. We show (2).
Moreover, we have that

L = σ∗
0ωU/F = ρ∗OPn−2(1) = ϕ∗OPn−2(1).

Combining with equality (6.1.1), we show (1) and (3). �
We denote by σi the image σi(F) of the section σi as well.

Lemma 6.2 ([dJS06, Lemma 6.4]). We have that

(1) [σi]
2 = −σi∗(λ).

(2) π∗f
∗(c1(OPn(1))2) = 2λ in CH1(F)Q.

(3) c1(f
∗OX(1)) = [σ0] + [σ1] + π∗λ (on page 33 of [dJS06]).

Proof. We sketch a proof here for the sake of completeness. From the proof of
Lemma 6.1, we have that

σ∗
i (TU/F ) = ρ∗OPn−2(−1) = −ϕ∗(OPn−2(1)) = −λ.

Since σi is a smooth divisor of U , we have that

[σi]
2 = σi∗(c1(Nσi/U )) = σi∗(σ

∗
i (TU/F )) = −σi∗(λ).

One can show (3) if one knows the precise definition of ϕ. We refer to [dJS06,
Lemma 6.4, page 33]. Here, we provide an alternative way to show (3) from Lemma
3.1. Let H be a hyperplane in Pn−2. We consider the rational pullback (pr |X)∗(H)
of H via the map pr |X in Lemma 3.1. The pullback (pr |X)∗(H) is a hyperplane
contained in Pn and passing through p and q. Therefore, it follows that

f∗c1(OX(1)) = f∗((pr |X)∗H) = π∗ϕ∗OPn−2(1) = π∗λ

holds on U − σ0 − σ1 from the commutativity of the diagram in Lemma 3.1. We
conclude that

f∗c1(OX(1)) = π∗λ+A[σ0] +B[σ1]

for some positive integers A and B since (pr |X)∗(H) passes through p and q. Let
C be a fiber of π. The intersection number of C and f∗c1(OX(1)) is two since C is
a conic in X. Meanwhile, we have that

C · π∗(λ) = 0 and C · [σi] = 1.

We conclude that A = B = 1. We have proved (3).
The second assertion follows from (1) and (3). �
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Lemma 6.3. With the notation as before, we have that

(6.3.1) [c1(ωU/F )]
2 = −π∗(λ2) + f∗(c1(OPn(1))2)− 2π∗(λ)([σ0] + [σ1]).

In particular, we have that π∗([c1(ωU/F )]
2) = −2λ in CH1(F)Q.

Proof. By Lemma 6.1 (3), we have that

[c1(ωU/F )]
2 = π∗(λ2) + f∗(c1(OPn(1))2)− 2π∗(λ) · f∗(c1(OPn(1))).

By Lemma 6.2, we know that

c1(f
∗OPn(1)) = [σ0] + [σ1] + π∗λ.

Hence, we show the first assertion by combining these two identities. Applying
π∗(−) to the identity (6.3.1), we show the second assertion by the projection formula
and the fact that π∗([σi]) = [F ]. �

Lemma 6.4. We have that Δ = 2λ in Pic1(F)Q.

Proof. By Proposition 5.4, we can apply the Grothendieck-Riemann-Roch theorem
[Ful98, Chapter 15] to the morphism π : U → F . Denote by ω the dualizing sheaf
ωU/F . By Lemmas 5.5, 5.6, and 5.7, we conclude that (td(Tπ))≤2 (up to degree 2)
is equal to

1− td1(Ω
1
U/F ) + td2(Ω

1
U/F) = 1− 1

2c1(Ω
1
U/F) +

1
12 (c1(Ω

1
U/F )

2 + c2(Ω
1
U/F ))

= 1− 1
2c1(ω) +

1
12 (c1(ω)

2 + [Z]).

By Lemma 5.7, we have that ch(IZ)≤2 = 1 − [Z] (up to degree 2). Therefore,
the term of degree 2 in td(Tπ) · ch(IZ) is

(6.4.1) (td(Tπ) · ch(IZ))2 =
1

12
[Z] +

1

12
c21(ω)− [Z].

Let π!(G) be
dim(U)∑
i=0

(−)iRiπ∗(G) (in the K-group K0(F) of F) for a coherent

sheaf G on U . We claim that

(1) π!OU = OF ,
(2) and π!(i∗OZ) = j∗(OΔ) where the maps i : Z → U and j : Δ → F are the

closed immersions.

In fact, supposing that C is a reducible conic with a node point b, we have a short
exact sequence

0 → OP1
(−b) → OC → OP2

→ 0,

where P1 and P2 are the distinct components of C. From the short exact sequence,
we have that H1(C,OC) = 0. On the other hand, it is obvious that H1(C,OC) = 0
if C is a smooth conic. By the base change theorem, we have that Riπ∗OU = 0 for
all i ≥ 1. We conclude that π!OU = OF .

To prove π!OZ = OΔ, it suffices to show that Rkπ∗OZ = 0 for all k ≥ 1. In fact,
by Proposition 5.3, the map π ◦ i : Z → Δ is an isomorphism. It is clear that

Rsj∗(OΔ) = 0 (resp. Rli∗(OZ) = 0)

if s ≥ 1 (resp. l ≥ 1). In particular, the Leray spectral sequence

Ek,l
2 = Rkπ∗(R

li∗(OZ)) ⇒ Rk+l(j ◦ δ)∗(OZ) = Rk+lj∗(OΔ)
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degenerates at the E2 page. We conclude that Rkπ∗(i∗OZ) = 0 for k ≥ 1. Applying
the Grothendieck-Riemann-Roch theorem, we have that

(6.4.2) π∗(ch(IZ) · td(Tπ)) = ch(π!(IZ)) = ch(π!(OU )− π!(i∗(OZ))).

The right hand side (RHS) of (6.4.2) is equal to

ch(OF − j∗OΔ) = ch(OF (−Δ)).

In particular, the term of degree 1 in the RHS is equal to −[Δ]. By Proposition
5.3 and the equality (6.4.1), the term π∗((td(Tπ) · ch(IZ))2) of degree 1 in the left
hand side (LHS) of (6.4.2) is equal to

1

12
[Δ] +

1

12
π∗(c

2
1(ω))− [Δ].

Comparing the term of degree 1 in the RHS with the term in the LHS, we conclude
that

0 =
1

12
[Δ] +

1

12
π∗(c

2
1(ω))

in CH1(F)Q. Therefore, the divisor Δ is equal to 2λ in Pic1(F)Q by Lemma 6.3.
�

In the following, we use the notation in Section 4 freely. For the smooth scheme
Mo (cf. Lemma 4.3), we have a morphism

(6.4.3) ψ : Mo → Pn−2 = Pn/ Span(p, q)

that associates to a point [C] ∈ Mo the point

ψ([C]) = [Span(C)] ∈ Pn−2 = Pn/ Span(p, q);

cf. (1.1.1).

Proposition 6.5. The boundary divisor Δ of F is linearly equivalent to 2λ.

Proof. From the moduli interpretation, we have a morphism H : F → Mo with
ϕ = ψ ◦H :

F H ��

ϕ

���
��

��
��

� Mo

ψ
��

Pn−2

With the notation in Lemma 4.4, it is clear that the divisor Δ is the pullback of
Δ1 (Lemma 4.4) via H. Let k be the rational number m

h . By Lemma 4.4 and the
diagram above, we have that

Δ = H∗(Δ1) = k ·H∗(ψ∗(OPn−2(1))) = kϕ∗(OPn−2(1)) = kλ

in Pic(F)Q. By Lemma 6.4, we have that Δ = 2λ in Pic(F)Q. Therefore, we
conclude that k = 2. In particular, we have that Δ1 = 2ψ∗(OPn−2(1)) in Pic(Mo).
Therefore, we conlcude that

Δ = H∗(Δ1) = 2H∗(ψ∗(OPn−2(1))) = 2ϕ∗(OPn−2(1)) = 2λ

in Pic(F). We have proved the proposition. �

Remark 6.6. Proposition 6.5 could be proved alternatively by a test curve compu-
tation (see [CZ15, Lemma 4.12]).
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7. The main theorem

We start with some lemmas to show a criterion (Proposition 7.3) to characterize
when a projective variety is a complete intersection in a projective space.

Lemma 7.1. Let R be a Cohen-Macaulay ring. If R has only one minimal prime
ideal p and the localization Rp is reduced, then R is reduced.

Proof. We consider the localization map f : R → Rp. We claim that f is injective.
In fact, the ring R has no embedded associated primes by the unmixedness

theorem [Mat89, Theorem 17.6]. In particular, from the primary decomposition of
the zero ideal, we know that the zero ideal is a p-primary ideal. Since the kernel
Ker(f) of f is the smallest p-primary ideal by [AM69, Exercise 4.11], the kernel
Ker(f) is a subset of the zero ideal; i.e., the map f is injective. We have proved
the claim.

Therefore, the ring R is reduced since Rp is reduced. �

Lemma 7.2. Suppose that X and Y are smooth projective varieties in Pn. Assume
that

(1) X is a divisor of Y ,
(2) and X is a complete intersection in Pn defined by homogeneous polynomials

(f1, f2, . . . , fm),
(3) and the line bundle OY (X) is equal to OY (deg(fm)) in Pic(Y )Q,
(4) and f1|Y = f2|Y = · · · = fm−1|Y = 0.

Then the variety Y is a complete intersection contained in Pn and defined by ho-
mogeneous polynomials (f1, f2, . . . , fm−1).

Proof. Let Z be a subscheme of Pn defined by the polynomials (f1, f2, . . . , fm−1).
Denote by V (f1, f2, . . . , fm−1) the scheme Z. By the assumption (2), the scheme Z
is equidimensional and of codimension m− 1. Moreover, the reduced scheme Zred

is connected. Since
X = V (f1, f2, . . . , fm)

is a divisor of Y and

f1|Y = f2|Y = · · · = fm−1|Y = 0,

the variety Y is one of the irreducible components of the reduced scheme Zred

associated to Z.
We claim that Zred has only one irreducible component. In particular, we have

Zred = Y .
In fact, suppose that Zred = Y ∪W where W is the union of other components

rather than Y . The intersection Y ∩ W is not empty since Zred is connected.
Moreover, the scheme Z is not smooth at any point in Y ∩W . So the hypersurface
V (fm) defined by fm = 0 does not meet Y ∩ W ; otherwise, the variety X =
V (fm)∩Z is not smooth at any point of V (fm)∩ Y ∩W by local calculations. We
conclude that

X = V (fm) ∩ Z = (V (fm) ∩ Y ) ∪ (V (fm) ∩W )

is a nontrivial decomposition; i.e., the varietyX is reducible. This is a contradiction.
We claim that the subscheme Z of Pn is Y (⊆ Pn).
In fact, we have already proved that Y = (Z)red. In particular, the reduced

scheme Zred is irreducible. We only need to show that Z is reduced. Since Z is a
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complete intersection in a projective space, it is Cohen-Macaulay. By Lemma 7.1, if
Z is reduced at the generic point, then Z is reduced. To prove that Z is reduced at
the generic point, it suffices to prove that [Z] = [Zred] where [Z] is the fundamental
class of Z in CH∗(Pn); cf. [Ful98, Chapter 1]. We have that [Z] = k[Zred] for some
k ∈ N and

[Z] · OY (deg(fm)) = [X] = [Y ] · OY (X).

Therefore, we get k[Zred] · OY (deg(fm)) = [Zred] · OY (X). By the assumption (3)
of the lemma, we imply that k = 1. We have proved the lemma. �

Proposition 7.3. Suppose that Δ and F are smooth projective varieties in PN .
Assume that

(1) the variety Δ is a divisor of F and the dimension of Δ is at least one;
(2) the divisor Δ is a complete intersection in PN of type (d1, . . . , dc) where

di ≥ 1;
(3) the divisor Δ is defined by a global section Q ∈ H0(F ,OF (d1)) such that

Q = Q|F for a global section Q ∈ H0(PN ,OPN (d1)).

Then the fiber F is a complete intersection in PN of type (d2, . . . , dc).

Proof. By the assumption (2), we can assume that the divisor Δ is defined by the
polynomials (F1, . . . , Fc) where Fi(X0, . . . , XN ) is a homogeneous polynomial of
degree di. By the assumption (3), we have a short exact sequence

0 �� OF (−d1)
·Q

�� OF �� OΔ
�� 0 .

Since Q defines Δ, we have Q ∈ H0(PN , IΔ(d1)), where IΔ is the ideal sheaf of
Δ in PN .

I claim that Fi|F = 0 if the degree di of Fi is less than d1. In fact, we have the
following diagram:

(7.3.1) 0 �� OF (−d1)

�

��

·Q
�� OF �� OΔ

�� 0

0 �� OPn

����

OPn

����

�� 0

0 �� IF
��

��

i �� IΔ
��

��

δ �� coker(i) �� 0.

Since the dotted connecting map in the diagram is an isomorphism, we have a
short exact sequence

0 → IF → IΔ → OF (−d1) → 0.

For an integer m, the short exact sequence induces the exact sequence of global
sections

(7.3.2) 0 �� Γ(PN , IF (m)) �� Γ(PN , IΔ(m))
δ′ �� Γ(F ,OF (m− d1)) .

We take m = di = deg(Fi) in (7.3.2). Since Γ(F ,OF (di − d1)) = 0 (di < d1), we
have Γ(PN , IF (di)) = Γ(PN , IΔ(di)). We have proved the claim.
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Furthermore, the degree of the homogeneous polynomial Q is d1. Therefore, we
could write Q as

(7.3.3) Q =
l∑

k=1

HkFik with degFik ≤ d1.

By the claim above, we conclude that

Q = Q−
∑

deg(Fik
)<d1

HkFik ∈ H0(F ,OF (d1)).

So we can replace Q by

Q−
∑

deg(Fik
)<d1

HkFik ∈ H0(PN , IΔ(d1)).

In other words, we can assume that Fik in (7.3.3) is of degree deg(Fik) = d1; i.e.,
the polynomials Hk are constants. Since Q �= 0, we can assume that

Q = a1F1 + . . .

where a1 is a nonzero constant. Therefore, the variety Δ = V (F1, F2, . . . , Fc) can
be defined by the polynomials

(Q,F2, . . . , Fc).

Suppose that u is the image of F ∈ Γ(PN , IΔ(m)) under the map (see (7.3.2))

δ′ : Γ(PN , IΔ(m)) → Γ(F ,OF (m− d1))

(i.e., u = δ′(F ) ∈ Γ(F ,OF (m− d1))). If m ≥ d1, then we have

F |F = u · (Q|F )
by the diagram chasing of the diagram (7.3.1). Moreover, by Lemma 7.4 below,
there is U ∈ Γ(PN ,OPN (m− d1)) such that U |F = u. Therefore, we have that

F − U ·Q ∈ Γ(PN , IF (m)), i.e., (F − U ·Q)|F = 0.

Suppose that we take F to be Fi whose degree ≥ d1. We have homogeneous
polynomial Ui such that

(7.3.4) (Fi − Ui ·Q)|F = 0.

Suppose that the degrees of F2, . . . , Fl are at least d1 and the degrees of Fl+1, . . . , Fc

are less than d1. We conclude that the divisor Δ can be defined by homogeneous
polynomials

(Q,F2 − U2Q, . . . , Fl − UlQ,Fl+1, . . . , Fc) .

Therefore, applying Lemma 7.2 to F , we show that F is defined by homogeneous
polynomials

(F2 − U2Q, . . . , Fl − UlQ,Fl+1, . . . , Fc).

In particular, the fiber F is a complete intersection of type (d2, . . . , dc) in PN .
�

Lemma 7.4. With the same assumption as in Proposition 7.3, the restriction map

Γ(PN ,OPN (m)) → Γ(F ,OF (m))

is surjective for every m ∈ N.
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Proof. We prove the lemma by induction on m. In fact, we have the following
diagram of the short exact sequences:

0 �� OPN (−d1)

��

�� OPN

��

�� i∗OΔ

��

�� 0

0 �� OF (−d1) �� OF �� j∗OΔ
�� 0

where j and i are the natural inclusions. Therefore, we have that

0 �� Γ(PN ,OPN (m− d1))

h

��

�� Γ(PN ,OPN (m))

s

��

g
�� Γ(Δ,OΔ(m))

0 �� Γ(F ,OF (m− d1)) �� Γ(F ,OF (m)) �� Γ(Δ,OΔ(m))

where the rows are exact. Since d1 ≥ 1 , we know that the map h is surjective by
the induction. Since the boundary divisor Δ is a complete intersection in PN and
of dimension at least one, we conclude that the map

g : Γ(PN ,OPN (m)) → Γ(Δ,OΔ(m))

is surjective. Therefore, the map s is surjective by the snake lemma. We have
proved the lemma. �

Finally, we show Theorem 1.1 as follows.

Proof. The first assertion follows from Proposition 2.3. By Proposition 3.3, we
know that F is a smooth subvariety of Pn via the embedding ϕ.

By Lemma 3.4, we can suppose that the complete intersection ϕ(Δ) in Pn−2 is
defined by the homogeneous polynomials

(Q,F1, . . . , Fl, H1, . . . , Hk),

where deg(Q) = 2, deg(Hi) = 1, and deg(Fi) ≥ 2.
Furthermore, the inequality

n ≥ 2
c∑

i=1

di − c+ 1

ensures that the dimension of the divisor Δ of F is at least one. We claim that the
boundary divisor Δ is the intersection of F and a quadric hypersurface in Pn−2.
The theorem follows from Proposition 7.3 and Lemma 3.4 . We show the claim in
the following.

By Proposition 6.5, we know that the ideal sheaf of Δ is OF (−2). To prove the
claim, it suffices to find one quadratic polynomial on Pn−2 which vanishes on the
divisor Δ but not on the entire fiber F .

For simplicity, we assume that X is a smooth hypersurface defined by G(X0, . . . ,
Xn). In an affine coordinate system (An) whose origin is q, we can write G as

G = f1 + f2 + · · ·+ fd,

where fi(X1, . . . , Xn) is a homogeneous polynomial of degree i and the tangent
space TX,q is defined by f1.



5398 XUANYU PAN

It is well known that the union Lq of lines contained in X and passing through
q is defined by the homogeneous polynomials

(f2, f3, . . . , fd)

in the projective tangent hyperplanes TX,q (the closure of the tangent space TX,q

in Pn ); cf. [CS09, Lemma 2.1] and Lemma 2.1. Moreover, we have Δ = Lp ∩ Lq

where Lp is the union of lines contained in X and passing through p; cf. the proof
of Proposition 2.3. Therefore, the quadratic polynomial f2 is vanishing on the
boundary Δ(⊆ TX,q).

Recall that the projective space Pn−2 = Pn/ Span(p, q) can be identified with
the intersection TX,p ∩ TX,q; cf. Lemma 3.1. As above, via the embedding ϕ, we
can consider the fiber F to be a subvariety of TX,q. In the following, we show that
f2 does not vanish on the entire fiber F .

In fact, the polynomial f2 defines an affine cone in the tangent space TX,q to X
at q. Since the tangent space TX,q is an affine open subscheme of TX,q, the closure
of this affine cone gives rise to a projective cone Qf2 in TX,q. The projective cone
Qf2 in the projective space TX,q is defined by f2 as well.

On the other hand, since the general fiber F has positive dimension, the evalution
map

ev : M0,2(X, 2) → X ×X

is surjective. Therefore, any two points of X can be connected by a conic. Let Cq be
the space of conics contained in X and passing through q. The projective tangent
lines to the conics parametrized by Cq at the point q sweep out TX,q. Suppose that
C is a conic parametrized by a general point of Cq. We conclude that the projective
tangent line TC,q to C at q meets the cone Qf2(⊆ TX,q) only at the point q. In
other words, we have that

q = TC,q ∩Qf2 .

By the surjectivity of the map ev, we can assume that one of such general conics
passes through p and denote it by C as well.

We consider the intersection Span(C) ∩ TX,q. It is the projective tangent line
TC,q. Since the intersection TC,q ∩ TX,p is a point on TC,q distinct from
q(= TC,q ∩Qf2), the intersection

Span(C) ∩ Pn−2 = Span(C) ∩ TX,q ∩ TX,p = TC,q ∩ TX,p

is not contained in the projective cone Qf2 . On the other hand, by Lemma 3.1,
we know that Span(C) ∩ Pn−2 coincides with ϕ([C]) where [C] ∈ F is the point
parametrizing C. Therefore, we conclude that f2 does not vanish at the point
[C] ∈ F . We show the theorem when X is a smooth hypersurface. In general, for
a smooth complete intersection X, the proof is similar. �
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