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#### Abstract

In this paper we provide an extension of the Chebyshev orthogonal rational functions with arbitrary real poles outside $[-1,1]$ to arbitrary complex poles outside $[-1,1]$. The zeros of these orthogonal rational functions are not necessarily real anymore. By using the related para-orthogonal functions, however, we obtain an expression for the nodes and weights for rational Gauss-Chebyshev quadrature formulas integrating exactly in spaces of rational functions with arbitrary complex poles outside $[-1,1]$.


## 1. Introduction

Efficient rational Gauss-Chebyshev quadrature formulas were derived in [7] for the case of arbitrary real poles outside the interval $[-1,1]$. Compared to other quadrature rules which are exact for certain classes of rational functions, the effort of computing the nodes and weights is remarkably small, even for extremely high degrees $\left(n>10^{4}\right)$. These formulas were derived in the framework of orthogonal rational functions as described in [1, Chap. 11], but the fact that they are so easy to compute is due to the existence of explicit expressions for Chebyshev rational functions with real poles, which were also derived in [7].

The main purpose of this paper is to extend the results from [7] to the case of arbitrary complex poles outside $[-1,1]$. We will give expressions for the rational functions orthogonal with respect to any of the three Chebyshev weights and discuss the computation of the nodes and weights in the corresponding quadrature formulas. To this end we also study the asymptotic distribution of these nodes, using the theory of logarithmic potentials with external fields. The technique used in [7] to derive most of the results was based on Bernstein-Szegő polynomials, but for the case of complex poles this is no longer possible, since there is no direct connection between the orthogonal rational functions and polynomials orthogonal to a positive varying weight. Also, the nodes in the quadrature formulas are no longer the zeros of the Chebyshev rational functions themselves (these are complex), but are the zeros of so-called para-orthogonal rational functions. It turns out, however, that the resulting formulas are very similar to the ones from [7].

[^0]In the next section we give the necessary theoretical preliminaries. Sections 34 present the explicit expressions for the orthogonal and para-orthogonal functions and the equations for the nodes and weights. We conclude the article with some numerical examples.

## 2. Preliminaries

The field of complex numbers will be denoted by $\mathbb{C}$ and the Riemann sphere by $\overline{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$. For the real line we use the symbol $\mathbb{R}$ and for the extended real line $\overline{\mathbb{R}}=\mathbb{R} \cup\{\infty\}$. The unit circle and the open unit disc are denoted respectively by

$$
\mathbb{T}=\{z:|z|=1\} \quad \text { and } \quad \mathbb{D}=\{z:|z|<1\}
$$

We will study orthogonal rational functions (ORF) on the real interval $I=[-1,1]$. The complement of this interval with respect to a set $X$ will be given by $X^{I}$, e.g.

$$
\overline{\mathbb{C}}^{I}=\overline{\mathbb{C}} \backslash I
$$

Furthermore, we will use $\mathbb{Z}$ to denote the set of integers. If $b=\lceil a\rceil$ with $a \in \mathbb{R}$, then $b$ is the smallest integer so that $b \geq a$.

Suppose a sequence of poles $A=\left\{\alpha_{1}, \alpha_{2}, \ldots\right\} \subset \overline{\mathbb{C}}^{I}$ is given and define the factors

$$
\begin{equation*}
Z_{k}(x)=\frac{x}{1-x / \alpha_{k}}, \quad k=1,2, \ldots \tag{2.1}
\end{equation*}
$$

and the basis functions

$$
\begin{equation*}
b_{0}=1, \quad b_{k}(x)=b_{k-1}(x) Z_{k}(x), \quad k=1,2, \ldots . \tag{2.2}
\end{equation*}
$$

Then the space of rational functions with poles in $A$ is defined as

$$
\mathcal{L}_{n}=\operatorname{span}\left\{b_{0}, \ldots, b_{n}\right\}
$$

In the special case of all $\alpha_{k}=\infty$, the expression in (2.1) becomes $Z_{k}(x)=x$ and the expression in (2.2) becomes $b_{k}(x)=x^{k}$. Let $\mathcal{P}_{n}$ denote the space of polynomials of degree less than or equal to $n$ and define

$$
\pi_{n}(x)=\prod_{k=1}^{n}\left(1-x / \alpha_{k}\right)
$$

then we may equivalently write

$$
\mathcal{L}_{n}=\left\{p_{n} / \pi_{n}, p_{n} \in \mathcal{P}_{n}\right\}
$$

We denote the Joukowski Transformation $x=\frac{1}{2}\left(z+z^{-1}\right)$ by $x=J(z)$, mapping the open unit disc $\mathbb{D}$ onto the cut Riemann sphere $\overline{\mathbb{C}}^{I}$ and the unit circle $\mathbb{T}$ onto the interval $I$. The inverse mapping is denoted by $z=J^{i n v}(x)$ and is chosen so that $z \in \mathbb{D}$ if $x \in \overline{\mathbb{C}}^{I}$. With the sequence $A=\left\{\alpha_{1}, \alpha_{2}, \ldots\right\} \subset \overline{\mathbb{C}}^{I}$ we associate a sequence $B=\left\{\beta_{1}, \beta_{2}, \ldots\right\} \subset \mathbb{D}$ so that $\beta_{k}=J^{i n v}\left(\alpha_{k}\right)$.

Given this sequence of complex numbers $B=\left\{\beta_{1}, \beta_{2}, \ldots\right\} \subset \mathbb{D}$, we define the Blaschke factors

$$
\begin{equation*}
\zeta_{k}(z)=\frac{z-\beta_{k}}{1-\bar{\beta}_{k} z}, \quad k=1,2, \ldots \tag{2.3}
\end{equation*}
$$

and the Blaschke products

$$
B_{0}=1, \quad B_{k}(z)=B_{k-1}(z) \zeta_{k}(z), \quad k=1,2, \ldots
$$

With the weight functions

$$
w(x)= \begin{cases}\left(1-x^{2}\right)^{-1 / 2}, & i=1  \tag{2.4}\\ \left(\frac{1-x}{1+x}\right)^{1 / 2}, & i=2 \\ \left(1-x^{2}\right)^{1 / 2}, & i=3\end{cases}
$$

we define the inner product of two functions $f(x)$ and $g(x)$ as

$$
\langle f, g\rangle_{w}=\int_{-1}^{1} f(x) \overline{g(x)} w(x) d x
$$

If $\langle f, f\rangle_{w} \neq 0$ and $\langle g, g\rangle_{w} \neq 0$, then $f(x)$ and $g(x)$ are orthogonal to each other with respect to the weight function $w(x)$ (denoted by $f \perp_{w} g$ ) iff $\langle f, g\rangle_{w}=0$. In the case of $\langle f, f\rangle_{w}=\langle g, g\rangle_{w}=1$, we say that $f(x)$ and $g(x)$ are orthonormal to each other with respect to the weight function $w(x)$. So, assume now that we are given a sequence of arbitrary complex poles $\left\{\alpha_{k}\right\}_{k=1}^{n}$ outside $I=[-1,1]$. Then the rational function $\varphi_{n}(x)$ with poles $\left\{\alpha_{k}\right\}_{k=1}^{n}$ is said to be orthogonal iff $\varphi_{n} \perp_{w} f$ for each $f \in \mathcal{L}_{n-1}$ (also denoted by $\varphi_{n} \perp_{w} \mathcal{L}_{n-1}$ ).

We define the involution operation or substar conjugate of a function $f(z)$ as

$$
f_{*}(z)=\overline{f(\bar{z})}
$$

and the superstar transformation as

$$
f^{*}(z)=\frac{b_{n}(z)}{b_{n *}(z)} f_{*}(z)
$$

Note that the factor $b_{n}(z) / b_{n *}(z)$ merely replaces the polynomial with zeros $\left\{\bar{\alpha}_{k}\right\}_{k=1}^{n}$ in the denominator of $f_{*}(z)$ by a polynomial with zeros $\left\{\alpha_{k}\right\}_{k=1}^{n}$ so that $\mathcal{L}_{n}^{*}=\mathcal{L}_{n}$.

Furthermore, we define the para-orthogonal rational functions $Q_{n}(x, \tau)$ as

$$
\begin{equation*}
Q_{n}(x, \tau)=\varphi_{n}(x)+\tau \varphi_{n}^{*}(x), \quad \tau \in \mathbb{T}, \quad n \geq 1 \tag{2.5}
\end{equation*}
$$

The use of these para-orthogonal functions lies in the fact that their zeros are simple and real and can be used as nodes in the quadrature formulas. The quadrature formulas follow from the next theorem.

Theorem 2.1. Assume $Q_{n}(x, \tau)=q_{n}(x, \tau) / \pi_{n}(x)$ is regular, i.e. none of the zeros $x_{n k}(\tau)$ of $q_{n}(x, \tau)$ coincides with any of the poles. Define

$$
\begin{equation*}
\lambda_{n k}=\left(\sum_{j=0}^{n-1}\left[\varphi_{j}\left(x_{n k}(\tau)\right) \overline{\varphi_{j}\left(x_{n k}(\tau)\right)}\right]\right)^{-1} \tag{2.6}
\end{equation*}
$$

Then the quadrature formula

$$
\int_{-1}^{1} w(x) f(x) d x \approx \sum_{k=1}^{n} \lambda_{n k} f\left(x_{n k}(\tau)\right)
$$

is exact for $f \in \mathcal{L}_{n-1} \cdot \mathcal{L}_{n-1 *}$. In the special case in which $\alpha_{n}$ is real, this quadrature formula is exact for $f \in \mathcal{L}_{n} \cdot \mathcal{L}_{n-1 *}$ (see [6, p. 490]).

In the case of real poles outside $I$, the expression for the Chebyshev ORF $\varphi_{n}^{(i)}(x)$ related to the $i^{\text {th }}$ weight in (2.4), as well as expressions for the computation of the nodes and weights in the quadrature formula, are given in the next theorem. For the proof we refer to Theorems 3.4, 4.1 and 4.3 from [7, pp. 313-318].

TABLE 1. Definition of $c, d, p$ and $q$ in the function of $i$.

| $i$ | $c$ | $d$ | $p$ | $q$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | -1 |
| 2 | $3 / 2$ | 0 | 1 | 1 |
| 3 | 2 | 0 | 2 | 1 |

Theorem 2.2. Let $x=J(z) \in \overline{\mathbb{C}}$ and $\alpha_{k}=J\left(\beta_{k}\right) \in \overline{\mathbb{R}}^{I}$. Suppose we define the numbers $c, d$, $p$ and $q$ for $i=1,2,3$ according to Table 1. Then the orthonormal rational functions $\varphi_{n}^{(i)}(x)$ with $n \geq 1$ are given by

$$
\varphi_{n}^{(i)}(x)=\sqrt{\frac{2^{i}}{\pi}} \sqrt{1-\beta_{n}^{2}} \frac{q}{2 z^{i-1}+q-3}\left(\frac{z^{i} B_{n-1}(z)}{1-\beta_{n} z}-\frac{q}{\left(z-\beta_{n}\right) B_{n-1}(z)}\right)
$$

If $n=0$, then $\varphi_{n}^{(i)}(x)$ is given by

$$
\begin{equation*}
\varphi_{0}^{(i)}=\sqrt{\frac{p}{\pi}} . \tag{2.7}
\end{equation*}
$$

Furthermore, the nodes for the construction of the rational Gauss-Chebyshev quadrature formulas are the zeros of $\varphi_{n}^{(i)}(x)$. Let $\arctan (y / x)$ refer to the argument of the complex number $x+\mathbf{i} y$ in $[-\pi / 2,3 \pi / 2)$ and define

$$
f_{n}(\theta)=2 \sum_{j=1}^{n-1} \arctan \frac{\sin \theta}{\cos \theta-\beta_{j}}+\arctan \frac{\sin \theta}{\cos \theta-\beta_{n}} .
$$

Let $x_{n k}^{(i)}$ denote the zeros of $\varphi_{n}^{(i)}(x)$ and put $x_{n k}^{(i)}=\cos \theta_{n k}^{(i)}$; then they satisfy the following equation:

$$
f_{n}\left(\theta_{n k}^{(i)}\right)-(n-c) \theta_{n k}^{(i)}=\pi k-d \frac{\pi}{2}, \quad k=1,2, \ldots, n
$$

Finally, define

$$
g_{n}(x)=2 \sum_{j=1}^{n-1} \frac{\sqrt{1-1 / \alpha_{j}^{2}}}{1-x / \alpha_{j}}+\frac{\sqrt{1-1 / \alpha_{n}^{2}}}{1-x / \alpha_{n}}
$$

Then the weights in the Gaussian quadrature formulas based on the $\varphi_{n}^{(i)}(x)$ can be given as functions of the nodes $x_{n k}^{(i)}$ as follows:

$$
\lambda_{n k}^{(i)}=2 \pi \frac{1-(1-d)\left[x_{n k}^{(i)}\right]^{i-1}}{i+g_{n}\left(x_{n k}^{(i)}\right)}, \quad k=1,2, \ldots, n .
$$

Note that for all poles equal to infinity, $\varphi_{n}^{(1)}(x)$ becomes the Chebyshev polynomial of the first kind and $\varphi_{n}^{(3)}(x)$ becomes the Chebyshev polynomial of the second kind. Furthermore, we have in this case that $\mathcal{L}_{n}=\mathcal{P}_{n}$ and $\mathcal{L}_{n} \cdot \mathcal{L}_{n-1}=\mathcal{P}_{2 n-1}$. From now on, we will omit the superscript ${ }^{(i)}$ in order not to complicate the notation.

## 3. Chebyshev ORF with complex poles

With the definition of the substar conjugate in section 2 we have that

$$
\zeta_{k *}(z)=\frac{z-\bar{\beta}_{k}}{1-\beta_{k} z}, \quad k=1,2, \ldots
$$

and consequently that

$$
B_{0 *}=1, \quad B_{k *}(z)=B_{k-1 *}(z) \zeta_{k *}(z), \quad k=1,2, \ldots
$$

Note that neither the denominator of $\zeta_{k *}$ nor the denominator of $\zeta_{k}^{-1}$ contains a complex conjugate. So with this we can rewrite Lemma 3.1 from [8, pp. 174-175] as follows. The proof is similar to the one of Lemma 3.1 in [8, pp. 174-175], and we omit it.
Lemma 3.1. Suppose $A=\left\{\alpha_{k}\right\}_{k=1}^{n} \subset \overline{\mathbb{C}}^{I}$ and $B=\left\{\beta_{k}\right\}_{k=1}^{n} \subset \mathbb{D}$, and consider the factors $Z_{k}(x), \zeta_{k}(z)$ and $\zeta_{k *}(z)$. Then there exist constants $E$ and $F$ only depending on $A$ and $B$ so that

$$
Z_{k}\left(\frac{z+z^{-1}}{2}\right)=E \zeta_{k *}(z)+F+E \zeta_{k}^{-1}(z)
$$

iff

$$
\begin{equation*}
\alpha_{k}=\left(\beta_{k}+\beta_{k}^{-1}\right) / 2 \tag{3.1}
\end{equation*}
$$

The explicit forms of these constants $E$ and $F$ are

$$
E=\frac{\left(1+\beta_{k}^{2}\right)^{2}}{2\left(1-\beta_{k}^{2}\right)\left(1-\left|\beta_{k}\right|^{2}\right)} \quad \text { and } \quad F=\frac{\left(\beta_{k}+\bar{\beta}_{k}\right)\left(1+\beta_{k}^{2}\right)}{\left(1-\beta_{k}^{2}\right)\left(1-\left|\beta_{k}\right|^{2}\right)}
$$

For complex poles outside $I$, it now follows that, if the condition on the placement of the poles in (3.1) is satisfied, then $b_{k}(x)$ is a linear combination of

$$
B_{k}^{-1}(z), B_{k-1}^{-1}(z), \ldots, B_{1}^{-1}(z), B_{0}^{-1}=B_{0 *}, B_{1 *}(z), \ldots, B_{k-1 *}(z), B_{k *}(z)
$$

We now give explicit expressions for the Chebyshev rational functions with arbitrary complex poles outside $I$. Note the similarity with Theorem 3.4 from [7, p. 313].

Theorem 3.2. Let $x=J(z) \in \overline{\mathbb{C}}$ and $\alpha_{k}=J\left(\beta_{k}\right) \in \overline{\mathbb{C}}^{I}$. Suppose $p$ and $q$ defined as before in Table 1 and let $N$ represent the normalisation factor given by

$$
\begin{equation*}
N=\sqrt{\frac{2^{i}}{\pi}} \sqrt{1-\left|\beta_{n}\right|^{2}} \tag{3.2}
\end{equation*}
$$

Then the orthonormal rational functions $\varphi_{n}(x)$ with $n \geq 1$ are given by

$$
\begin{equation*}
\varphi_{n}(x)=\frac{q N}{2 z^{i-1}+q-3}\left(\frac{z^{i} B_{n-1 *}(z)}{1-\beta_{n} z}-\frac{q}{\left(z-\beta_{n}\right) B_{n-1}(z)}\right) . \tag{3.3}
\end{equation*}
$$

If $n=0$, the expression in (2.7) still holds.
Before proving Theorem 3.2 we will prove a little lemma that we shall need not only for the proof of Theorem 3.2 but also for some computations in section 4 .
Lemma 3.3. Let $\varphi_{n}(x)$ be given by (3.3). If $x \in \overline{\mathbb{R}}$, then $\overline{\varphi_{n}(x)}$ is given by

$$
\begin{equation*}
\overline{\varphi_{n}(x)}=\frac{q N}{2 z^{i-1}+q-3}\left(\frac{z^{i} B_{n-1}(z)}{1-\bar{\beta}_{n} z}-\frac{q}{\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z)}\right) . \tag{3.4}
\end{equation*}
$$

Proof. In the case of $x \in I$ we have that $|z|=1$ or $\bar{z}=1 / z$ so that $\overline{B_{n *}(z)}=B_{n *}^{-1}(z)$ and $\overline{B_{n}(z)}=B_{n}^{-1}(z)$. Consequently, we have that

$$
\begin{aligned}
\overline{\varphi_{n}(x)} & =\frac{q N z^{i-1}}{2+(q-3) z^{i-1}}\left(\frac{1}{z^{i-1}\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z)}-\frac{q z B_{n-1}(z)}{1-\bar{\beta}_{n} z}\right) \\
& =\frac{-q^{2} N}{2+(q-3) z^{i-1}}\left(\frac{z^{i} B_{n-1}(z)}{1-\bar{\beta}_{n} z}-\frac{q}{\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z)}\right)
\end{aligned}
$$

Furthermore, by filling in the different possibilities for $i$ and $q$, it is easy to see that the equality

$$
\frac{-q^{2}}{2+(q-3) z^{i-1}}=\frac{q}{2 z^{i-1}+q-3}
$$

holds. Finally, note that if $x \in \overline{\mathbb{R}}^{I}$, then $z=\bar{z} \in I$ so that $\overline{B_{n *}(z)}=B_{n}(z)$.
Proof of Theorem 3.2. First, note that with $x=\cos \theta$ and $w(x)=(1-x)^{\mu}(1+x)^{\nu}$, where $\mu$ and $\nu$ belong to $\{ \pm 1 / 2\}$, we get that (see also [2, p. 687] and [8, p. 174])

$$
2 \int_{-1}^{1} w(x) d x=\int_{-\pi}^{\pi} w(\cos \theta)|\sin \theta| d \theta=\int_{-\pi}^{\pi}(1-\cos \theta)^{\mu+\frac{1}{2}}(1+\cos \theta)^{\nu+\frac{1}{2}} d \theta
$$

Or, with $z=e^{\mathbf{i} \theta}$ and $d \theta=d z / \mathbf{i} z$, this becomes

$$
\begin{aligned}
\int_{-1}^{1} w(x) d x & =\frac{1}{2} \oint\left(\frac{(-1)^{\mu+\frac{1}{2}}}{(2 z)^{\mu+\nu+1}}(z-1)^{2 \mu+1}(z+1)^{2 \nu+1}\right) \frac{d z}{\mathbf{i} z} \\
& =\frac{1}{2} \oint \frac{-q}{2 \mathbf{i}(2 z)^{i}}\left[\frac{q}{2 z^{i-1}+q-3}\right]^{-2} d z
\end{aligned}
$$

where the integral is over the complex unit circle and the last equality is easily verified by filling in the different possibilities for $i$ and $q$. Second, define

$$
\begin{aligned}
& f_{1}(z)=\frac{-q N^{2}}{2^{i+1} \mathbf{i}}\left(\frac{z^{i} B_{n-1 *}(z) B_{k-1}(z)}{\left(1-\beta_{n} z\right)\left(1-\bar{\beta}_{k} z\right)}\right) \\
& f_{2}(z)=\frac{-q N^{2}}{2^{i+1} \mathbf{i}}\left(\frac{1}{z^{i} B_{k-1 *}(z) B_{n-1}(z)\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{k}\right)}\right) \\
& f_{3}(z)=\frac{N^{2}}{2^{i+1} \mathbf{i}}\left(\frac{B_{n-1 *}(z)}{\left(1-\beta_{n} z\right)\left(z-\bar{\beta}_{k}\right) B_{k-1 *}(z)}\right) \\
& f_{4}(z)=\frac{N^{2}}{2^{i+1} \mathbf{i}}\left(\frac{B_{k-1}(z)}{\left(1-\bar{\beta}_{k} z\right)\left(z-\beta_{n}\right) B_{n-1}(z)}\right)
\end{aligned}
$$

and $f(z)=f_{1}(z)+f_{2}(z)+f_{3}(z)+f_{4}(z)$. Then

$$
\left\langle\varphi_{n}, \varphi_{k}\right\rangle_{w}=\frac{1}{2} \oint f(z) d z
$$

Because $f_{1}(z)$ is analytic on $\mathbb{D} \cup \mathbb{T}$, it follows that

$$
\oint f_{1}(z) d z=0 .
$$

Furthermore, it is clear that $f_{2}(z)=f_{1}(\bar{z}) / z^{2}$ so that

$$
\oint f_{2}(z) d z=\oint \frac{f_{1}(\bar{z})}{z^{2}} d z=\oint f_{1}(z) d z=0
$$

and equivalently

$$
\oint f_{4}(z) d z=\oint f_{3}(z) d z
$$

As a result

$$
\left\langle\varphi_{n}, \varphi_{k}\right\rangle_{w}=\oint f_{3}(z) d z
$$

If $k \neq n$, then $f_{3}(z)$ is analytic on $\mathbb{D} \cup \mathbb{T}$ as well, so that

$$
\left\langle\varphi_{n}, \varphi_{k}\right\rangle_{w}=0
$$

In the case of $k=n$, however, we obtain

$$
\oint f_{3}(z) d z=\frac{N^{2}}{2^{i+1} \mathbf{i}} \oint \frac{1}{\left(1-\beta_{n} z\right)\left(z-\bar{\beta}_{n}\right)} d z=\frac{N^{2} \pi}{2^{i}\left(1-\left|\beta_{n}\right|^{2}\right)}
$$

where the last equality follows from the residue theorem. So, with $N$ given by (3.2), we get that

$$
\left\langle\varphi_{n}, \varphi_{n}\right\rangle_{w}=1
$$

## 4. Quadrature formulas

For the construction of the rational Gauss-Chebyshev quadrature formulas, the nodes are the zeros of the para-orthogonal function $Q_{n}(x, \tau)$. Before we derive the formulas for the computation of these zeros, note that $\varphi_{n *}(x)=\overline{\varphi_{n}(x)}$ for $x \in \overline{\mathbb{R}}$. Furthermore, we have that

$$
\frac{\zeta_{k *}(z)}{\zeta_{k}(z)}=\left(\frac{\bar{\beta}_{k}^{2}+1}{\beta_{k}^{2}+1}\right) \frac{Z_{k}(x)}{Z_{k *}(x)}, \quad k=1,2, \ldots, n
$$

so that

$$
\gamma \varphi_{n}^{*}(x)=\frac{B_{n *}(z)}{B_{n}(z)} \overline{\varphi_{n}(x)}, \quad \gamma \in \mathbb{T}
$$

Define

$$
\begin{equation*}
X(z)=z^{i-1}+\frac{q-3}{2} \tag{4.1}
\end{equation*}
$$

then with $\overline{\varphi_{n}(x)}$ given by (3.4) we have that

$$
\begin{aligned}
\gamma \varphi_{n}^{*}(x) & =\frac{q N}{2 X(z)} \frac{B_{n *}(z)}{B_{n}(z)}\left(\frac{z^{i} B_{n-1}(z)}{1-\bar{\beta}_{n} z}-\frac{q}{\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z)}\right) \\
& =\frac{q N}{2 X(z)} \frac{\zeta_{n *}(z)}{\zeta_{n}(z)}\left(\frac{z^{i} B_{n-1 *}(z)}{1-\bar{\beta}_{n} z}-\frac{q}{\left(z-\bar{\beta}_{n}\right) B_{n-1}(z)}\right) \\
& =\frac{q N}{2 X(z)} \frac{\left(z-\bar{\beta}_{n}\right)\left(1-\bar{\beta}_{n} z\right)}{\left(z-\beta_{n}\right)\left(1-\beta_{n} z\right)}\left(\frac{z^{i} B_{n-1 *}(z)}{1-\bar{\beta}_{n} z}-\frac{q}{\left(z-\bar{\beta}_{n}\right) B_{n-1}(z)}\right) \\
& =\frac{q N}{2 X(z)}\left\{\frac{z^{i} B_{n-1 *}(z)}{1-\beta_{n} z}\left(\frac{z-\bar{\beta}_{n}}{z-\beta_{n}}\right)-\frac{q}{\left(z-\beta_{n}\right) B_{n-1}(z)}\left(\frac{1-\bar{\beta}_{n} z}{1-\beta_{n} z}\right)\right\}
\end{aligned}
$$

Since $\gamma \in \mathbb{T}$, we may as well absorb it into the constant $\tau$ in the definition of $Q_{n}(x, \tau)$. Assuming that this has been done, we get that

$$
\begin{align*}
Q_{n}(x, \tau)=\frac{q N}{2 X(z)}\left\{\frac{z^{i} B_{n-1 *}(z)}{1-\beta_{n} z}\right. & \left(1+\tau \frac{z-\bar{\beta}_{n}}{z-\beta_{n}}\right)  \tag{4.2}\\
& \left.-\frac{q}{\left(z-\beta_{n}\right) B_{n-1}(z)}\left(1+\tau \frac{1-\bar{\beta}_{n} z}{1-\beta_{n} z}\right)\right\}
\end{align*}
$$

We can now derive formulas for the computation of the zeros of $Q_{n}(x, \tau)$, as shown in the next theorem.
Theorem 4.1. Let $\arctan (y / x)$ refer to the argument of the complex number $x+\mathbf{i} y$ in $[-\pi / 2,3 \pi / 2)$ and define

$$
\begin{equation*}
\beta_{n, \tau}=\frac{\beta_{n}+\tau \bar{\beta}_{n}}{1+\tau} \tag{4.3}
\end{equation*}
$$

Suppose c and d defined as before in Table 1 and define

$$
\begin{aligned}
f_{n}(\theta)=\sum_{j=1}^{n-1}\left[\arctan \frac{\sin \theta-\Im\left(\beta_{j}\right)}{\cos \theta-\Re\left(\beta_{j}\right)}+\arctan \frac{\sin \theta+\Im\left(\beta_{j}\right)}{\cos \theta-\Re\left(\beta_{j}\right)}\right] & \\
& +\arctan \frac{\sin \theta}{\cos \theta-\beta_{n, \tau}}
\end{aligned}
$$

Let $x_{n k}(\tau)$ denote the zeros of $Q_{n}(x, \tau)$, put $x_{n k}(\tau)=\cos \theta_{n k}(\tau)$ and put $\tau \in$ $\mathbb{T} \backslash\{-1\}$ in such a way that $\left|\beta_{n, \tau}\right|<1$. Then these zeros satisfy the following equation:

$$
\begin{equation*}
f_{n}\left(\theta_{n k}(\tau)\right)-(n-c) \theta_{n k}(\tau)=\pi k-d \frac{\pi}{2}, \quad k=1,2, \ldots, n \tag{4.4}
\end{equation*}
$$

Proof. The proof is similar to the one of Theorem 4.1 in [7, p. 315]. We only prove the first case $(i=1)$, since the other cases are analogous. First note that $\bar{\beta}_{n, \tau}=\beta_{n, \tau}$ because $\bar{\tau}=1 / \tau$, so that $\beta_{n, \tau}$ is real. From the expression for $Q_{n}(x, \tau)$ we get that the zeros satisfy

$$
\begin{equation*}
z_{n l} B_{n-1 *}\left(z_{n l}\right) B_{n-1}\left(z_{n l}\right)\left(\frac{z_{n l}-\beta_{n, \tau}}{1-\beta_{n, \tau} z_{n l}}\right)=-1=e^{\mathbf{i} \pi(2 l-1)}, \quad l \in \mathbb{Z} \tag{4.5}
\end{equation*}
$$

with $z_{n l}=J^{i n v}\left(x_{n l}\right)$. Equation (4.5) has $2 n$ different solutions, which form complex conjugate pairs. Taking the real parts for $l=1, \ldots, n$ we obtain the $n$ zeros of $Q_{n}(x, \tau)$. Note that $\zeta_{n}(z)$ may be written as

$$
\zeta_{n}(z)=\exp \left\{2 \mathbf{i} \arctan \frac{\sin \theta-\Im\left(\beta_{n}\right)}{\cos \theta-\Re\left(\beta_{n}\right)}-\mathbf{i} \theta\right\}
$$

while $\zeta_{n *}(z)$ may be written as

$$
\zeta_{n *}(z)=\exp \left\{2 \mathbf{i} \arctan \frac{\sin \theta+\Im\left(\beta_{n}\right)}{\cos \theta-\Re\left(\beta_{n}\right)}-\mathbf{i} \theta\right\}
$$

and

$$
\frac{z-\beta_{n, \tau}}{1-\beta_{n, \tau} z}=\exp \left\{2 \mathbf{i} \arctan \frac{\sin \theta}{\cos \theta-\beta_{n, \tau}}-\mathbf{i} \theta\right\} .
$$

Some computations complete the proof.
Note that $\tau=-1$ is a critical value for which one zero of $Q_{n}(x, \tau)$ will lie at infinity, and thus outside $I$, which explains the first condition on $\tau$ in Theorem 4.1. If $\tau \neq-1$, then $Q_{n}(x, \tau)$ will have $n$ finite zeros. The second condition on $\tau$, however, is to assure that each zero of $Q_{n}(x, \tau)$ lies within $(-1,1)$, as will be proved in the next theorem.

Theorem 4.2. Each zero of $Q_{n}(x, \tau)$ lies within $(-1,1)$ iff $\tau \neq-1$ and $\tau$ is chosen in such a way that $\left|\beta_{n, \tau}\right|<1$, with $\beta_{n, \tau}$ given by (4.3).

Proof. First note that $Q_{n}(x, \tau)$ always has at least $n-1$ zeros within $(-1,1)$ (see [6, p. 493]). Assuming that $\beta_{n} \in \mathbb{D} \backslash I$, we can deduce from (4.3) that $\left|\beta_{n, \tau}\right|=1$ for

$$
\tau_{1}=-\frac{1-\beta_{n}}{1-\bar{\beta}_{n}}=\cos \xi_{1}+\mathbf{i} \sin \xi_{1} \quad \text { and } \quad \tau_{2}=-\frac{1+\beta_{n}}{1+\bar{\beta}_{n}}=\cos \xi_{2}+\mathbf{i} \sin \xi_{2}
$$

with $\xi_{1}, \xi_{2} \in[-\pi, \pi]$ and $\xi_{1} \neq \xi_{2}$. Filling in these values for $\tau$ in (4.2) results in $Q_{n}\left(1, \tau_{1}\right)=0$ and $Q_{n}\left(-1, \tau_{2}\right)=0$. Now define $\tilde{\xi}_{1}=\min \left\{\xi_{1}, \xi_{2}\right\}$ and $\tilde{\xi}_{2}=$ $\max \left\{\xi_{1}, \xi_{2}\right\}$. Note that the zeros of $Q_{n}(x, \tau)$ move continuously when $\tau$ changes
continuously and that, if $x_{*}$ is a zero of $Q_{n}\left(x, \tau_{a}\right)$ with $\tau_{a} \neq-1$, then it is a zero of $Q_{n}\left(x, \tau_{b}\right)$ with $\tau_{b} \neq-1$ as well iff $\tau_{b}=\tau_{a}$. So, $\tilde{\xi}_{1}$ and $\tilde{\xi}_{2}$ are limiting values for having exactly $n-1$ zeros of $Q_{n}(x, \tau)$ within $(-1,1)$, and $Q_{n}(x, \tau)$ must have $n$ zeros in $(-1,1)$ on one side of these limiting values. Furthermore, we have that $\tau=-1$ for $\xi= \pm \pi$. As a result, $Q_{n}(x, \tau)$ will have exactly $n-1$ zeros within $(-1,1)$ for $\xi \in\left[-\pi, \tilde{\xi}_{1}\right] \cup\left[\tilde{\xi}_{2}, \pi\right]$ (where $\left|\beta_{n, \tau}\right| \geq 1$ or $\tau=-1$ ) and $n$ zeros within $(-1,1)$ for $\xi \in] \tilde{\xi}_{1}, \tilde{\xi}_{2}\left[\left(\right.\right.$ where $\left.\left|\beta_{n, \tau}\right|<1\right)$.

If $\beta_{n} \in I$, then $\beta_{n, \tau}=\beta_{n}$, and thus $\left|\beta_{n, \tau}\right|<1$ for every $\tau \neq-1$. If $\tau=-1$, however, we have that $Q_{n}(x, \tau) \equiv 0$ for $x \in \overline{\mathbb{R}}$, and thus $Q_{n}(1,-1)=Q_{n}(-1,-1)=$ 0 as well. Note that

$$
\lim _{\Im\left(\beta_{n}\right) \rightarrow 0} \tau_{1}=\lim _{\Im\left(\beta_{n}\right) \rightarrow 0} \tau_{2}=-1
$$

Therefore, we can consider $\beta_{n} \in I$ as a limit case of $\beta_{n} \in \mathbb{D} \backslash I$ with $\Im\left(\beta_{n}\right) \rightarrow 0$ which means that $Q_{n}(x, \tau)$ will have $n$ zeros within $(-1,1)$ for each $\tau \neq-1$.

Note that $\beta_{n, 1}=\Re\left(\beta_{n}\right)$ so that $\left|\beta_{n, 1}\right|<1$ for each $\beta_{n} \in \mathbb{D}$. For every other $\tau \in \mathbb{T}$ it is always possible to find a $\beta_{n} \in \mathbb{D}$ so that $\left|\beta_{n, \tau}\right| \geq 1$. So $\tau=1$ is the best choice for $\tau \in \mathbb{T}$.

Before we derive explicit expressions for the quadrature weights, we study the asymptotic distribution of the nodes $x_{n k}(\tau)$, using some results from logarithmic potential theory. The distribution of the points $x_{n k}(\tau)$ as $n \rightarrow \infty$ depends on the asymptotic distribution of the poles, as shown below. Note that Theorem 2 in 5] is a special case of the following theorem, corresponding to the case of real poles outside $I$.

Theorem 4.3. Assume that the sequence of poles $A=\left\{\alpha_{1}, \alpha_{2}, \ldots\right\}$ is bounded away from I and that the asymptotic distribution of the poles is given by a measure $\nu$ on (a subset of) $\overline{\mathbb{C}}^{I}$, i.e. for any continuous function $f$ with compact support,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} f\left(\alpha_{k}\right)=\int f(z) d \nu(z) \tag{4.6}
\end{equation*}
$$

If $\nu=p \delta_{\infty}+(1-p) \nu_{0}$ with $0 \leq p \leq 1$ (where $\delta_{z}$ is the unit measure whose support is the point z) and

$$
\begin{equation*}
\int \log |t| d \nu_{0}(t)<\infty \tag{4.7}
\end{equation*}
$$

then the asymptotic distribution of the zeros of $Q_{n}(x, \tau)$ is given by an absolutely continuous measure $\lambda$ with weight function

$$
\lambda^{\prime}(x)=\frac{1}{\pi} \frac{1}{\sqrt{1-x^{2}}} \int \Re\left\{\frac{\sqrt{t^{2}-1}}{t-x}\right\} d \nu(t)
$$

where the square root is positive for $t>1$ and the branch cut is $[-1,1]$.
Proof. With the notation introduced above, define

$$
\varphi_{n, \tau}(x)=\frac{q N}{2 X(z)}\left(\frac{z^{i} B_{n-1 *}(z)}{1-\beta_{n, \tau} z}-\frac{q}{\left(z-\beta_{n, \tau}\right) B_{n-1}(z)}\right) .
$$

Then obviously the zeros of $\varphi_{n, \tau}(x)$ are exactly the same as those of $Q_{n}(x, \tau)$. Furthermore it is clear that $\varphi_{n, \tau} \perp_{w} \mathrm{~L}_{n-1}$. Writing

$$
\varphi_{n, \tau}(x)=\frac{q_{n, \tau}(x)}{\left(1-x / \alpha_{n, \tau}\right) \pi_{n-1}(x)}
$$

this means that

$$
\int_{-1}^{1} q_{n}(x, \tau) p_{n-1}(x) \frac{w(x)}{\left(1-x / \alpha_{n, \tau}\right)\left|\pi_{n-1}(x)\right|^{2}} d x=0
$$

for any $p_{n-1} \in \mathcal{P}_{n-1}$. So $q_{n}$ is an orthogonal polynomial with respect to a varying weight. If we define

$$
f_{n}(x)=\frac{1}{2 n} \log \left[\left(1-x / \alpha_{n, \tau}\right)\left|\pi_{n-1}(x)\right|^{2}\right]
$$

it follows from the weak convergence (4.6) that

$$
\lim _{n \rightarrow \infty} f_{n}(x)=f(x)=\int \log \left|1-\frac{x}{t}\right| d \nu(t)
$$

According to the theorem on page 124 of [3], the asymptotic zero distribution of $q_{n}$ is then given by a measure $\lambda$ on $I$, which is the unique solution of the integral equation

$$
\int_{-1}^{1} \log \frac{1}{|x-t|} d \lambda(t)+f(x)=C, \quad x \in I
$$

where $C$ is a constant. The integral in this expression is just the logarithmic potential of the measure $\lambda$. Note that we have

$$
f(x)=-\int \log \frac{1}{|x-t|} d \nu(t)-\int \log |t| d \nu(t)
$$

The second integral is a finite constant because of equation (4.7) and because the poles are bounded away from $I$ (and thus from zero), and can be absorbed into the constant $C$. The first integral is the logarithmic potential of $\nu$. This shows that $\lambda$ is the so-called "balayage"-measure of $\nu$ onto $I$. For the case of real poles, an explicit expression for this balayage-measure is given on page 122 of [4, but for the more general case, we have to derive it ourselves.

Let $g_{G}(z, a)$ denote the Green function of the domain $G=\overline{\mathbb{C}}^{I}$ with pole at $a$, and $\phi(z)=z+\sqrt{z^{2}-1}$ the conformal map of the domain $G$ onto the exterior of the unit disk with $\sqrt{z^{2}-1}$ positive for real $z>1$ (note that, with our previous definitions, $\left.\phi(z)=1 / J^{i n v}(z)\right)$. Then it follows from [4, p. 122] that

$$
g_{G}(z, a)=-\log \left|\frac{\phi(z)-\phi(a)}{\overline{\phi(a)} \phi(z)-1}\right| .
$$

According to formula (4.42) on page 121, the balayage-measure $\lambda$ is then given by

$$
\begin{equation*}
\lambda^{\prime}(x)=\frac{1}{2 \pi} \int\left(\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{+}}+\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{-}}\right) d \nu(a) \tag{4.8}
\end{equation*}
$$

where $\mathbf{n}_{ \pm}$are the two normals to the interval $(-1,1)$ with $\mathbf{n}_{+}$pointing to the upper half plane and $\mathbf{n}_{-}$to the lower half plane. From $g_{G}(\bar{z}, a)=g_{G}(z, \bar{a})$ it follows that

$$
\begin{equation*}
\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{-}}=\frac{\partial g_{G}(x, \bar{a})}{\partial \mathbf{n}_{+}} \tag{4.9}
\end{equation*}
$$

The definition of the normal derivative reads

$$
\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{+}}=\lim _{h \rightarrow 0} \frac{g_{G}(x+\mathbf{i} h, a)-g_{G}(x, a)}{h}
$$

Using the fact that $x \in I$ and the relations

$$
\begin{array}{rlrl}
\phi(x+\mathbf{i} h) & =\phi(x)+\mathbf{i} h \phi^{\prime}(x)+O\left(h^{2}\right), & h \rightarrow 0, \\
\log |1+h t| & =h \Re\{t\}+O\left(h^{2}\right),
\end{array}
$$

and $\phi^{\prime}(x)=\phi(x) / \sqrt{x^{2}-1}$, some computations yield

$$
\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{+}}=-\frac{|\phi(a)|^{2}-1}{\sqrt{1-x^{2}}} \Re\left\{\frac{\phi(x)}{[\phi(x)-\phi(a)][\overline{\phi(a)} \phi(x)-1)]}\right\}
$$

Because of (4.9), replacing $a$ with $\bar{a}$ gives the other normal derivative. Adding both derivatives together, using $\phi^{2}(x)+1=2 x \phi(x)$ and simplifying then gives

$$
\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{+}}+\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{-}}=\frac{|\phi(a)|^{2}-1}{\sqrt{1-x^{2}}} \cdot \frac{1+|\phi(a)|^{2}-2 x \Re\{\phi(a)\}}{2|\phi(a)|^{2}(x-a)(x-\bar{a})}
$$

If we put $a=J(b)$, then $\phi(a)=1 / b$, and we may equivalently write

$$
\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{+}}+\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{-}}=\frac{1-|b|^{2}}{|b|^{2} \sqrt{1-x^{2}}} \cdot \frac{1+|b|^{2}-2 x \Re\{b\}}{2(x-a)(x-\bar{a})}
$$

A partial fraction expansion of the second factor gives

$$
\frac{1+|b|^{2}-2 x \Re\{b\}}{2(x-a)(x-\bar{a})}=\Re\left\{\frac{1+|b|^{2}-2 a \Re\{b\}}{(x-a)(a-\bar{a})}\right\},
$$

assuming that $a$ is not real. Now use $a-\bar{a}=(b-\bar{b})\left(|b|^{2}-1\right) /\left(2|b|^{2}\right)$ and do some computations to obtain

$$
\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{+}}+\frac{\partial g_{G}(x, a)}{\partial \mathbf{n}_{-}}=\frac{1}{\sqrt{1-x^{2}}} \Re\left\{\frac{b-1 / b}{x-a}\right\}=\frac{2}{\sqrt{1-x^{2}}} \Re\left\{\frac{\sqrt{a^{2}-1}}{a-x}\right\}
$$

This equation is also valid for real $a$ (taking into account the convention for the square root mentioned above); it then reduces to the result from [4, p. 122]. Substituting in (4.8) then proves the theorem.

Once the nodes $x_{n k}(\tau)$ have been computed, the weights can be found. In the following computations, we will omit the $\tau$ in order not to complicate the notation. Let $X(z)$ be given by (4.1) and define

$$
P(z, t)=\frac{1-|t|^{2}}{|z-t|^{2}}
$$

and

$$
a_{j}(z)=\left(1-\left|\beta_{j}\right|^{2}\right)\left\{\frac{z^{2 i} B_{j-1 *}(z) B_{j-1}(z)}{\left(1-\beta_{j} z\right)\left(1-\bar{\beta}_{j} z\right)}+\frac{q^{2}}{\left(z-\beta_{j}\right)\left(z-\bar{\beta}_{j}\right) B_{j-1 *}(z) B_{j-1}(z)}\right\}
$$

Then we can deduce from (3.3) and (3.4) that for $x \in I$ and $j \geq 1$

$$
2 \pi \varphi_{j}(x) \overline{\varphi_{j}(x)}=\frac{2^{i-1}}{X^{2}(z)} a_{j}(z)-\frac{q(2 z)^{i-1}}{X^{2}(z)}\left(P\left(z, \beta_{j}\right)+P\left(z, \bar{\beta}_{j}\right)\right)
$$

For $j=0$ we have that $\varphi_{0}=\overline{\varphi_{0}}$ so that

$$
2 \pi \varphi_{0} \overline{\varphi_{0}}=2 p
$$

So, with $\lambda_{n k}$ given by (2.6), and with

$$
\begin{equation*}
Y_{n}(z)=2 p+\frac{2^{i-1}}{X^{2}(z)} \sum_{j=1}^{n-1} a_{j}(z) \tag{4.10}
\end{equation*}
$$

we obtain

$$
\frac{2 \pi}{\lambda_{n k}}=Y_{n}\left(z_{n k}\right)-\frac{q\left(2 z_{n k}\right)^{i-1}}{X^{2}\left(z_{n k}\right)} \sum_{j=1}^{n-1}\left(P\left(z_{n k}, \beta_{j}\right)+P\left(z_{n k}, \bar{\beta}_{j}\right)\right)
$$

Note that $\left[-q\left(2 z_{n k}\right)^{i-1} / X^{2}\left(z_{n k}\right)\right]^{-1}$ is in fact nothing more than the factor $[1-$ $(1-d)\left(x_{n k}\right)^{i-1}$ ] we have in Theorem 2.2 and that for $\beta_{k}$ real

$$
\begin{equation*}
P\left(z_{n k}, \beta_{j}\right)=P\left(z_{n k}, \bar{\beta}_{j}\right)=\frac{1-\beta_{j}^{2}}{1-2 \beta_{j} x_{n k}+\beta_{j}^{2}}=\frac{\sqrt{1-1 / \alpha_{j}^{2}}}{1-x_{n k} / \alpha_{j}} \tag{4.11}
\end{equation*}
$$

Hence, if each pole in the sequence is real, then the equality

$$
\begin{equation*}
Y_{n}\left(z_{n k}\right)=-\frac{q\left(2 z_{n k}\right)^{i-1}}{X^{2}\left(z_{n k}\right)}\left[i+P\left(z_{n k}, \beta_{n}\right)\right] \tag{4.12}
\end{equation*}
$$

has to be true. Lemma 4.5 shows that equation (4.12) not only holds for every sequence of real poles, but even for every sequence of complex poles with $\beta_{n}$ replaced by $\beta_{n, \tau}$. To prove this, we first need the following lemma.
Lemma 4.4. Let $h_{n, \beta}(z)$ be given by

$$
h_{n, \beta}(z)=\frac{1}{z^{2}-1}\left[z^{i}\left(\frac{1-\beta z}{z-\beta}\right)+\frac{q}{B_{n-1 *}(z) B_{n-1}(z)}\right]
$$

then $h_{n, \beta}(z)$ satisfies the following two recursions:

$$
\begin{equation*}
h_{n+1, \beta}(z)=\frac{h_{n, \beta}(z)}{\zeta_{n *}(z) \zeta_{n}(z)}+\frac{\left(1-\left|\beta_{n}\right|^{2}\right) z^{i}}{\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{n}\right)}\left(\frac{1-\beta z}{z-\beta}\right) \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{n+1, \beta}(z)=h_{n, \beta}(z)-\frac{q\left(1-\left|\beta_{n}\right|^{2}\right)}{\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z) B_{n-1}(z)} . \tag{4.14}
\end{equation*}
$$

Proof. The recursions are easily verified by using the definition of $h_{n, \beta}(z)$ and the knowledge that

$$
\left(1-\left|\beta_{n}\right|^{2}\right)\left(z^{2}-1\right)=\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{n}\right)-\left(1-\beta_{n} z\right)\left(1-\bar{\beta}_{n} z\right)
$$

With this we can now prove the following lemma.
Lemma 4.5. Let $x_{n k}=J\left(z_{n k}\right)$ be the zeros of $Q_{n}(x, \tau)$; then

$$
\begin{equation*}
Y_{n}\left(z_{n k}\right)=-\frac{q\left(2 z_{n k}\right)^{i-1}}{X^{2}\left(z_{n k}\right)}\left[i+P\left(z_{n k}, \beta_{n, \tau}\right)\right] \tag{4.15}
\end{equation*}
$$

Proof. Assume $\beta \in I$ and let $K_{n, \beta}(z)$ and $L_{n, \beta}(z)$ be given by

$$
K_{n, \beta}(z)=\frac{z^{2 i}-q^{2}}{z^{2}-1}+q z^{i-1} P(z, \beta)+\sum_{j=1}^{n-1} a_{j}(z)
$$

and

$$
L_{n, \beta}(z)=h_{n, \beta}(z)\left[z^{i} B_{n-1 *}(z) B_{n-1}(z)\left(\frac{z-\beta}{1-\beta z}\right)-q\right]
$$

First, we will prove by induction that $K_{n, \beta}(z)=L_{n, \beta}(z)$ if $z \in \mathbb{T}$. For $n=1$ we get that

$$
\begin{aligned}
L_{1, \beta}(z) & =h_{1, \beta}(z)\left[z^{i}\left(\frac{z-\beta}{1-\beta z}\right)-q\right] \\
& =\frac{1}{z^{2}-1}\left[z^{i}\left(\frac{1-\beta z}{z-\beta}\right)+q\right]\left[z^{i}\left(\frac{z-\beta}{1-\beta z}\right)-q\right] \\
& =\frac{z^{2 i}-q^{2}}{z^{2}-1}+\frac{q z^{i}}{z^{2}-1}\left(\frac{z-\beta}{1-\beta z}-\frac{1-\beta z}{z-\beta}\right) \\
& =\frac{z^{2 i}-q^{2}}{z^{2}-1}+q z^{i-1} P(z, \beta)=K_{1, \beta}(z)
\end{aligned}
$$

Assume now that $K_{n, \beta}(z)=L_{n, \beta}(z)$ for $n \geq 1$. Then we have that

$$
\begin{aligned}
& K_{n+1, \beta}(z)=K_{n, \beta}(z)+a_{n}(z)=L_{n, \beta}(z)+a_{n}(z) \\
& =h_{n, \beta}(z)\left[z^{i} B_{n-1 *}(z) B_{n-1}(z)\left(\frac{z-\beta}{1-\beta z}\right)-q\right] \\
& +\left(1-\left|\beta_{n}\right|^{2}\right)\left[\frac{z^{2 i} B_{n-1 *}(z) B_{n-1}(z)}{\left(1-\beta_{n} z\right)\left(1-\bar{\beta}_{n} z\right)}+\frac{q^{2}}{\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z) B_{n-1}(z)}\right] \\
& =z^{i} B_{n *}(z) B_{n}(z)\left(\frac{z-\beta}{1-\beta z}\right)\left[\frac{h_{n, \beta}(z)}{\zeta_{n *}(z) \zeta_{n}(z)}+\frac{\left(1-\left|\beta_{n}\right|^{2}\right) z^{i}}{\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{n}\right)}\left(\frac{1-\beta z}{z-\beta}\right)\right] \\
& -q\left[h_{n, \beta}(z)-\frac{q\left(1-\left|\beta_{n}\right|^{2}\right)}{\left(z-\beta_{n}\right)\left(z-\bar{\beta}_{n}\right) B_{n-1 *}(z) B_{n-1}(z)}\right] .
\end{aligned}
$$

From the recursions (4.13) and (4.14) in Lemma 4.4 it follows that

$$
K_{n+1, \beta}(z)=h_{n+1, \beta}(z)\left[z^{i} B_{n *}(z) B_{n}(z)\left(\frac{z-\beta}{1-\beta z}\right)-q\right]=L_{n+1, \beta}(z)
$$

Second, note that

$$
\frac{z^{2 i}-q^{2}}{z^{2}-1}=2^{2-i} p X^{2}(z)+i q z^{i-1}
$$

so that

$$
K_{n, \beta}(z)=2^{2-i} p X^{2}(z)+i q z^{i-1}+q z^{i-1} P(z, \beta)+\sum_{j=1}^{n-1} a_{j}(z)
$$

Finally, we have that $K_{n, \beta_{n, \tau}}\left(z_{n k}\right)=L_{n, \beta_{n, \tau}}\left(z_{n k}\right)=0$ so that

$$
2^{2-i} p X^{2}\left(z_{n k}\right)+\sum_{j=1}^{n-1} a_{j}\left(z_{n k}\right)=-q z_{n k}^{i-1}\left[i+P\left(z_{n k}, \beta_{n, \tau}\right)\right]
$$

The equality in (4.15) now follows by using the definition of $Y_{n}(z)$ given by (4.10).

In the case of complex poles, equation (4.11) does not hold. Instead with

$$
\begin{equation*}
R(x, \beta)=1-2 \Re(\beta) x+|\beta|^{2} \quad \text { and } \quad I(x, \beta)=4[\Im(\beta)]^{2}\left(1-x^{2}\right) \tag{4.16}
\end{equation*}
$$

we have that

$$
P(z, \beta)+P(z, \bar{\beta})=\frac{2 R(x, \beta)\left(1-|\beta|^{2}\right)}{R^{2}(x, \beta)-I(x, \beta)}
$$

Finally, the weights can now be computed using the following theorem.
Theorem 4.6. Let $R(x, \beta)$ and $I(x, \beta)$ be given by (4.16) and define

$$
g_{n}(x)=2 \sum_{j=1}^{n-1} \frac{R\left(x, \beta_{j}\right)\left(1-\left|\beta_{j}\right|^{2}\right)}{R^{2}\left(x, \beta_{j}\right)-I\left(x, \beta_{j}\right)}+\frac{1-\beta_{n, \tau}^{2}}{1-2 \beta_{n, \tau}+\beta_{n, \tau}^{2}}
$$

Then the weights in the Gaussian quadrature formulas based on the para-orthogonal function $Q_{n}(x, \tau)$ can be given as functions of the nodes $x_{n k}(\tau)$ as follows:

$$
\lambda_{n k}=2 \pi \frac{1-(1-d)\left[x_{n k}(\tau)\right]^{i-1}}{i+g_{n}\left(x_{n k}(\tau)\right)}, \quad k=1,2, \ldots, n
$$

## 5. Numerical examples

In this section we only give some examples of the use of these quadrature formulas. Unlike in the case for real poles [7], the numerical considerations for the fast and efficient construction of these formulas are rather involved. The main ideas are of course the same as in [7], such as using the asymptotic zero distribution to obtain initial values for Newton's method etc., but a description of a complete software implementation (covering both the real and complex case) and a detailed numerical analysis will be given elsewhere.

Let $\tau$ be fixed to one, and assume the sequences of poles $A_{n}=\left\{\alpha_{1}, \ldots, \alpha_{n-1}, \alpha_{n}\right\}$, $B_{n}=\left\{\alpha_{1}, \ldots, \alpha_{n-1}, \infty\right\}$ and $C_{n+1}=\left\{\alpha_{1}, \ldots, \alpha_{n-1}, \infty, \infty\right\}$ with $\alpha_{k} \in \overline{\mathbb{C}}^{I}$ fixed in advance. We will consider integrals of the form

$$
I_{3}\left(f_{j}\right)=\int_{-1}^{1} \sqrt{1-x^{2}} f_{j}(x) d x, \quad j=1,2, \ldots
$$

and their approximation by

$$
I_{3, n}\left(f_{j}\right)=\sum_{k=1}^{n} \lambda_{n k}^{(3)} f_{j}\left(x_{n k}^{(3)}\right)
$$

using sequence $A_{n}$. Note that $I_{3}\left(f_{j}\right)$ can be written as

$$
I_{3}\left(f_{j}\right)=\int_{-1}^{1} \sqrt{\frac{1-x}{1+x}}(1+x) f_{j}(x) d x=\int_{-1}^{1} \sqrt{\frac{1-x}{1+x}} g_{j}(x) d x=I_{2}\left(g_{j}\right)
$$

which can be approximated by

$$
I_{2, n}\left(g_{j}\right)=\sum_{k=1}^{n} \lambda_{n k}^{(2)} g_{j}\left(x_{n k}^{(2)}\right)
$$

using the sequence $B_{n}$. Furthermore, $I_{3}\left(f_{j}\right)$ can also be written as

$$
I_{3}\left(f_{j}\right)=\int_{-1}^{1} \frac{1-x^{2}}{\sqrt{1-x^{2}}} f_{j}(x) d x=\int_{-1}^{1} \frac{h_{j}(x)}{\sqrt{1-x^{2}}} d x=I_{1}\left(h_{j}\right)
$$

TABLE 2. Relative error on the approximation of $I_{3}\left(f_{1, n}\right)$ by $I_{3, n}\left(f_{1, n}\right), I_{2, n}\left(g_{1, n}\right)$ and $I_{1, n+1}\left(h_{1, n}\right)$ for several values of $n$.

| $\omega$ | $3+2 \mathbf{i}$ |  |  | $-0.5+0.05 \mathbf{i}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\Delta_{3, r}\left(f_{1, n}\right)$ | $\Delta_{2, r}\left(g_{1, n}\right)$ | $\Delta_{1, r}\left(h_{1, n}\right)$ | $\Delta_{3, r}\left(f_{1, n}\right)$ | $\Delta_{2, r}\left(g_{1, n}\right)$ | $\Delta_{1, r}\left(h_{1, n}\right)$ |
| 3 | $2.2 \mathrm{e}-16$ | $2.2 \mathrm{e}-16$ | $3.3 \mathrm{e}-16$ | $2.7 \mathrm{e}-14$ | $9.4 \mathrm{e}-15$ | $1.6 \mathrm{e}-14$ |
| 5 | $5.0 \mathrm{e}-16$ | $1.7 \mathrm{e}-16$ | $3.3 \mathrm{e}-16$ | $6.6 \mathrm{e}-14$ | $3.4 \mathrm{e}-14$ | $5.3 \mathrm{e}-14$ |
| 9 | $3.2 \mathrm{e}-16$ | $6.4 \mathrm{e}-16$ | $8.0 \mathrm{e}-16$ | $8.8 \mathrm{e}-14$ | $9.1 \mathrm{e}-14$ | $9.6 \mathrm{e}-14$ |
| 17 | $1.4 \mathrm{e}-15$ | $1.6 \mathrm{e}-15$ | $1.4 \mathrm{e}-15$ | $2.2 \mathrm{e}-13$ | $1.6 \mathrm{e}-13$ | $2.0 \mathrm{e}-13$ |
| 33 | $4.1 \mathrm{e}-15$ | $3.5 \mathrm{e}-15$ | $3.8 \mathrm{e}-15$ | $3.5 \mathrm{e}-13$ | $3.4 \mathrm{e}-13$ | $3.8 \mathrm{e}-13$ |

which can be approximated by

$$
I_{1, n+1}\left(h_{j}\right)=\sum_{k=1}^{n+1} \lambda_{n+1, k}^{(1)} h_{j}\left(x_{n+1, k}^{(1)}\right)
$$

using the sequence $C_{n+1}$. From Theorem 2.1 it follows that each of these approximations is exact if $f_{j} \in \mathcal{L}_{n-1} \cdot \mathcal{L}_{n-1 *}$. For each example that follows, define the relative error $\Delta_{i, r}(f)$ by

$$
\Delta_{i, r}(f)=\left|\frac{I_{i}(f)-I_{i, n}(f)}{I_{i}(f)}\right| .
$$

The exact solutions $I_{i}(f)$ were calculated in multiprecision with Maple 9.5. The other computations were done in double precision using Matlab 7.

Example 5.1. The first function $f_{1, n}(x)$ to be considered is given by

$$
f_{1, n}(x)=\frac{1}{\left(x^{2}-2 \Re(\omega) x+|\omega|^{2}\right)^{(n-1) / 2}}, \quad \omega \in \overline{\mathbb{C}}^{I}
$$

for $n$ odd, which has poles of order $(n-1) / 2$ in $\omega$ and $\bar{\omega}$. So let

$$
\alpha_{k}=\left\{\begin{array}{ll}
\omega & k=\text { odd }, \\
\bar{\omega} & k=\text { even },
\end{array} \quad k=1, \ldots, n\right.
$$

with $\omega=3+2 \mathbf{i}$ respectively $\omega=-0.5+0.05 \mathbf{i}$. Then Table 2 gives the relative error for several values of $n$. This function should be integrated exactly and the relative error is indeed of the order of machine precision.

Example 5.2. The second function $f_{2}(x)$ to be considered is taken from 9, p. 169]. In this case we have

$$
f_{2}(x)=\frac{\pi x / \omega}{\sinh (\pi x / \omega)}, \quad \omega \in \overline{\mathbb{R}}^{I}
$$

which has simple poles at the integer multiples of $\mathbf{i} \omega$. So let

$$
\alpha_{k}=(-1)^{k}\lceil k / 2\rceil \mathbf{i} \omega, \quad k=1, \ldots, n,
$$

for $n$ odd, with $\omega=1.1$ respectively $\omega=1.001$. Then Table 3 gives the relative error for several values of $n$.

TABLE 3. Relative error on the approximation of $I_{3}\left(f_{2}\right)$ by $I_{3, n}\left(f_{2}\right), I_{2, n}\left(g_{2}\right)$ and $I_{1, n+1}\left(h_{2}\right)$ for several values of $n$.

| $\omega$ | 1.1 |  |  | 1.001 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\Delta_{3, r}\left(f_{1}\right)$ | $\Delta_{2, r}\left(g_{1}\right)$ | $\Delta_{1, r}\left(h_{1}\right)$ | $\Delta_{3, r}\left(f_{1}\right)$ | $\Delta_{2, r}\left(g_{1}\right)$ | $\Delta_{1, r}\left(h_{1}\right)$ |
| 3 | $7.3 \mathrm{e}-4$ | $4.2 \mathrm{e}-7$ | $7.3 \mathrm{e}-4$ | $1.1 \mathrm{e}-3$ | $9.7 \mathrm{e}-7$ | $1.1 \mathrm{e}-3$ |
| 5 | $2.1 \mathrm{e}-7$ | $2.1 \mathrm{e}-14$ | $2.1 \mathrm{e}-7$ | $4.5 \mathrm{e}-7$ | $9.0 \mathrm{e}-14$ | $4.5 \mathrm{e}-7$ |
| 9 | $1.8 \mathrm{e}-16$ | 0 | $1.8 \mathrm{e}-16$ | $1.9 \mathrm{e}-16$ | $1.9 \mathrm{e}-16$ | $5.8 \mathrm{e}-16$ |
| 17 | 0 | 0 | 0 | $1.9 \mathrm{e}-16$ | $3.8 \mathrm{e}-16$ | $3.8 \mathrm{e}-16$ |
| 33 | $1.8 \mathrm{e}-16$ | $3.7 \mathrm{e}-16$ | $1.8 \mathrm{e}-16$ | $1.9 \mathrm{e}-16$ | $1.9 \mathrm{e}-16$ | $1.9 \mathrm{e}-16$ |

TABLE 4. Relative error on the approximation of $I_{3}\left(f_{3}\right)$ by $I_{3, n}\left(f_{3}\right), I_{2, n}\left(g_{3}\right)$ and $I_{1, n+1}\left(h_{3}\right)$ for several values of $n$.

| $\omega$ | 0.05 |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | $\Delta_{3, r}\left(f_{3}\right)$ | $\Delta_{2, r}\left(g_{3}\right)$ | $\Delta_{1, r}\left(h_{3}\right)$ |
| 101 | $3.9 \mathrm{e}-1$ | $1.3 \mathrm{e}-2$ | $3.8 \mathrm{e}-1$ |
| 201 | $2.9 \mathrm{e}-2$ | $8.2 \mathrm{e}-16$ | $2.9 \mathrm{e}-2$ |
| 401 | $4.5 \mathrm{e}-14$ | $4.9 \mathrm{e}-15$ | $3.7 \mathrm{e}-14$ |
| 801 | $1.1 \mathrm{e}-14$ | $1.4 \mathrm{e}-14$ | $7.8 \mathrm{e}-15$ |
| 1601 | $6.3 \mathrm{e}-15$ | $2.7 \mathrm{e}-15$ | $1.6 \mathrm{e}-14$ |
| 3201 | $5.5 \mathrm{e}-15$ | $9.4 \mathrm{e}-15$ | $4.9 \mathrm{e}-15$ |

Example 5.3. The last function $f_{3}(x)$ to be considered is analogous to the one in Example 5.4 from [7]. In this case we have

$$
f_{3}(x)=\sin \left(\frac{1}{x^{2}+\omega^{2}}\right), \quad \omega \in \overline{\mathbb{R}} \backslash\{0\} .
$$

This function has an essential singularity in $x=\mathbf{i} \omega$ and $x=-\mathbf{i} \omega$. For $\omega>0$ but very close to 0 , this function is extremely oscillatory near these singularities. Since an essential singularity can be viewed as a pole of infinity multiplicity, this suggests taking

$$
\alpha_{k}=\left\{\begin{array}{ll}
\mathbf{i} \omega & k=\text { odd }, \\
-\mathbf{i} \omega & k=\text { even, }
\end{array} \quad k=1, \ldots, n\right.
$$

for $n$ odd. Table 4 gives the relative error for several values of $n$, with $\omega=0.05$.

## 6. Conclusion

We have presented an extension of the expression for the Chebyshev orthogonal rational functions with arbitrary real poles outside $[-1,1]$ to arbitrary complex poles outside $[-1,1]$. The zeros of these orthogonal rational functions are not necessarily real anymore. By using the related para-orthogonal functions, however, we obtained an expression for the nodes and weights for rational Gauss-Chebyshev quadrature formulas integrating exactly in spaces of rational functions with arbitrary complex poles outside $[-1,1]$.
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