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NUMERICAL ANALYSIS OF A FINITE ELEMENT SCHEME

FOR THE APPROXIMATION

OF HARMONIC MAPS INTO SURFACES

SÖREN BARTELS

Abstract. This article studies the numerical approximation of harmonic
maps into surfaces, i.e., critical points for the Dirichlet energy among weakly
differentiable vector fields that are constrained to attain their pointwise values
in a given manifold. An iterative algorithm that is based on a linearization
of the constraint about the current iterate at the nodes of a triangulation is
devised, and its global convergence to a discrete harmonic map is proved under
general conditions. Weak accumulation of discrete harmonic maps at harmonic
maps as discretization parameters tend to zero is established in two dimen-
sions under certain assumptions on the underlying sequence of triangulations.
Numerical simulations illustrate the performance of the algorithm for curved
domains.

1. Introduction

Geometric partial differential equations and their analysis as well as numerical
simulation have recently attracted considerable attention among pure and applied
mathematicians. Motivated by interesting applications such as general relativity,
micromagnetics, liquid crystal theory, biophysics, and medical image processing,
significant progress has been made in the mathematical understanding of evolu-
tionary and stationary partial differential equations on, into, and between surfaces
within the last two decades. While the properties and approximation of solutions
of partial differential equations with values into surfaces with symmetries such as
the unit sphere are now relatively well understood, only a few results are available
in the case of a general target manifold.

In the so-called equal-constant setting in liquid crystal theory or in models for
ferromagnetic bodies of small diameter, the Oseen-Frank energy [35, 22, 42, 16, 28,
20, 3] or the Landau-Lifschitz energy [29, 18], respectively, reduces to the Dirichlet
energy

(1) E(v) =
1

2

∫
M

∣∣∇v
∣∣2 dx,

and one is led to minimizing E among vector fields v :M → S2 or v :M → RP 2,
the two-dimensional unit sphere or the real projective plane. In this paper, we will
consider as a target manifold a compact, k-dimensional C2 submanifold N ⊂ R

n

without boundary. This excludes RP 2 but still allows for a variety of interesting

Received by the editor December 1, 2008 and, in revised form, May 8, 2009.
2000 Mathematics Subject Classification. Primary 65N12, 65N22, 58E20.

©2009 American Mathematical Society

1263
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applications. A weakly differentiable vector field u :M → N will be called a har-
monic map into N if it is stationary for E with respect to compactly supported,
tangential perturbations. This is true if u is a weak solution of the nonlinear partial
differential equation

(2) −Δu =
d∑

γ=1

AN (u)
[
∂γu; ∂γu

]
with the second fundamental form AN on N and d := dim(M); see, e.g., [40, 23].

The existence of global minimizers for (1) and hence of harmonic maps into N
follows with the direct method in the calculus of variations for nonempty sets of
admissible vector fields. The simplest choice of a nonflat target manifold already
reveals a variety of intriguing phenomena captured by the mathematical model (1):
If M is two-dimensional, then harmonic maps are known to be smooth; see [25, 33,
26, 37]. In higher dimensions the picture changes drastically. For d = 3 harmonic
maps into the sphere are partially regular if they are energy minimizing or, more
generally, stationary with respect to spatial variations [21, 10, 24]. Those results are
sharp in the sense that the function x �→ x/|x| is an energy minimizing harmonic
map into the sphere if d ≥ 3 [30, 11, 27, 39], and there exist harmonic maps into
Sn−1 which are everywhere discontinuous if d, n ≥ 3 [36].

The properties of harmonic maps indicate that approximation schemes have to
be developed carefully in order to deal with the limited regularity. The three
major difficulties in the numerical approximation are that numerical schemes have
to (i) cope with the critical nonlinearity in the right-hand side of (2), (ii) satisfy the
constraint u(x) ∈ N appropriately, and (iii) lead to approximations of low energy.

The first issue (i) can be effectively solved by noting that AN assumes values in
the normal bundle of N and restricting to test functions that are tangential along
the unknown u. This results in the equivalent weak formulation of finding a weakly
differentiable u :M → N such that(

∇u;∇v
)
= 0

for all smooth vector fields v :M → R
n satisfying v(x) ∈ Tu(x)N for almost every

x ∈ M and where (·; ·) denotes the inner product in L2(M ;Rn). The practical real-
ization (ii) of the constraint u(x) ∈ N is by no means a straightforward task. Even
for the simplest case N = Sn−1 one easily verifies that a continuous, piecewise poly-
nomial function wh satisfies wh(x) ∈ Sn−1 for almost every x ∈ M , i.e., |wh| = 1
almost everywhere in M , if and only if wh is constant. Therefore, approximation
schemes relax the constraint, and finite element approximations are only required to
assume their nodal values in N . In this way, the constraint may be satisfied almost
nowhere, but for a bounded sequence of such finite element functions every weak
accumulation point satisfies the constraint almost everywhere. Ginzburg-Landau
approximations provide another way of imposing the constraint in a relaxed, practi-
cal way. This, however, requires the introduction of a small penalization parameter
and the solutions of the resulting regularized problem usually do not show the de-
sired sharp topological effects. Finally, the problem (iii) of computing harmonic
maps of low energy can be solved by discretizing gradient flows of harmonic maps
and choosing discretization parameters such that discrete energy laws are satisfied.

Given a regular triangulation Th of M with nodes contained in Nh and a subor-
dinated lowest order finite element space S1(Th), the aforementioned ideas motivate
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the following definition: The vector field uh ∈ S1(Th)n is called a discrete harmonic
map into N subject to the boundary data uD if uh|ΓD

= uD,h, uh(z) ∈ N for all
z ∈ Nh, and (

∇uh;∇vh
)
= 0

is satisfied for all vector fields vh ∈ S1(Th)n such that vh|ΓD
= 0 and vh(z) ∈

Tuh(z)N for all z ∈ Nh. Here, we included Dirichlet’s conditions on the possibly
empty subset ΓD ⊆ ∂M . It is our aim to iteratively compute discrete harmonic
maps and to show that sequences of discrete harmonic maps accumulate at harmonic
maps as the maximal mesh-size h tends to zero.

The approximation of harmonic maps into spheres started with the work [31]
that studied point relaxation methods. An energy decreasing iterative algorithm
that linearizes the constraint in each step has been introduced and shown to con-
verge in a continuous setting in [1]. Convergence of a finite element discretization
of that algorithm on weakly acute triangulations has been established in [6]. The
authors of [41] discuss parametric approaches for the approximation of p-harmonic
maps into spheres that lead to unconstrained discrete problems and successfully
employ them to denoise color images. An interesting saddle-point formulation for
the computation of discrete harmonic maps into spheres that leads to a separately
convex optimization problem has been proposed in [14]. Various methods for the
discretization of the harmonic map heat flow into spheres have recently been devel-
oped and analyzed in [4, 9, 2].

Apart from the convergence result in [34] for discrete harmonic maps on planar,
regular lattices to harmonic maps into compact C4 submanifolds N ⊂ R

n without
boundary, the author is unaware of algorithms or approximation results for discrete
harmonic maps into general target manifolds.

Motivated by the definition of a discrete harmonic map into a given surfaceN and
generalizing work of [1, 7, 4, 9] for N = Sn−1, we employ the following iteration to
compute discrete harmonic maps of low energy. We denote by S1

D(Th) the subspace
of S1(Th) consisting of functions that vanish on ΓD if this set is nonempty and has
zero integral mean otherwise; πN denotes the nearest-neighbour projection onto N
which is well defined in a small, tubular neighbourhood of N provided that N is
C2.

Algorithm A. Input: triangulation Th, damping parameter κ > 0, stopping crite-
rion ε > 0.

(1) Choose u0
h ∈ S1(Th)n such that u0

h|ΓD
= uD,h and u0

h(z) ∈ N for all z ∈
Nh \ ΓD. Set i := 0.

(2) Compute wi
h ∈ S1

D(Th)n such that wi
h(z) ∈ Tui

h(z)
N for all z ∈ Nh and(

∇wi
h;∇vh

)
= −

(
∇ui

h;∇vh
)

for all vh ∈ S1
D(Th)n such that vh(z) ∈ Tui

h(z)
N for all z ∈ Nh.

(3) Stop if
∥∥∇wi

h

∥∥ ≤ ε.

(4) Define ui+1
h ∈ S1(Th)n by setting for all z ∈ Nh,

ui+1
h (z) := πN

(
ui
h(z) + κwi

h(z)
)
.

(5) Set i := i+ 1 and go to (2).

Output: u∗
h := ui

h.
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Algorithm A can be derived by discretizing the H1 gradient flow of harmonic
maps into N , and then κ is a time-step size while wi

h serves as an approximation of
the time-derivative. Another motivation of the iteration results from regarding wi

h

as a correction of the given approximation ui
h and a linearization of the condition

ũi+1
h = ui

h(z) + κwi
h(z) ∈ N about ui

h(z). In this case κ is a damping parameter
which is needed to guarantee that the nodal values of the update ui

h + κwi
h belong

to UδN (N) so that Step (4) in the loop is well defined. The following theorem states
that the iteration is well defined and convergent if κ = O(hmin) with hmin denoting
the minimal diameter of elements in Th.
Theorem I. Suppose that N is C3. There exist h-independent constants C ′, C ′′ > 0
such that if κ ≤ C ′hmin and ε > 0, then Algorithm A is feasible and terminates
within a finite number of iterations. The output u∗

h satisfies u∗
h(z) ∈ N for all

z ∈ Nh, u
∗
h|ΓD

= uD,h,
∥∥∇u∗

h

∥∥ ≤ C ′′∥∥∇u0
h

∥∥, and∣∣(∇u∗
h;∇vh

)∣∣ ≤ ε
∥∥∇vh

∥∥
for all vh ∈ S1

D(Th)n such that vh(z) ∈ Tu∗
h(z)

N for all z ∈ Nh.

The assumptions of Theorem I can be significantly weakened if N = ∂C for a
bounded, open, convex set C ⊂ R

n and if Th is weakly acute. In this case, using
that πN :Rn \ C → N is nonexpanding, κ can be chosen of order one and we have
C ′′ = 1. It is worth remarking that Algorithm A is globally convergent. While this
guarantees that any choice of u0

h will lead to a discrete harmonic map into N , it
also explains that the iteration can be slowly convergent.

The proof of Theorem I exploits the fact that Algorithm A can be understood as
a discretization of the H1 gradient flow of harmonic maps and that πN is C2 with
DπN (p)|TpN = id|TpN for all p ∈ N . Proving convergence of a sequence of outputs
of Algorithm A to a harmonic map into N as h, ε → 0 is more involved and we
provide an affirmative answer if M is two-dimensional and the sequence of triangu-
lations satisfies a restrictive angle condition:

(
Th

)
h>0

is said to be logarithmically
right-angled if for every ε > 0 there exists h0 > 0 such that for all 0 < h ≤ h0

and every triangle K ∈ Th with inner angles αK,j ∈ (0, π), j = 1, 2, 3, we have

minj=1,2,3 log h
−1
min

∣∣ cosαK,j

∣∣ ≤ ε. Sufficient for this is that for every h > 0 each
K ∈ Th has a right angle.

Theorem II. Suppose that d = 2 and N is C4. Let
(
Th

)
h>0

be a sequence of
regular, logarithmically right-angled triangulations and for each h > 0, let uh ∈
S1(Th)n satisfy uh|ΓD

= uD,h and uh(z) ∈ N for all z ∈ Nh. Assume that for each
h > 0 there exists εh > 0 such that we have∣∣(∇uh;∇vh

)∣∣ ≤ εh
∥∥∇vh

∥∥
for all vh ∈ S1

D(Th)n satisfying vh(z) ∈ Tuh(z)N for all z ∈ Nh. If
∥∥∇uh

∥∥ ≤ C,

uD,h → uD in L2(ΓD;R
n), and εh → 0 as h → 0, then every weak accumulation

point u ∈ W 1,2(M ;Rn) of (uh)h>0 ⊂ W 1,2(M ;Rn) is a harmonic map into N
satisfying u|ΓD

= uD.

The sequence (uh)h>0 can be constructed with Algorithm A, and Theorem I
implies that it satisfies the conditions of Theorem II provided that ‖∇u0

h‖ ≤ C for
all h > 0. This can be guaranteed if there exists a continuous, piecewise smooth
vector field u0 :M → N with u0|ΓD

= uD. The asymptotic right-angled condition
allows the usage of highly graded, locally refined triangulations but is restrictive



APPROXIMATIONS OF HARMONIC MAPS INTO SURFACES 1267

in the case of nonflat surfaces M . It can be shown that the condition is not nec-
essary if the sequence (uh)h>0 is uniformly bounded in W 1,2+σ(M ;Rn) for some
positive σ. In view of this and the fact that harmonic maps are smooth if d = 2,
the angle condition appears to be a technical deficiency of the method of proof
rather than a necessary condition. A sufficient condition for the existence of a se-
quence of logarithmically right-angled triangulations is the existence of a sequence
of uniformly strictly acute triangulations; cf. Remark 2.2 below. If N = Sn−1 is
the (n− 1)-dimensional unit sphere, then M does not have to be two-dimensional
and any sequence of regular triangulations leads to the assertion of Theorem II;
cf. [6]. Note that the existence of a harmonic map into N is implicitly assumed by
requiring that there exists a sequence of initial discrete vector fields

(
u0
h

)
h>0

which

is bounded in W 1,2(M ;Rn).
The proof of Theorem II follows ideas from [23, 34] and employs a discrete

moving frame to rewrite the discrete Euler-Lagrange equations as an equivalent
Hodge system. A discrete Coulomb gauge of the orthonormal frame leads to con-
nection forms that are discrete divergence-free if the underlying triangulation is
right-angled. Therefore, on general triangulations, a discrete Hodge (or Helmholtz)
decomposition of the connection forms that makes use of nonconforming finite el-
ement spaces leads to nonvanishing gradient contributions. To show that corre-
sponding terms in the Hodge system vanish as h → 0 we require the sequence of
triangulations to be logarithmically right-angled. The limit of the remaining part
can be, owing to a Jacobian structure, identified with weak concentration and com-
pensation compactness principles based on results in [32] together with the fact
that the set of (discrete) harmonic fields on M is finite dimensional.

The outline of this work is as follows. In Section 2 we recall equivalent character-
izations of harmonic maps and provide some tools for the analysis of Algorithm A;
a proof of Theorem I follows in Section 3. In Section 4 we prove Theorem II in a
periodic setting; the reduction of a general setting to the periodic one and hence a
full proof of Theorem II will be given in Section 5. Finally, in Section 6 we provide
a numerical experiment discussing also modifications of Algorithm A for the case
of nonflat domains M . A brief review of weak compactness results for harmonic
maps is provided in Appendix A; some auxiliary results from measure theory are
given in Appendix B.

2. Preliminaries

Throughout this paper, M denotes a bounded, polygonal or polyhedral Lipschitz
domain in R

d, d = 2, 3. The k-dimensional submanifold N ⊂ R
n is assumed to be

compact, without boundary, and C2 regular.

2.1. Notation. We use standard notation for Sobolev and Lebesgue spaces and
write || · || whenever || · ||L2(M) is meant. The vectorial curl of a function v, denoted

Curl v, is defined as Curl v := (−∂2v, ∂1v)
T while the scalar curl of a vector field

ψ = (ψ1, ψ2) is defined as curlψ := ∂1ψ2 − ∂2ψ1. The s-dimensional Hausdorff
measure of a set A ⊂ R

d is denoted Hs(A). The topological dual of a Banach space
X is denoted by X∗.

2.2. Equivalent characterizations of harmonic maps. The following equiv-
alent characterizations of harmonic maps are important for the analysis of Algo-
rithm A.
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Proposition 2.1 ([23]). A vector field u ∈ W 1,2(M ;Rn) such that u(x) ∈ N for
almost every x ∈ M is a harmonic map into N , i.e., it is stationary for

v �→ 1

2

∫
M

|∇v|2 ds,

with respect to perturbations of the form πN (u+φ) for vector fields φ ∈ L∞(M ;Rn)∩
W 1,2(M ;Rn) that are compactly supported in M , if and only if one of the following
equivalent conditions is satisfied:
(i) for all v ∈ W 1,2

0 (M ;Rn) such that v(x) ∈ Tu(x)N for almost every x ∈ M we
have (

∇u;∇v
)
= 0;

(ii) if
(
ei
)
i=1,2,...,k

⊂ W 1,2(M ;Rn) are such that the vectors e1(x), e2(x), ..., ek(x)

form an orthonormal basis for Tu(x)N for almost every x ∈ M and if ϑi :=∑n
α=1 e

i,α∇uα and ωij :=
∑n

α=1 e
j,α∇ei,a then we have

(
ϑi;∇η

)
+

k∑
j=1

(
ωij · ϑj ; η

)
= 0

for all η ∈ W 1,2
0 (M) ∩ L∞(M) and i = 1, 2, ..., k.

The prerequisites of item (ii) in the proposition are satisfied if N is parallelizable
in the sense that there exist continuously differentiable vector fields

(3) e1, e2, ..., ek :N → R
n

such that for all p ∈ N the vectors
(
e1(p), e2(p), ..., ek(p)

)
form an orthonormal basis

for TpN . Not every smooth submanifold N is parallelizable; e.g., the unit sphere S2

is not. A construction in [26] shows that every compact C4 submanifold N without

boundary can be isometrically embedded into a parallelizable C3 submanifold N̂

and there exists an isometric isomorphism J :N → N̂ such that if u :M → N is

a harmonic map into N , then J ◦ u :M → N̂ is a harmonic map into N̂ ; cf. [26,
Lemma 4.1.2] and [25, 12] for details. For the subsequent analysis it is therefore
sufficient to assume that N is C4.

2.3. Finite element spaces. Given a regular triangulation Th of M into triangles
or tetrahedra for d = 2 or d = 3, respectively, we let Nh ⊂ M denote the set
of all nodes in Th (vertices of elements) and Eh the set of all (d − 1)–dimensional
subsimplices of elements in Th, i.e., edges of triangles if d = 2 or faces of tetrahedra
if d = 3. We define hK := diam(K) for all K ∈ Th and set h := maxK∈Th

hK and
hmin := minK∈Th

hK ; we write hE := diam(E) for all E ∈ Eh. The lowest order C0-
conforming finite element space S1(Th) subordinate to the triangulation Th consists
of all globally continuous, Th-elementwise affine functions and the space L0(Th) is
the set of Th–elementwise constant functions on M , i.e.,

S1(Th) :=
{
φh ∈ C(M) : φh|K affine for all K ∈ Th

}
,

L0(Th) :=
{
vh ∈ L∞(M) : vh|K constant for all K ∈ Th

}
.

For a subset ΓD ⊆ ∂M which is either empty or satisfies Hd−1(ΓD) > 0 we set

S1
D(Th) :=

{
{vh ∈ S1(Th) : vh|ΓD

= 0} if ΓD = ∅,
{vh ∈ S1(Th) :

∫
M

vh dx = 0} if ΓD = ∅.
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The nodal basis
(
ϕz : z ∈ Nh) of S1(Th) consists of the hat functions ϕz ∈ S1(Th)

which satisfy ϕz(z) = 1 and ϕz(z
′) = 0 for all distinct z, z′ ∈ Nh. We set ωz :=

suppϕz and hz := diam(ωz) for all z ∈ Nh. For a function φ ∈ C
(
M

)
its nodal

interpolant Ihφ ∈ S1(Th) is defined by

Ihφ :=
∑
z∈Nh

φ(z)ϕz.

We also define an interpolation operator acting on continuous vector fields on M
by applying Ih to each component of the vector field. It is well known that there
exists a constant C > 0 such that for every φ ∈ C

(
M

)
with φ|K ∈ H2(K) for all

K ∈ Th the approximation error satisfies for each K ∈ Th,

(4) h−2
K

∥∥φ− Ihφ
∥∥
L2(K)

+ h−1
K

∥∥∇(
φ− Ihφ

)∥∥
L2(K)

≤ C
∥∥D2φ‖L2(K).

Moreover, Ih is W 1,∞ stable; i.e., ‖∇Ihv‖L∞(M) ≤ C‖∇v‖L∞(M) for all v ∈
W 1,∞(M). We say that Th is weakly acute if the off-diagonal entries of the stiffness
matrix are nonpositive, i.e., if

Kzz′ :=

∫
M

∇ϕz · ∇ϕz′ dx ≤ 0

for all distinct z, z′ ∈ Nh. If d = 2, then Th is weakly acute if and only if every sum
of angles opposite to an inner edge is bounded by π and every angle opposite to an
edge on the boundary is bounded by π/2. If d = 3, then a sufficient condition is
that all angles between faces of tetrahedra are bounded by π/2. We notice that for
vh ∈ S1(Th) we have, cf. [7],

(5)
∥∥∇vh

∥∥2 = −1

2

∑
z,z′∈Nh

Kzz′ |vh(z)− vh(z
′)|2,

where summands with z = z′ vanish. We will need a discrete version of a product
rule. Following [5], we know that there exists a linear operator A : S1(Th) →
L0(Th)d×d such that for all vh, wh ∈ S1(Th) the identity

(6) ∇Ih
[
vhwh

]
= A

(
vh
)
∇wh +A

(
wh

)
∇vh

holds almost everywhere on M and for each K ∈ Th we have

(7)
∥∥A(vh)− vhId×d

∥∥
L∞(K)

≤ ChK

∥∥∇vh
∥∥
L∞(K)

.

Moreover, if d = 2 we have for all K ∈ Th that

(8)
∥∥A(

vh
)
−AT

(
vh

)∥∥
L∞(K)

≤ C min
γ=1,2,3

| cosαK,γ | ‖vh‖L∞(K),

where αK,γ , γ = 1, 2, ..., d+1 are the interior angles of the triangle K. In particular,
A(vh)|K is symmetric for all vh ∈ S1(Th) if and only if K has a right angle.

Proof of (6)–(8). Given K = conv{z0, z1, ..., zd} ∈ Th, z0, z1, ..., zd ∈ Nh, let hEγ
:=

|zγ − z0| and ẑγ := hEγ
xγ , γ = 1, 2, ..., d, where

(
xγ

)
γ=1,2,...,d

denotes the canonical

basis in R
d. Set ẑ0 := 0 and define K̂ := conv{ẑ0, ẑ1, ..., ẑd}. Then, for the linear

mapping FK : x̂ �→ z0 +Ghx̂ that maps the scaled reference element K̂ to K such
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that FK(ẑγ) = zγ for γ = 0, 1, ..., d, we set v̂h := vh ◦ FK , ŵh := wh ◦ FK , and

Îh
[
v̂hŵh

]
:= Ih

[
vhwh

]
◦ FK . For γ = 1, 2, ..., d we have that

∂̂γ Îh
[
v̂hŵh

]
=

1

hEγ

(
v̂h(ẑγ)ŵh(ẑγ)− v̂h(ẑ0)ŵh(ẑ0)

)
=

1

2hEγ

{(
v̂h(ẑ0) + v̂h(ẑγ)

)(
ŵh(ẑγ)− ŵh(ẑ0)

)
+
(
ŵh(ẑγ) + ŵh(ẑ0)

)(
v̂h(ẑγ)− v̂h(ẑ0)

)}
=: Âγγ

(
v̂h

)
∂̂γŵh + Âγγ

(
ŵh

)
∂̂γ v̂h.

Since ∇vh = G−T
h ∇̂v̂h, (6) follows from setting

A(vh) := G−T
h Â(v̂h)G

T
h .

For γ = 1, 2, ..., d the mapping x �→ Aγγ(v)−v(x) vanishes at x =
(
zγ+z0

)
/2, and

thus a discrete Poincaré inequality and |G−1
h |, |Gh| ≤ C imply (7). Notice that

A
(
vh

)
−AT

(
vh
)
=

(
G−T

h −Gh

)
Â
(
v̂h

)
GT

h +GhÂ
(
v̂h
)(
GT

h −G−1
h

)
and ∣∣G−1

h −GT
h

∣∣ ≤ C
∣∣Id×d −GhG

T
h

∣∣.
The last asserted estimate thus follows from the fact that for d = 2 we have

Gh =
[
h−1
E1

(
z1 − z0

)
h−1
E2

(
z2 − z0

)]
so that ∣∣I2×2 −GhG

T
h

∣∣ = ∣∣∣∣
[

0 cosαK

cosαK 0

]∣∣∣∣ ≤ C| cosαK |,

where αK is the inner angle of K between the vectors z1 − z0 and z2 − z0. Since
we can interchange the role of the nodes we verify (8). �

For d = 2 a sequence of triangulations
(
Th

)
h>0

is called logarithmically right-
angled if

lim
h→0

log h−1
min sup

K∈Th

inf
γ=1,2,3

| cosαK,γ | = 0.

Remark 2.2. A sufficient condition for the existence of a sequence of logarithmically
right-angled triangulations is the existence of a sequence of uniformly strictly acute
triangulations. A triangulation Th is called strictly acute if all interior angles of

triangles are bounded away from π/2. A right-angled refinement T̂h of a strictly
acute triangulation Th is obtained by connecting the vertices and midpoints of edges
of triangles in Th with their circumcenters; cf. Figure 1. This construction is also
possible when the domain M is curved and newly created nodes are projected onto
M .

We will frequently employ inverse inequalities, which assert that for vh ∈ S1(Th)
we have, cf., e.g., [13],∥∥∇vh

∥∥
Lp(K)

≤ Ch−1
K ‖vh‖Lp(K),(9)

‖vh‖L∞(M) ≤ Ch
1−d/2
min log h−1

min

∥∥vh∥∥H1(M)
,(10)

C−1
∥∥vh∥∥Lp(M)

≤
( ∑
z∈Nh

hd
z|vh(z)|p

)1/p ≤ C
∥∥vh∥∥Lp(M)

,(11)

provided that hmin ≤ 1− C ′.
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m1

K3

K4K5

K6

1z 2z

3z

m2

m3

K1 K2

.

.

.

Kzcc

Figure 1. Decomposition of a strictly acute triangle K into right-
angled subtriangles K̃1, K̃2,..., K̃6 obtained by connecting the ver-
tices z1, z2, z3 and midpoints of edges m1,m2,m3 with the trian-
gle’s circumcenter zccK .

A discrete inner product is for v, w ∈ C
(
M ;Rn

)
defined by

(
v;w

)
h
:=

∫
M

Ih[v · w] dx =
∑
z∈Nh

v(z) · w(z)
∫
M

ϕz dx.

Finally, we notice that there exists a constant C = C(ν) > 0 such that for all
Th-elementwise polynomial functions ψh ∈ C(M) of polynomial degree at most ν
and such that ψh(z) = 0 for all z ∈ Nh we have

(12)
∥∥ψh

∥∥
L2(ωz)

≤ Chz

∥∥∇ψh

∥∥
L2(ωz)

.

2.4. Discrete Helmholtz decomposition on the two-dimensional torus.
Throughout this subsection we assume d = 2 and consider a periodic setting; i.e.,
we assume

(13) M = T
2 = R

2/Z2.

We employ [0, 1]2 as the fundamental domain of T2. A triangulation Th of T2 is a
regular triangulation of (0, 1)2 such that for each node z ∈ [0, 1]×{0} ∪ {0}× [0, 1]
there exists a node z′ ∈ [0, 1] × {1} ∪ {1} × [0, 1] satisfying z = z′ + (1, 0) or
z = z′ + (0, 1). Such two nodes are identified and we set

S1
#(Th) :=

{
vh ∈ S1(Th) : vh|(0,1)×{0} = vh|(0,1)×{1} and vh|{0}×(0,1) = vh|{1}×(0,1)

}
.

Two edges E,E′ ∈ Eh such that E = E′ + (1, 0) or E = E′ + (0, 1) are identified.
For each edge E ∈ Eh let zE denote the midpoint of E and define

S1,NC
# (Th) :=

{
vh ∈ L∞(T2) : vh|K is affine for all K ∈ Th

and vh is continuous at zE for all E ∈ Eh
}
.

The elementwise application of the Curl operator to a function bh ∈ S1,NC
# (Th)

is denoted by CurlTh
bh; i.e., for each K ∈ Th we have

(
CurlTh

bh
)
|K = Curl bh|K .

Given ah ∈ S1
#(Th) and bh ∈ S1,NC

# (Th) an elementwise integration by parts reveals
that

(14)
(
∇ah; CurlTh

bh
)
= 0.
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The space of discrete harmonic fields is defined by

H#(Th;R2) :=
{
Hh ∈ L0(Th)2 :

(
Hh; CurlTh

wh

)
= 0 for all wh ∈ S1,NC

# (Th)
and

(
Hh;∇vh

)
= 0 for all vh ∈ S1

#(Th)
}
.

It is straightforward to verify that

H#(Th;R2) = span
{
Hh ∈ L0(Th)2 : Hh is constant on M

}
.

The following proposition provides an L2 orthogonal decomposition of two-dimen-
sional, Th-elementwise constant vector fields.

Proposition 2.3. Let ωh ∈ L0(Th)2. There exist uniquely defined ah ∈ S1
#(Th),

bh ∈ S1,NC
# (Th), and Hh ∈ H#(Th;R2) such that

∫
M

ah dx = 0,
∫
M

bh dx = 0, and

ωh = ∇ah +CurlTh
bh +Hh.

Moreover,

‖ωh‖2 =
∥∥∇ah

∥∥2 + ∥∥CurlTh
bh
∥∥2 + ∥∥Hh

∥∥2.
Proof. Let ah ∈ S1

#(Th) be the uniquely defined function that satisfies
∫
M

ah dx = 0
and (

∇ah;∇vh
)
=

(
ωh;∇vh

)
for all vh ∈ S1

#(Th). Let bh be the uniquely defined function in S1,NC
# (Th) such

that
∫
M

bh dx = 0 and(
CurlTh

bh; CurlTh
wh

)
=

(
ωh; CurlTh

wh

)
for all wh ∈ S1,NC

# (Th). Define Hh := ωh −∇ah − CurlTh
bh. Then, using (14) and

the definitions of ah and bh we find that Hh ∈ H#(Th;R2). The orthogonality of
the decomposition is an immediate consequence of the construction. �

A Clément type operator Ah : L1(T2) → S1
#(Th) is for f ∈ L1(T2) defined by

Ahf :=
∑
z∈Nh

fzϕz, fz := H2(ωz)
−1

∫
ωz

f dx,

where ωz = suppϕz for all z ∈ Nh. The operator allows us to approximate a
function f ∈ L1(T2) by a continuous function Ahf ∈ S1

#(Th) such that for all

wh ∈ S1,NC
# (Th) we have

(15)
∥∥wh −Ahwh

∥∥
L2(ωz)

≤ Chz

∥∥CurlTh
wh

∥∥
L2(ω̂z)

for all z ∈ Nh and ω̂z :=
⋃

y∈Nh∩ωz
ωy, and

(16)
∥∥h−1

Th

(
wh −Ahwh

)∥∥ ≤ C
∥∥CurlTh

wh

∥∥,
where hTh

∈ L∞(T2) satisfies hTh
|K = hK for all K ∈ Th. We refer the reader

to [15] for proofs.
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2.5. Projections onto surfaces and elementary differential geometry. For
a convex set C ⊂ R

n it is well known that the orthogonal projection onto C is well
defined in the entire space R

n and Lipschitz continuous with constant less than or
equal to 1. In particular, ifN = ∂C, then the projection defines an operator πN: R

n\
C → N . If N is not the boundary of a convex set, then it is still possible to define
the nearest-neighbour projection πN in the tubular neighbourhood UδN (N) := {q ∈
R

n : dist(q,N) < δN} of N for some δN > 0 provided that N is C2; πN obeys the
identity

|q − πN (q)| = dist(q,N)

for all q ∈ UδN (N). If N is C� for some � ≥ 2, then the mapping πN : Uδ(N) → N
is C�−1, satisfies DπN (p)|TpN = idTpN for all p ∈ N , and DπN (p)ν = 0 for ν ∈ R

n

such that ν ⊥ TpN . It can be shown that δN satisfies

δN = CN

(
max

i=1,2,...,k
max
p∈N

|κi(p)|
)−1

,

where κi(p), i = 1, 2, ..., k, denote the principal curvatures of N at p and CN is a
constant that depends on the global properties of N .

It is straightforward to show that there exists ωN > 0 such that for all p ∈ N
and all τ ∈ TpN , s ∈ R with |τ | ≤ 1 and |s| ≤ ωN , where up to a constant ωN

equals δN , we have

(17) p+ sτ ∈ UδN (N).

If N = ∂C for a convex set C ⊂ R
n, then πN

(
p + sτ

)
is well defined for all s ∈ R

and we set ωN := ∞.
We finally notice that there exists a constant C > 0 such that for all p, q ∈ N

and ν ∈ R
n satisfying ν ⊥ TpN and |ν| = 1 we have

(18) (p− q) · ν ≤ C|p− q|2.

2.6. Weak limits of discrete vector fields into surfaces. The following lemma
shows that if a given sequence of finite element functions (uh)h>0 attains its nodal
values in a surface and if the sequence converges weakly in W 1,2, then also the
weak accumulation points of the sequence attain their values in the surface almost
everywhere.

Lemma 2.4. Suppose that (uh)h>0 is a bounded sequence in W 1,2(M ;Rn) such
that for each h > 0 we have uh ∈ S1(Th)n and uh(z) ∈ N for all z ∈ Nh. Then,
every weak accumulation point u ∈ W 1,2(M ;Rn) of the sequence satisfies u(x) ∈ N
for almost every x ∈ M .

Proof. For almost every x ∈ M set fh(x) := dist
(
uh(x), N

)
. Then, fh(z) = 0 for

all z ∈ Nh and for every K ∈ Th, x ∈ K, and z ∈ Nh ∩K we have

fh(x) =

∫ 1

0

d

ds
fh

(
z + s(x− z)

)
ds =

∫ 1

0

∇fh
(
z + s(x− z)

)
· (x− z) ds.

Therefore, ∣∣fh(x)∣∣ ≤ ChK

∥∥∇dist(·, N)
∥∥
L∞(Rn)

∣∣∇uh|K
∣∣

and hence
‖fh‖ ≤ Ch

∥∥∇uh

∥∥,
which implies fh(x) → 0 for almost every x ∈ M . Since a subsequence of (uh)h>0

converges weakly in W 1,2(M ;Rn), hence strongly in L2(M ;Rn), and in particular
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pointwise almost everywhere, we have by continuity of the distance function that
fh(x) = dist

(
uh(x), N

)
→ dist

(
u(x), N

)
for almost every x ∈ M . This implies that

u(x) ∈ N for almost every x ∈ M . �
The next lemma states that if uh ∈ S1(Th)n satisfies uh(z) ∈ N for all z ∈ Nh,

then the partial derivatives of uh are almost tangent vectors to N .

Lemma 2.5. Let uh ∈ S1(Th)n be such that uh(z) ∈ N for all z ∈ Nh. For all
z ∈ Nh, K ∈ Th, and ν ∈ R

n such that z ∈ K, ν ⊥ Tuh(z)N , and |ν| = 1 we have

∂γuh|K · ν ≤ ChK

∣∣∇uh|K
∣∣2.

Proof. With FK as in the proof of (6)–(8) in Subsection 2.3, set ûh := uh ◦ FK .

For α = 1, 2, ..., n we have that ∇uα
h = G−T

h ∇̂ûα
h and, if xγ ∈ R

d denotes the γ-th

canonical basis vector in R
d,

∂γu
α
h = ∇uα

h · xγ =
(
G−1

h xγ

)T∇̂ûα
h .

This yields that

∂γuh · ν =

n∑
α=1

∂γu
α
h να =

(
G−1

h xγ

)T n∑
α=1

∇̂ûα
h να.

Now, for each component ∂̂δû
α
h of ∇̂ûα

h for δ = 1, 2, ..., d, we verify that
n∑

α=1

∂̂δû
α
hν

α =

n∑
α=1

h−1
Eδ

(
ûα
h(ẑδ)− ûα

h(ẑ0)
)
να = h−1

Eδ

(
ûh(ẑδ)− ûh(ẑ0)

)
· ν.

Noting ν ⊥ Tuh(z)N and using (18) we infer that

h−1
K

(
ûh(ẑδ)− ûh(ẑ0)

)
· ν ≤ Ch−1

Eγ

∣∣ûh(ẑδ)− ûh(ẑ0)
∣∣2 = ChEγ

∣∣∂̂δûh

∣∣2 ≤ ChK

∣∣∇̂ûh

∣∣2.
On combining the previous estimates, using that G−1

h is bounded h-independently,

and incorporating the identity ∇̂ûh = GT
h∇uh with a uniformly bounded matrix

Gh, we verify that

∂γuh · ν ≤ ChK

∣∣∇uh

∣∣2
on K, which finishes the proof. �

3. Iterative approximation of harmonic maps

The following proposition provides equivalent characterizations of discrete har-
monic maps. Its proof is straightforward.

Proposition 3.1. A vector field uh ∈ S1(Th)n is called a discrete harmonic map
into N subject to the boundary data uD,h if uh|ΓD

= uD,h, uh(z) ∈ N for all
z ∈ Nh, and uh is stationary for

vh �→ 1

2

∫
M

∣∣∇vh
∣∣2 dx

among all vh ∈ S1(Th)n such that vh|ΓD
= uD,h and vh(z) ∈ N for all z ∈ Nh.

This is the case if and only if uh satisfies uh(z) ∈ N for all z ∈ Nh and

(19)
(
∇uh;∇vh

)
= 0

for all vh ∈ S1
D(Th)n such that vh(z) ∈ Tuh(z)N for all z ∈ Nh. If uD,h(z) ∈ N for

all z ∈ Nh ∩ ΓD, then there exists a discrete harmonic map into N subject to the
boundary data uD,h.
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Algorithm A introduced above realizes an iterative solution of (19) by a lineariza-
tion of the constraint uh(z) ∈ N about an approximation ui

h(z). In the following
we analyze its feasibility and termination.

3.1. Feasibility. In the case that the target manifold N is not the boundary of a
convex set, then mild but dimension-dependent conditions on the damping param-
eter κ ensure that the projection of the update onto N in Step (4) is well defined
in each iteration.

Lemma 3.2. Given any uh ∈ S1(Th)n satisfying uh(z) ∈ N for all z ∈ Nh \ ΓD,
there exists a unique wh ∈ S1

D(Th)n such that wh(z) ∈ Tuh(z)N for all z ∈ Nh and(
∇wh;∇vh

)
= −

(
∇uh;∇vh

)
for all vh ∈ S1

D(Th)n such that vh(z) ∈ Tuh(z)N for all z ∈ Nh. There exists a
constant CN,Th

> 0 such that the function wh satisfies

‖wh‖L∞(M) ≤ CN,Th
h
1−d/2
min log h−1

min

∥∥∇uh

∥∥.
In particular, if κ ≤ ωN

(
C0CN,Th

)−1
h
d/2−1
min log h−1

min for C0 :=
∥∥∇uh

∥∥, then
dist

(
uh(z) + κwh(z), N

)
≤ δN

so that πN

(
uh(z) + κwh(z)

)
is well defined for all z ∈ Nh.

Remark 3.3. Recall from Subsection 2.5 that ωN = ∞ if N = ∂C for a convex set
C ⊆ R

n so that in this case the projection in Step 4 is always well defined.

Proof. The set

Lh :=
{
vh ∈ S1

D(Th)n : vh(z) ∈ Tuh(z)N for all z ∈ Nh

}
is a subspace of S1

D(Th)n. The Lax-Milgram lemma guarantees the existence of a
unique wh ∈ Lh such that (

∇wh;∇vh
)
= −

(
∇uh;∇vh

)
for all vh ∈ Lh and such that

∥∥∇wh

∥∥ ≤
∥∥∇uh

∥∥. A Poincaré inequality and (10)
show that

‖wh‖L∞(M) ≤ Ch
1−d/2
min log h−1

min

∥∥∇wh

∥∥.
If κ ≤ ωN

(
C0C

)−1
h
d/2−1
min log h−1

min, then we have by definition of ωN in (17) for all
z ∈ Nh that

dist
(
uh(z) + κwh(z), N

)
≤ δN ,

which ensures that πN

(
uh(z) + κwh(z)

)
is well defined for all z ∈ Nh. �

3.2. Stability and termination. Slightly more restrictive conditions on the
damping parameter κ and regularity of N are required to ensure uniform bound-
edness of iterates of Algorithm A in W 1,2(M ;Rn). The inductive argument in the
proof of the following theorem is adopted from [4].

Theorem 3.4. Suppose that N is C3. There exist C ′, C ′′ > 0 such that if κ ≤
C ′hmin, then we have for J ∈ N and iterates u0

h, u
1
h, ..., u

J+1
h and w1

h, w
2
h, ..., w

J+1
h

of Algorithm A that

(20)
(
1− C ′′κh−1

min

)
κ

J∑
i=0

∥∥∇wi
h

∥∥2 + 1

2

∥∥∇uJ+1
h

∥∥2 ≤ 1

2

∥∥∇u0
h

∥∥2.
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The constants C ′, C ′′ > 0 only depend on C0 :=
∥∥∇u0

h

∥∥, N , and the geometry of
Th. In particular, if κ < hmin/C

′′ and ε > 0, then Algorithm A terminates within
a finite number of iterations and the output u∗

h satisfies u∗
h(z) ∈ N for all z ∈ Nh,

u∗
h|ΓD

= uD,h, and

(21)
∣∣(∇u∗

h;∇vh
)∣∣ ≤ ε ‖∇vh‖

for all vh ∈ S1
D(Th)n such that vh(z) ∈ Tu∗

h(z)
N for all z ∈ Nh.

Proof. Owing to Lemma 3.2 and the assumptions on κ we have that all steps of
Algorithm A are well defined. Using that πN is twice continuously differentiable
in a neighbourhood of N , recalling that DπN (p)|TpN = id|TpN for all p ∈ N , and

employing the fact that N is compact so that |ui
h(z)| ≤ C for all z ∈ Nh, we verify

that the identity

ui+1
h (z) = πN

(
ui
h(z) + κwi

h(z)
)

= πN

(
ui
h(z)

)
+ κDπN

(
ui
h(z)

)
wi

h(z) +O
(∣∣κwi

h(z)
∣∣2)

= ui
h(z) + κwi

h(z) +O
(∣∣κwi

h(z)
∣∣2)

is satisfied for all z ∈ Nh. We define ri+1
h :=

(
ui+1
h − ui

h

)
− κwi

h and deduce from
the last estimate that ∣∣ri+1

h (z)
∣∣ ≤ Cκ2

∣∣wi
h(z)

∣∣2,
with a constant that only depends on N . From this estimate and (11) we derive
the bound

(22)
∥∥ri+1

h

∥∥2 ≤ Cκ4
∥∥wi

h

∥∥4
L4(M)

.

Owing to the first equation of Algorithm A we have, upon choosing vh = wi
h =

κ−1(ui+1
h − ui

h) − κ−1ri+1
h and employing the binomial identity b(b − a) = (b −

a)2/2 + (b2 − a2)/2,∥∥∇wi
h

∥∥2 = −
(
∇ui

h;∇wi
h

)
= −κ−1

(
∇ui

h;∇(ui+1
h − ui

h)
)
+ κ−1

(
∇ui

h;∇ri+1
h

)
= κ−1

(
∇(ui+1

h − ui
h);∇(ui+1

h − ui
h)
)
− κ−1

(
∇ui+1

h ;∇(ui+1
h − ui

h)
)

+ κ−1
(
∇ui

h;∇ri+1
h

)
= κ−1

∥∥∇(ui+1
h − ui

h)
∥∥2 − 1

2κ

∥∥∇(ui+1
h − ui

h)
∥∥2 − 1

2κ

(∥∥∇ui+1
h

∥∥2 − ∥∥∇ui
h

∥∥2)
+ κ−1

(
∇ui

h;∇ri+1
h

)
,

or equivalently,

∥∥∇wi
h

∥∥2 + 1

2κ

(∥∥∇ui+1
h

∥∥2 − ∥∥∇ui
h

∥∥2) = 1

2κ

∥∥∇(ui+1
h − ui

h)
∥∥2 + κ−1

(
∇ui

h;∇ri+1
h

)
.

(23)

To bound the first term on the right-hand side we note that, according to the
definition of ri+1

h ,

1

2κ

∥∥∇(ui+1
h − ui

h)
∥∥2 =

κ

2

∥∥∇(ui+1
h − ui

h)/κ
∥∥2 ≤ κ

∥∥∇wi
h

∥∥2 + κ
∥∥κ−1∇ri+1

h

∥∥2.
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An inverse estimate, the bound (22), and the Sobolev estimate
∥∥wi

h

∥∥
L4(M)

≤
C
∥∥∇wi

h

∥∥ show that

κ−1
∥∥∇ri+1

h

∥∥2 ≤ Cκ−1h−2
min

∥∥ri+1
h

∥∥2 ≤ Cκ−1h−2
minκ

4
∥∥wi

h

∥∥4
L4(M)

≤ Cκ3h−2
min

∥∥∇wi
h

∥∥4.
Suppose that

∥∥∇ui
h

∥∥ ≤ C0 (which is, by definition of C0, satisfied for i = 0). Then

we clearly have
∥∥∇wi

h

∥∥ ≤ C0 and hence

κ−1
∥∥∇ri+1

h

∥∥2 ≤ CC2
0κ

3h−2
min

∥∥∇wi
h

∥∥2.
The previous estimates yield that

(24)
1

2κ

∥∥∇(ui+1
h − ui

h)
∥∥2 ≤

(
1 + CC2

0κ
2h−2

min

)
κ
∥∥∇wi

h

∥∥2.
The second term on the right-hand side of (23) is bounded using

∥∥∇ui
h

∥∥ ≤ C0, the
inverse estimate (9), and (22) by

κ−1
(
∇ui

h;∇ri+1
h

)
≤ κ−1

∥∥∇ui
h

∥∥ ∥∥∇ri+1
h

∥∥ ≤ κ−1C0

∥∥∇ri+1
h

∥∥ ≤ κ−1C0h
−1
min

∥∥ri+1
h

∥∥
≤ κ−1C0h

−1
minκ

2
∥∥wi

h

∥∥2
L4(M)

≤ κ−1CC0h
−1
minκ

2
∥∥∇wi

h

∥∥2.
(25)

The combination of (23) with (24) and (25) implies, upon using κh−1
min ≤ C ′, that(

1− Cκh−1
min

)∥∥∇wi
h

∥∥2 + 1

2κ

(∥∥∇ui+1
h

∥∥2 − ∥∥∇ui
h

∥∥2) ≤ 0.

This estimate shows that
∥∥∇ui+1

h

∥∥ ≤ C0 and hence justifies the above assumption

that
∥∥∇ui

h

∥∥ ≤ C0. Therefore, it implies (20). If the algorithm does not terminate

within a finite number of iterations, then we have
∥∥∇wi

h

∥∥ > ε for i = 0, 1, ..., I and
every I ∈ N, which contradicts (20). �
3.3. A sharp refinement for convex targets. If N = ∂C is the boundary of
a convex set, then Algorithm A is well defined for all choices of κ. Provided that
the underlying triangulation Th is weakly acute and κ < 2, Algorithm A is also
unconditionally stable, owing to the fact that the projection πN is nonexpanding.
Notice that the following assertion holds without any regularity assumptions on N .

Proposition 3.5. Suppose that Th is weakly acute, κ < 2, and N = ∂C for a
bounded, open, convex set C ⊂ R

n. Then, for J ∈ N and iterates u0
h, u

1
h, ..., u

J+1
h

and w1
h, w

2
h, ..., w

J+1
h of Algorithm A we have

κ
(
1− κ/2

) J∑
i=0

∥∥∇wi
h

∥∥2 + 1

2

∥∥∇uJ+1
h

∥∥2 ≤ 1

2

∥∥∇u0
h

∥∥2.
In particular, Algorithm A terminates within a finite number of iterations and u∗

h

satisfies (21).

Proof. Since
∥∥∇wi

h

∥∥2 = −
(
∇ui

h;∇wi
h

)
we have

1

2

∥∥∇(
ui
h + κwi

h

)∥∥2 =
1

2

∥∥∇ui
h

∥∥2 + κ
(
∇ui

h;∇wi
h

)
+

κ2

2

∥∥∇wi
h

∥∥2
=

1

2

∥∥∇ui
h

∥∥2 − κ
(
1− κ/2

)∥∥∇wi
h

∥∥2.
Employing the fact that for weakly acute triangulations we have that Kzz′ ≤ 0 for
distinct z, z′ ∈ Nh, noting that ui

h(z) + κwi
h(z) ∈ C for all z ∈ Nh, and recalling
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that the projection πN :Rn \C → N is Lipschitz continuous with Lipschitz constant
less than or equal to 1, we infer with (5) that∥∥∇ui+1

h

∥∥2 = −1

2

∑
z,z′∈Nh

Kzz′
∣∣ui+1

h (z)− ui+1
h (z′)

∣∣2
= −1

2

∑
z,z′∈Nh

Kzz′
∣∣πN

(
ui
h(z) + κwi

h(z)
)
− πN

(
ui
h(z

′) + κwi
h(z

′)
)∣∣2

≤ −1

2

∑
z,z′∈Nh

Kzz′
∣∣(ui

h(z) + κwi
h(z)

)
−
(
ui
h(z

′) + κwi
h(z

′)
)∣∣2

=
∥∥∇(

ui
h + κwi

h

)∥∥2,
where we have used that summands with z = z′ vanish trivially. A combination
of the estimates implies the asserted bound after summation over i = 0, 1, 2, . . . , J .
The statement about termination of the algorithm now follows as in the proof of
Theorem 3.4. �

Weak acuteness of a triangulation is not a technical detail to ensure stability of
Step 4 in Algorithm A for N = ∂C and 0 < κ < 2. The angle condition is sharp in
the sense of the following example, which is a refinement of an example from [7].

β

z1 z z3

zz5z6

K2

K
K

K3

K

4

2

K

K6

7

8

K

K10

1

z7

1

z9

z
z8

10 K5

9

4

0 0.2 0.4 0.6 0.8 1
0.995

1

1.005

1.01

1.015

β �→
‖∇û

β
h‖

‖∇(uβ
h + κw

β
h)‖

β

1.015

1.010

1.005

1.000

0.995
0.0 0.2 0.4 0.6 0.8 1.0

Figure 2. Triangulation in Example 3.6 which is weakly acute if

and only if β ≥ 1/2 (left). H1 semi-norms of uβ
h + κwβ

h and its

nodal projection ûβ
h onto the unit sphere in Example 3.6 (right).

Example 3.6. Let 0 < β ≤ 1, κ > 0, M := (0, 1) × (0, β), and let Th be the

triangulation of M shown in the left plot of Figure 2. There exist uβ
h, w

β
h ∈ S1(Th)n,

n ≥ 2, with uβ
h(z) ∈ Sn−1 and wβ

h(z) ∈ Tuβ
h(z)

Sn−1 for all z ∈ Nh such that for

ûβ
h ∈ S1(Th)n defined through ûβ

h(z) := πSn−1

(
uβ
h(z) + κwβ

h(z)
)
for all z ∈ Nh we

have ∥∥∇ûβ
h

∥∥ ≤
∥∥∇(

uβ
h + κwβ

h

)∥∥
if and only if Th is weakly acute, i.e., if and only if β ≥ 1/2.

Proof. Let uh, wh ∈ S1(Th)n, n ≥ 2, be the functions satisfying

uβ
h(zj) = (1, 0, ..., 0) for j = 1, 2, ..., 8,

uβ
h(z9) = (−1, 0, ..., 0), uβ

h(z10) = (1, 0, ..., 0),

and
wβ

h(zj) = 0 for j = 1, 2, ..., 9, wβ
h(z10) = (0, β − 1/2, 0, ..., 0)/κ.

The assertion then follows from straightforward calculations; cf. the right plot of
Figure 2. �
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4. Weak accumulation of periodic discrete harmonic maps in 2D

We aim at adapting the weak convergence result for harmonic maps into par-
allelizable, finite-dimensional manifolds of [23], summarized in Appendix A below,
to a finite element setting following ideas in [34] for the analysis of a finite differ-
ence scheme on planar lattices. The main idea is to establish a discrete version of
item (ii) in Proposition 2.1 with a good choice of the orthonormal frame, analyze
corresponding perturbation terms, and employ the arguments of [23] to perform
the limit passage. For that we assume in this section that M = T

2 is the two-
dimensional torus with fundamental domain [0, 1]2. A reduction of the general case
M ⊂ R

2 to the periodic setting will be discussed below in Section 5. Recall that a
subscript # indicates periodicity of discrete functions.

4.1. Discrete Hodge system. We begin with an equivalent characterization of
discrete harmonic maps similar to the one given in Proposition 2.1.

Definition 4.1. Let uh ∈ S1
#(Th)n be such that uh(z) ∈ N for all z ∈ Nh. Suppose

that
(
eih
)
i=1,2,...,k

⊂ S1
#(Th)n is an orthonormal frame for

u−1
h TN :=

{
wh ∈ S1

#(Th)n : wh(z) ∈ Tuh(z)N for all z ∈ Nh

}
;

i.e., for all z ∈ Nh the vectors eih(z), i = 1, 2, ..., k, form an orthonormal basis for

Tuh(z)N . For i, j = 1, 2, ..., k define ωij
h , ωij

h , ϑ
i
h, ϑ

i

h ∈ L2(M ;R2) by

ωij
h :=

n∑
α=1

AT
(
ej,αh

)
∇ei,αh , ωij

h :=
n∑

α=1

ej,αh ∇ei,αh ,

and

ϑi
h :=

n∑
α=1

AT
(
ei,αh

)
∇uα

h , ϑ
i

h :=

n∑
α=1

ei,αh ∇uα
h ,

where A is defined in (6).

Up to error terms, the characterization of harmonic maps given in Proposition 2.1
holds also in the discrete setting. Notice that we do not assume that N is orientable
in the following lemma; continuous unit normals are only required to exist locally.

Lemma 4.2. Suppose that uh ∈ S1
#(Th)n satisfies uh(z) ∈ N for all z ∈ Nh

and let
(
eih
)
i=1,2,...,k

⊂ S1
#(Th)n be an orthonormal frame for u−1

h TN . Then, for

i = 1, 2, ..., k and all ηh ∈ S1
#(Th) we have

(
∇uh;∇Ih

[
ηhe

i
h

])
=

k∑
j=1

(
ϑ
j

h · ωij
h ; ηh

)
+
(
ϑi
h;∇ηh

)
+
[
Λ1 + Λ2 + Λ3

](
uh, e

i
h, ηh

)
,
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where the error terms Λ1,Λ2,Λ3 are defined by

Λ1

(
uh, e

i
h, ηh

)
:=

n∑
α=1

(
∇uα

h ;
[
A(ηh)− ηhI

]
∇ei,αh

)
,

Λ2

(
uh, e

i
h, ηh

)
:=

2∑
γ=1

k∑
j=1

([
Ih

(
ejh ⊗ ejh

)
− ejh ⊗ ejh

]
∂γuh; ηh∂γe

i
h

)
,

Λ3

(
uh, e

i
h, ηh

)
:=

2∑
γ=1

n∑
�=k+1

(
Ih

(
ν�h ⊗ ν�h

)
∂γuh; ηh∂γe

i
h

)
,

and where
(
ν�h

)
�=k+1,...,n

⊂ S1
#(Th)n is such that for all z ∈ Nh the vectors

e1h(z), ..., e
k
h(z), ν

k+1
h (z), ..., νnh (z)

form an orthonormal basis of Rn.

Proof. Fix 1 ≤ i ≤ k. Employing (6) we have that

(
∇uh;∇Ih

[
ηhe

i
h

])
=

n∑
α=1

(
∇uα

h ;∇Ih
[
ηhe

i,α
h

])

=

n∑
α=1

(
∇uα

h ; ηh∇ei,αh
)
+

n∑
α=1

(
∇uα

h ;
[
A(ηh)− ηhI

]
∇ei,αh

)
+

n∑
α=1

(
∇uα

h ;A(ei,αh )∇ηh
)

=

n∑
α=1

(
∇uα

h ; ηh∇ei,αh
)
+ Λ1

(
uh, e

i
h, ηh

)
+

(
ϑi
h;∇ηh

)
.

The choice of the vector fields
(
eih
)
i=1,2,...,k

and
(
ν�h

)
�=k+1,...,n

and properties of

nodal interpolation yield that

∂γuh =
k∑

j=1

Ih
[
ejh ⊗ ejh

]
∂γuh +

n∑
�=k+1

Ih
[
ν�h ⊗ ν�h

]
∂γuh

almost everywhere in M . Therefore, we deduce that almost everywhere in M we
have

∂γuh · ∂γeih =

k∑
j=1

(
Ih

[
ejh ⊗ ejh

]
∂γuh

)
· ∂γeih +

n∑
�=k+1

(
Ih

[
ν�h ⊗ ν�h

]
∂γuh

)
· ∂γeih.

For each j = 1, 2, ..., k we rewrite the corresponding contribution to the first sum
on the right-hand side of the last equation as(

Ih
[
ejh ⊗ ejh

]
∂γuh

)
· ∂γeih =

([
ejh ⊗ ejh

]
∂γuh

)
· ∂γeih

+
({

Ih
[
ejh ⊗ ejh

]
− ejh ⊗ ejh

}
∂γuh

)
· ∂γeih

=
(
∂γuh · ejh

)(
∂γe

i
h · ejh

)
+
({

Ih
[
ejh ⊗ ejh

]
− ejh ⊗ ejh

}
∂γuh

)
· ∂γeih.
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This implies that

n∑
α=1

(
∇uα

h ; ηh∇ei,αh
)
=

2∑
γ=1

(
∂γuh; ηh∂γe

i
h

)

=

k∑
j=1

2∑
γ=1

(
∂γuh · ejh; ηh∂γeih · ejh

)
+ Λ2

(
uh, e

i
h, ηh

)
+ Λ3

(
uh, e

i
h, ηh

)
=

k∑
j=1

(
ej,Th ∇uh; ηhe

j,T
h ∇eih

)
+ Λ2

(
uh, e

i
h, ηh

)
+ Λ3

(
uh, e

i
h, ηh

)

=

k∑
j=1

(
ϑ
j

h · ωij
h ; ηh

)
+ Λ2

(
uh, e

i
h, ηh

)
+ Λ3

(
uh, e

i
h, ηh

)
and proves the lemma. �

4.2. Coulomb gauge for the orthonormal frame. The next lemma shows
that an optimal choice of the frame

(
eih
)
i=1,2,...,k

guarantees that ωij
h is discrete

divergence-free for 1 ≤ i, j ≤ k up to perturbations. These perturbations vanish
identically if each K ∈ Th has a right angle.

Lemma 4.3. Let
(
eih
)
i=1,2,...,k

be minimal for

(
ê i
h

)
i=1,2,...,k

�→ 1

2

k∑
i=1

∫
T2

∣∣∇ê i
h

∣∣2 dx
among all orthonormal frames

(
ê i
h

)
i=1,2,...,k

for u−1
h TN . Then,

max
i=1,2,...,k

∥∥∇eih
∥∥ ≤ C

(
1 +

∥∥∇uh

∥∥),
and if ωij

h from Definition 4.1 is defined with such an optimal orthonormal frame,
we have for all φh ∈ S1

#(Th) that(
ωij
h ;∇φh

)
= Λ4

(
eih, e

j
h, φh

)
+ Λ5

(
eih, e

j
h, φh

)
,

where

Λ4

(
eih, e

j
h, φh

)
:=

1

4

n∑
α=1

{(
∇ei,αh ;

[
A(φh)−AT(φh)

]
∇ej,αh

)
−
(
∇ej,αh ;

[
A(φh)−AT(φh)

]
∇ei,αh

)}
,

and

Λ5

(
eih, e

j
h, φh

)
:=

1

2

n∑
α=1

{([
AT

(
ei,αh

)
−A

(
ei,αh

)]
∇ej,αh ;∇φh

)
+
([
AT

(
ej,αh

)
−A

(
ej,αh

)]
∇ei,αh ;∇φh

)}
.

Proof. Let e1, e2, ..., ek : N → R
n be continuously differentiable vector fields such

that for every p ∈ N the vectors
(
e1(p), e2(p), ..., ek(p)

)
form an orthonormal basis
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for TpN and let e1, e2, ..., ek :R
n → R

n be compactly supported, continuously dif-
ferentiable vector fields such that ei(p) = ei(p) for all p ∈ N and 1 ≤ i ≤ k. Then,
the family

(
Ih

[
ei ◦ uh

])
i=1,2,...,k

is an orthonormal frame for u−1
h TN satisfying

∥∥∇Ih
[
ei ◦ uh

]∥∥2 =
∑

K∈Th

H2(K)
∥∥∇Ih

[
ei ◦ uh

]∥∥2
L∞(K)

≤ C
∑

K∈Th

H2(K)
∥∥∇[

ei ◦ uh

]∥∥2
L∞(K)

≤ C
∥∥Dei

∥∥2
L∞(Rn)

∥∥∇uh

∥∥2 ≤ C,

where we have usedW 1,∞ stability of Ih. Since the optimal frame is minimal among
all possible frames, we thus deduce that

∥∥∇eih
∥∥ ≤ C

(
1 +

∥∥∇uh

∥∥) for 1 ≤ i ≤ k.

Given any Sh ∈ S1
#(Th)k×k satisfying Sh(z) ∈ SO(k), the family

(
ẽih
)
i=1,2,...,k

defined by ẽih := Ih
[∑k

j=1 S
ij
h e

j
h

]
is again an orthonormal frame for u−1

h TN . Hence,

since
(
eih
)
i=1,2,...,k

is minimal, the constant mapping Ik×k ∈ S1
#(Th)k×k is minimal

for

(26) Sh �→ 1

2

k∑
i=1

∫
ω

∣∣∣∇Ih
[ k∑
j=1

Sij
h ẽ

j
h

]∣∣∣2 dx
among all Sh ∈ S1

#(Th)k×k satisfying Sh(z) ∈ SO(k) for all z ∈ Nh. Noting that

TIk×k
SO(k) = so(k) = {r ∈ R

k×k : rij = −rij for i, j = 1, 2, ..., k}, we have for all

rh ∈ S1
#(Th)k×k satisfying rh(z) ∈ so(k) for all z ∈ Nh that

0 =
d

dε

∣∣∣∣
ε=0

1

2

k∑
i=1

∫
M

∣∣∣∇Ih
[ k∑
j=1

(
Iijk×k + εrijh

)
ejh

]∣∣∣2 dx
=

k∑
i=1

(
∇eih;∇Ih

[ k∑
j=1

rijh e
j
h

])

=
k∑

i,j=1

n∑
α=1

(
∇ei,αh ;∇Ih

[
rijh e

j,α
h

])

=

k∑
i,j=1

n∑
α=1

{(
∇ei,αh ;A

(
rijh

)
∇ej,αh

)
+
(
∇ei,αh ;A

(
ej,αh

)
∇rijh

)}

=
k∑

i,j=1

n∑
α=1

{(
∇ei,αh ;Asym

(
rijh

)
∇ej,αh

)

+
1

2

(
∇ei,αh ;

[
A
(
rijh

)
−AT

(
rijh

)]
∇ej,αh

)
+
(
AT

(
ej,αh

)
∇ei,αh ;∇rijh

)}
,

where Asym
(
rijh

)
:=

{
A
(
rijh

)
+AT(rijh

)}
/2. Upon noting that rh is skew-symmetric

almost everywhere in M and that A
(
rijh

)
depends linearly on rijh , we infer that

k∑
i,j=1

n∑
α=1

(
∇ei,αh ;Asym

(
rijh

)
∇ej,αh

)
= 0.
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Recalling the definition of ωij
h we thus deduce that

(27)

k∑
i,j=1

{(
ωij
h ;∇rijh

)
+

1

2

n∑
α=1

(
∇ei,αh ;

[
A
(
rijh

)
−AT

(
rijh

)]
∇ej,αh

)}
= 0.

Given φh ∈ S1
#(Th) and 1 ≤ i, j ≤ k with i = j, we define rh ∈ S1

#(Th)k×k by

setting rijh := φh, rjih := −φh, and ri
′j′

h := 0 for (i′, j′) ∈ {(i, j), (j, i)}. Then,
rh(z) ∈ so(k) for all z ∈ Nh and (27) yields that(

ωij
h ;∇φh

)
−
(
ωji
h ;∇φh

)
+ 2Λ4

(
eih, e

j
h, φh

)
= 0,

or equivalently, (
ωij
h ;∇φh

)
= Λ4

(
eih, e

j
h, φh

)
+

1

2

(
ωji
h + ωji

h ;∇φh

)
.

Notice that almost everywhere in M we have that

0 = ∇Ih
[
eih · ejh

]
= ∇

n∑
α=1

Ih
[
ei,αh ej,αh

]

=

n∑
α=1

{
A
(
ei,αh

)
∇ej,αh +A

(
ej,αh

)
∇ei,αh

}

=
n∑

α=1

{
AT

(
ei,αh

)
∇ej,αh +AT

(
ej,αh

)
∇ei,αh

}

+
n∑

α=1

{[
A
(
ei,αh

)
−AT

(
ei,αh

)]
∇ej,αh +

[
A
(
ej,αh

)
−AT

(
ej,αh

)]
∇ei,αh

}

= ωji
h + ωij

h −
n∑

α=1

{[
AT

(
ei,αh

)
−A

(
ei,αh

)]
∇ej,αh +

[
AT

(
ej,αh

)
−A

(
ej,αh

)]
∇ei,αh

}
.

The combination of the last two identities implies the lemma. �

4.3. Bounds on the error terms. We next incorporate discrete Hodge decom-
positions of the connection forms ωij

h in Coulomb gauge and provide bounds on
various error terms.

Lemma 4.4. For 1 ≤ i, j ≤ k let aijh ∈ S1
#(Th), bijh ∈ S1,NC

# (Th), and Hij
h ∈

H#(Th;R2) be the components of the discrete decomposition of ωij
h according to

Proposition 2.3. Define b̂ijh := Ahb
ij
h ∈ S1

#(Th). Then, for all ηh ∈ S1
#(Th) we have

(
∇uh;∇Ih

[
ηhe

i
h

])
=

k∑
j=1

{(
Curl b̂ijh · ϑj

h; ηh
)
+
(
Hij

h · ϑj

h; ηh
)}

+
(
ϑi
h;∇ηh

)

+ Λ1,2,3

(
uh, e

i
h, ηh

)
+

k∑
j=1

Λ4,5

(
eih, e

j
h, ψ

j
h

)

+

k∑
j=1

{
Θ1

(
uh, e

i
h, e

j
h, ηh

)
+Θ2

(
uh, e

i
h, e

j
h, ηh

)}
,
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where ψj
h := Gh

[
ηhϑ

j

h

]
∈ S1

#(Th)n is uniquely defined through
∫
T2 ψ

j
h dx = 0 and(

∇ψh;∇vh
)
=

(
ϑ
j

hηh;∇vh
)

for all vh ∈ S1
#(Th)n. We abbreviated Λ1,2,3 := Λ1 + Λ2 + Λ3 and Λ4,5 := Λ4 + Λ5

with the error terms from Lemma 4.2 and Lemma 4.3, respectively, and the terms
Θ1 and Θ2 given by

Θ1

(
uh, e

i
h, e

j
h, ηh

)
:=

([
ωij
h − ωij

h

]
· ϑj

h; ηh
)
,

Θ2

(
uh, e

i
h, e

j
h, ηh

)
:=

([
CurlTh

bijh − Curl b̂ijh
]
· ϑj

h; ηh
)
.

Proof. Owing to the definitions of aijh and ψj
h we have(

∇aijh · ϑj

h; ηh
)
=

(
∇aijh ;∇ψj

h

)
=

(
ωij
h ;∇ψj

h

)
= Λ4,5

(
eih, e

j
h, ψ

j
h

)
.

According to Lemma 4.2 we thus have

(
∇uh;∇Ih

[
ηhe

i
h

])
=

k∑
j=1

(
ωij
h · ϑj

h; ηh
)
+
(
ϑi
h;∇ηh

)
+ Λ1,2,3

(
uh, e

i
h, ηh

)

=

k∑
j=1

(
ωij
h · ϑj

h; ηh
)
+
(
ϑi
h;∇ηh

)
+ Λ1,2,3

(
uh, e

i
h, ηh

)

+

k∑
j=1

Θ1

(
uh, e

i
h, e

j
h, ηh

)

=
k∑

j=1

{(
Curl b̂ijh · ϑj

h; ηh
)
+

(
Hij

h · ϑj

h; ηh
)}

+
(
ϑi
h;∇ηh

)

+ Λ1,2,3

(
uh, e

i
h, ηh

)
+

k∑
i,j=1

Λ4,5

(
eih, e

j
h, ψ

j
h

)

+
k∑

j=1

{
Θ1

(
uh, e

i
h, e

j
h, ηh

)
+Θ2

(
uh, e

i
h, e

j
h, ηh

)}
,

which proves the assertion. �

Lemma 4.5. Suppose that there exists C > 0 such that for all h > 0 we have
||∇uh|| ≤ C and maxi=1,2,...,k ||∇eih|| ≤ C. For 1 ≤ i ≤ k there exists f i

h ∈ S1
#(Th)

such that for all ηh ∈ S1
#(Th) we have

(
f i
h; ηh

)
h
= Λ1,2,3

(
uh, e

i
h, ηh

)
+

k∑
j=1

{
Θ1

(
uh, e

i
h, e

j
h, ηh

)
+Θ2

(
uh, e

i
h, e

j
h, ηh

)}
(28)

and

(29)
(
f i
h; ηh

)
h
≤ C‖ηh‖L∞(T2).

Moreover, for all ηh ∈ S1
#(Th) we have

(30)
(
f i
h; ηh

)
h
≤ Ch

∥∥∇ηh
∥∥
L∞(T2)

+ C
∑
z∈Nh

hz max
j=1,2,...,k

∥∥∇eih
∥∥
L∞(ωz)

γ2
h,z,i |ηh(z)|,
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where for each z ∈ Nh,

γh,z,i := max
{∥∥∇uh

∥∥
L2(ωz)

,
∥∥∇e1h

∥∥
L2(ωz)

, ...,
∥∥∇ekh

∥∥
L2(ωz)

,∥∥CurlTh
bi1h

∥∥
L2(ω̂z)

, ...,
∥∥CurlTh

bikh
∥∥
L2(ω̂z)

}
.

Proof. One directly verifies that the right-hand side of (28) defines a linear func-
tional on S1

#(Th) (in ηh). Hence there exists f i
h ∈ S1

#(Th) such that (28) holds for

all ηh ∈ S1
#(Th). To prove the asserted bounds for f i

h we estimate each contribution

to the right-hand side of (28) separately. Without further notice we will employ
the assumed bounds for

∥∥∇uh

∥∥ and
∥∥∇eih

∥∥.
(i) According to the definition and properties of the matrix A

(
ηh

)
provided in (6)–

(8) we have

Λ1(uh, e
i
h, ηh) ≤ C‖ηh‖L∞(T2),

as well as

Λ1(uh, e
i
h, ηh) ≤ Ch

∥∥∇ηh
∥∥
L∞(T2)

.

(ii) Since |ejh| ≤ 1 almost everywhere in T
2 we have

Λ2(uh, e
i
h, ηh) ≤ C‖ηh‖L∞(T2).

The discrete Poincaré inequality (12) yields
∥∥Ih(ejh ⊗ ejh

)
− ejh ⊗ ejh

∥∥
L2(ωz)

≤
Chz‖ejh‖L∞(ωz)

∥∥∇ejh
∥∥
L2(ωz)

so that

Λ2(uh, e
i
h, ηh) =

∑
z∈Nh

ηh(z)

2∑
γ=1

k∑
j=1

([
Ih

(
ejh ⊗ ejh

)
− ejh ⊗ ejh

]
∂γuh;ϕz∂γe

i
h

)
≤ C

∑
z∈Nh

hz

∥∥∇eih
∥∥
L∞(ωz)

γ2
h,z,i |ηh(z)|.

(iii) Since |ν�h| ≤ 1 almost everywhere in T
2 we have

Λ3(uh, e
i
h, ηh) ≤ C‖ηh‖L∞(T2).

Lemma 2.5 implies that
∣∣ν�h · ∂γuh

∣∣ ≤ ChK

∣∣∇uh

∣∣2 on each K ∈ Th so that

Λ3(uh, e
i
h, ηh) ≤ C

∑
z∈Nh

hz

∥∥∇eih
∥∥
L∞(ωz)

γ2
h,z,i |ηh(z)|.

(iv) With the definitions of ωij
h , ω

ij
h , and ϑ

j

h and (6) we verify that

Θ1

(
uh, e

i
h, e

j
h, ηh

)
=

(
ωij
h − ωij

h ; ηhϑ
j

h

)
=

n∑
α=1

(
ei,αh ∇ej,αh −AT

(
ei,αh

)
∇ej,αh ; ηhϑ

j

h

)
≤ C‖ηh‖L∞(T2).
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Incorporating (6) we find that

Θ1

(
uh, e

i
h, e

j
h, ηh

)
=

∑
z∈Nh

ηh(z)
(
ωij

h − ωij
h ;ϕzϑ

j
h

)
≤ C

∑
z∈Nh

max
α=1,2,...,n

‖A
(
ei,αh

)
− ei,αh I‖L∞(ωz)

∥∥∇ejh
∥∥
L2(ωz)

‖ejh‖L∞(ωz)

∥∥∇uh

∥∥
L2(ωz)

|ηh(z)|

≤ C
∑

z∈Nh

hz

∥∥∇eih
∥∥
L∞(ωz)

γ2
h,z,i |ηh(z)|.

(v) Owing to inverse estimates, (15), and the definition of bijh we have that∥∥CurlTh
bijh − Curl b̂ijh

∥∥ ≤ C
∥∥CurlTh

bijh ‖ ≤ C‖ωij
h ‖ ≤ C.

Therefore, we deduce that

Θ2

(
uh, e

i
h, e

j
h, ηh

)
=

(
CurlTh

bijh − Curl b̂ijh ; ηhϑ
j

h

)
≤ C||ηh||L∞(T2).

Using that

curl
(
ηhϑ

j

h

)
=

n∑
α=1

{
Curl ηh ·

[
ej,αh ∇uα

h

]
+ ηh

[
Curl ej,αh

]
· ∇uα

h

}
,

we infer with a Th-elementwise integration by parts that

Θ2

(
uh, e

i
h, e

j
h, ηh

)
=

(
CurlTh

bijh − Curl b̂ijh ; ηhϑ
j

h

)
= −

n∑
α=1

{(
bijh − b̂ijh ; Curl ηh ·

[
ej,αh ∇uα

h

])
+
(
bijh − b̂ijh ; ηh

[
Curl ej,αh

]
· ∇uα

h

)}

+
∑

K∈Th

∫
∂K

(
bijh − b̂ijh

)(
ηhϑ

j

h

)
· τK dt,

(31)

where τK is a unit tangent to ∂K for each K ∈ Th. For the first term on the
right-hand side of (31) we have by (16) and with

∥∥Curl ηh∥∥L∞(T2)
=

∥∥∇ηh
∥∥
L∞(T2)

that

n∑
α=1

(
bijh − b̂ijh ; Curl ηh ·

[
ej,αh ∇uα

h

])
≤ Ch

∥∥h−1
Th

(
bijh − b̂ijh

)∥∥ ∥∥∇ηh
∥∥
L∞(T2)

∥∥ejh∥∥L∞(T2)

∥∥∇uh

∥∥
≤ Ch

∥∥∇ηh
∥∥
L∞(T2)

.

The second term on the right-hand side of (31) is estimated by

n∑
α=1

(
bijh − b̂ijh ;ηh

[
Curl ej,αh

]
· ∇uα

h

)
=

∑
z∈Nh

n∑
α=1

ηh(z)
(
bijh − b̂ijh ;ϕz

[
Curl ej,αh

]
· ∇uα

h

)
≤ C

∑
z∈Nh

|ηh(z)|
∥∥bijh − b̂ijh

∥∥
L2(ωz)

∥∥∇ejh
∥∥
L∞(ωz)

∥∥∇uh

∥∥
L2(ωz)

≤ C
∑
z∈Nh

|ηh(z)|hz

∥∥CurlTh
bijh

∥∥
L2(ω̂z)

∥∥∇ejh
∥∥
L∞(ωz)

∥∥∇uh

∥∥
L2(ωz)

.
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Notice that the vector field ηhϑ
j

h = ηh
∑n

α=1 e
j,α
h ∇uα

h has continuous tangential

components across interelement boundaries and b̂ijh is continuous so that the bound-
ary contributions to the right-hand side of (31) can be recast as∑

K∈Th

∫
∂K

(
bijh − b̂ijh

)(
ηhϑ

j

h

)
· τK dt =

∑
E∈Eh

∫
E

[
bijh

](
ηhϑ

j

h

)
· τE dt.

Since bijh ∈ S1,NC
# (Th), the jump

[
bijh

]
|E across E is affine and vanishes at the

midpoint of E, where bijh is continuous so that
∫
E

[
bijh

]
dt = 0. This enables us

to subtract an arbitrary constant cE ∈ R
2 from the second factor and to employ

a Poincaré inequality on E and discrete trace inequalities to estimate a typical
contribution to the right-hand side as

(32)

∫
E

[
bijh

](
ηhϑ

j

h

)
· τE dt =

∫
E

[
bijh

](
ηhϑ

j

h − cE
)
· τE dt

≤ ChE

∥∥∂[bijh ]/∂t∥∥L2(E)
h
−1/2
E

∥∥ηhϑj

h − cE
∥∥
L2(KE)

≤ Ch
1/2
E

∥∥CurlTh
bijh

∥∥
L2(KE)

h
1/2
E

∥∥∇(
ηhϑ

j

h

)∥∥
L2(KE)

with KE ∈ Th such that E ⊂ ∂KE . Noting that
∣∣∇(

ηhϑ
j

h

)∣∣ ≤
∣∣∇ηh

∣∣ ∣∣ϑj

h

∣∣ +
|ηh|

∣∣∇ejh
∣∣ ∣∣∇uh

∣∣, we verify with the above estimates that∑
K∈Th

∫
∂K

(
bijh − b̂ijh

)(
ηhϑ

j

h

)
· τK dt

≤ Ch
∥∥∇ηh

∥∥
L∞(T2)

+ C
∑
z∈Nh

hz

∥∥∇ejh
∥∥
L∞(ωz)

∥∥CurlTh
bijh

∥∥
L2(ω̂z)

∥∥∇eih
∥∥
L2(ωz)

|ηh(z)|.

A combination of the estimates derived in (i)-(v) proves the statement. �

4.4. Convergence as h → 0. With the preparations of the previous lemmas, we
can investigate convergence behaviour of the different quantities as the maximal
mesh-size decays to zero.

Lemma 4.6. Let
(
Th

)
h>0

be a sequence of regular, logarithmically right-angled

triangulations. Then, with ψh = Gh

[
ηhϑ

j

h

]
as in Lemma 4.4 for ηh ∈ S1

#(Th) such

that ‖ηh‖L∞(T2) ≤ C for all h > 0, we have∣∣Λ4

(
eih, e

j
h, ψh

)∣∣+ ∣∣Λ5

(
eih, e

j
h, ψh

)∣∣ → 0

as h → 0.

Proof. Owing to the definition of Λ4 and (8) we have

Λ4

(
eih, e

j
h, ψh

)
≤ C

∥∥∇eih
∥∥ ∥∥∇ejh

∥∥ ∥∥A(ψh)−AT(ψh)
∥∥
L∞(T2)

≤ C
∥∥∇eih

∥∥ ∥∥∇ejh
∥∥ sup

K∈Th

min
γ=1,2,3

| cosαK,γ | ‖ψh‖L∞(T2).

The inverse estimate (10) and Poincaré’s inequality guarantee that

‖ψh‖L∞(T2) ≤ C log h−1
min

∥∥∇ψh

∥∥,
and the definition of ψh provides the estimate∥∥∇ψh

∥∥ ≤ ‖ϑj
hηh‖ ≤ C.
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The combination of the estimates and the definition of logarithmically right-angled
triangulations proves the asserted limit for Λ4. The same arguments lead to the
assertion for Λ5 (where the uniform bounds

∥∥eih∥∥L∞(T2)
≤ 1 may be employed for

a more direct proof). �

Lemma 4.7. Let 1 ≤ i ≤ k and f i
h ∈ S1

#(Th) be as in Lemma 4.5. There exist(
tiι
)
ι∈N

⊂ R and
(
yiι
)
ι∈N

⊂ T
2 such that

∑
ι∈N

|tiι|2/3 ≤ C and for an appropriate

subsequence (which is not relabeled) and every η ∈ C∞(T2) we have, as h → 0,(
f i
h; Ihη

)
h
→

∑
ι∈N

tiιη(y
i
ι).

Proof. We define Fh ∈ C(T2)∗ by setting for all η ∈ C(T2),

Fh(η) :=
(
f i
h; Ihη

)
h
.

Since Fh is uniformly bounded in C(T2)∗ there exists F ∈ C(T2)∗ such that (for a
subsequence) we have Fh ⇀∗ F in C(T2)∗. We fix δ > 0 and define

Υδ,h :=
{
z ∈ Nh :hz max

j=1,2,...,k

∥∥∇ejh
∥∥
L∞(ωz)

> δ
}
.

Then, using that hz

∥∥∇ejh
∥∥
L∞(ωz)

≤ C
∥∥∇ejh

∥∥
L2(ωz)

for each z ∈ Nh we infer that

cardΥδ,h ≤ δ−2
∑
z∈Nh

h2
z max
j=1,2,...,k

∥∥∇ejh
∥∥2
L∞(ωz)

≤ Cδ−2
∑
z∈Nh

k∑
j=1

∥∥∇ejh
∥∥2
L2(ωz)

≤ Cδ−2
k∑

j=1

∥∥∇ejh
∥∥2 ≤ Cδ−2;

i.e., the cardinality of the set Υδ,h is uniformly bounded with respect to h and
therefore, for an appropriate subsequence which is not relabeled, we have

Υδ,h → Υδ =
{
xδ
1, x

δ
2, ...., x

δ
Lδ

}
as h → 0. With F z

h := Fh

(
ϕz

)
∈ R for each z ∈ Nh we have

Fh(η) =
∑
z∈Nh

F z
hη(z) =

∑
z∈Υδ,h

F z
hη(z) +

∑
z∈Nh\Υδ,h

F z
hη(z) =: F b

δ,h(η) + F g
δ,h(η).

With the estimates of Lemma 4.5 we infer that∣∣F g
δ,h(η)

∣∣ ≤ Ch
∥∥∇η

∥∥
L∞(T2)

+ C
∑

z∈Nh\Υδ,h

hz

∥∥∇eih
∥∥
L∞(ωz)

γ2
h,z,i|η(z)|

≤ Ch
∥∥∇η

∥∥
L∞(T2)

+ Cδ‖η‖L∞(T2).

In particular we have (after passage to a subsequence) that F g
δ,h ⇀∗ F g

δ in C(T2)∗

as h → 0 with F g
δ ∈ C(T2)∗ such that

∥∥F g
δ

∥∥
C(T2)∗

≤ Cδ. For F b
δ,h we have that∣∣F b

δ,h(η)
∣∣ ≤ Ch

∥∥∇η
∥∥
L∞(T2)

+ C
∑

z∈Υδ,h

γ3
h,z,i|η(z)|.

An application of Lemma B.2 shows that for a subsequence we have F b
δ,h ⇀∗ F b

δ =∑Lδ

ι=1 ρ
δ
ι δxδ

ι
as h → 0 for ρδι ∈ R such that

∑Lδ

ι=1 |ρδι |2/3 ≤ C independently of δ.
We thus have ∥∥F − F b

δ

∥∥
C(T2)∗

≤ Cδ.
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Employing Lemma B.1 we verify the assertion. �

Lemma 4.8. Suppose that (uh)h>0 is a bounded sequence in W 1,2(T2;Rn) such
that uh ∈ S1

#(Th)n for all h > 0 and uh(z) ∈ N for all z ∈ Nh. For each h > 0 let(
eih
)
i=1,2,...,k

be an orthonormal frame for u−1
h TN which is optimal in the sense of

Lemma 4.3 so that maxi=1,2,...,k

∥∥∇eih
∥∥ ≤ C. Then, for every accumulation point

u ∈ W 1,2(T2;Rn) of the sequence
(
uh

)
h>0

and an appropriate subsequence, which
is not relabeled in the following, we have:

(i) u(x) ∈ N for almost every x ∈ T
2 and

uh ⇀ u in W 1,2(T2;Rn);

(ii) there exist
(
ei
)
i=1,2,...,k

⊂ W 1,2(T2;Rn) such that

eih ⇀ ei in W 1,2(T2;Rn)

and
(
ei
)
i=1,2,...,k

is an orthonormal frame for u−1TN , i.e., for almost every x ∈ T
2

the vectors e1(x), e2(x), ..., ek(x) form an orthonormal basis for Tu(x)N ;

(iii) for ωij := ej,T∇ei ∈ L2(T2;R2) we have

ωij
h , ωij

h ⇀ ωij in L2(T2;Rn);

(iv) for ϑi := ei,T∇u ∈ L2(T2;R2) we have

ϑi
h, ϑ

i

h ⇀ ϑi in L2(T2;R2);

(v) there exist bij ∈ W 1,2(T2) and Hij ∈ L2(T2;R2) such that for aijh , b̂
ij
h , and Hij

h

as in Lemma 4.4 we have

aijh ⇀ 0 in W 1,2(T2), b̂ijh ⇀ bij in W 1,2(T2), Hij
h → Hij in L2(T2;R2)

and ωij = Curl bij +Hij .

Proof. (i) For every accumulation point u ∈ W 1,2(T2;Rn) of the bounded sequence(
uh

)
h>0

there exists a subsequence which we do not relabel such that uh ⇀ u in

W 1,2(T2;Rn). Lemma 2.4 then implies that u(x) ∈ N for almost every x ∈ T
2.

(ii) Since each sequence
(
eih
)
h>0

is bounded inW 1,2(T2;Rn), each of them admits

a weak limit ei ∈ W 1,2(T2;Rn) of an appropriate subsequence. By successive
extraction of subsequences we may assume that the same subsequence converges
weakly for each 1 ≤ i ≤ k. For 1 ≤ i, j ≤ k with i = j we have eih(z) · e

j
h(z) = 0 for

all z ∈ Nh and the discrete Poincaré inequality (12) proves that∥∥eih · ejh
∥∥ ≤ Ch‖∇

(
eih · ejh

)∥∥ ≤ Ch‖ej,Th ∇eih + ei,Th ∇ejh
∥∥ ≤ Ch,

where we have used that |eih|, |e
j
h| ≤ 1 almost everywhere in T

2 and ‖∇eih‖, ‖∇ejh‖ ≤
C, independently of h. Hence, eih·e

j
h → 0 in L2(T2) and in particular, eih(x)·e

j
h(x) →

0 for almost every x ∈ T
2. Since also eih(x) → ei(x) and ejh(x) → ej(x) for almost

every x ∈ T
2 we deduce that ei · ej = 0 almost everywhere in T

2. Similarly, using
that |eih(z)| = 1 for all z ∈ Nh we estimate∥∥|eih|2 − 1

∥∥ ≤ Ch‖∇|eih|2
∥∥ ≤ Ch‖ei,Th ∇eih

∥∥ ≤ Ch,

which implies |eih|2 → 1 in L2(T2) and hence |ei| = 1 almost everywhere in T
2. It

remains to show that for � = k+1, ..., n we have ei ·
(
ν� ◦u

)
= 0 almost everywhere

in T
2. Since ν� is locally C1 and eih(x) → ei(x), uh(x) → u(x) as h → 0 for almost
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every x ∈ T
2 it suffices to show that for every δ > 0 and almost every x ∈ M there

exists h0 = h0(x) such that for all h < h0 we have∣∣eih(x) · ν�(uh(x)
)∣∣ ≤ δ.

Fix δ > 0 and define for h > 0,

Υδ,h :=
{
z ∈ Nh :

∥∥∇uh

∥∥
L2(ωz)

+
∥∥∇eih

∥∥
L2(ωz)

> δ
}
.

Then, cardΥδ,h ≤ Cδ−2 for all h > 0 and hence Υδ,h → Υδ =
{
xδ
1, x

δ
2, ..., x

δ
Lδ

}
for

xδ
1, x

δ
2, ..., x

δ
Lδ

∈ T
2 as h → 0. For each x ∈ T

2 \ Υδ there exists h0 such that for
every h < h0 there exists zxh ∈ Nh \ Υδ,h such that x ∈ ωzx

h
. Then we have, using

that eih(z) · ν�
(
uh(z)

)
= 0 for all z ∈ Nh, that∣∣eih(x) · ν�(uh(x)

)∣∣ = ∣∣∣eih(zxh) · [ν�(uh(x)
)
− ν�

(
uh(z

x
h)
)]

+
[
eih(z

x
h)− eih(x)

]
· ν�

(
uh(x)

)∣∣∣
≤

∥∥Dν�
∥∥
L∞(Bh0

(u(x)))

∣∣uh(x)− uh(z
x
h)
∣∣+ ∣∣eih(zxh)− eih(x)

∣∣
≤ Ch

(∥∥∇uh

∥∥
L∞(ωzx

h
)
+
∥∥∇eih

∥∥
L∞(ωzx

h
)

)
≤ C

(∥∥∇uh

∥∥
L2(ωzx

h
)
+
∥∥∇eih

∥∥
L2(ωzx

h
)

)
≤ Cδ,

which proves the statement.
(iii) For all η ∈ C∞(T2;R2) we have, using eih → ei in L2(T2;Rn) and ∇ej,αh ⇀

∇ej,α in L2(T2;R2), α = 1, 2, ..., n, that

(
ωij
h − ωij ; η

)
=

n∑
α=1

(
ej,αh ∇ei,αh − ej,α∇ei,α; η

)

=
n∑

α=1

{([
ej,αh − ej,α

]
∇ei,αh ; η

)
+
([
∇ej,αh −∇ej,α

]
· ei,α; η

)}
→ 0

as h → 0. Therefore ωij
h ⇀ ωij in L2(T2;R2) as h → 0. Using∥∥A(

ej,αh

)
− ej,αh I

∥∥ ≤ Ch
∥∥∇ej,αh

∥∥,
we find that A

(
ej,αh

)
→ ej,αI in L2(T2;R2×2) for α = 1, 2, . . . , n and thus also

ωij
h ⇀ ωij in L2(T2;R2).

(iv) This follows exactly as the assertion in (iii).
(v) For φ ∈ C∞(T2) and φh := Ihφ ∈ S1

#(Th) we have(
∇aijh ;∇φ

)
=

(
∇aijh ;∇φh

)
+
(
∇aijh ;∇

[
φ− φh

])
and the second term on the right-hand side vanishes as h → 0 owing to uniform
boundedness of aijh in W 1,2(T2) and nodal interpolation results. By definition of

aijh and Lemma 4.3, we have(
∇aijh ;∇φh

)
=

(
ωij
h ;∇φh

)
= Λ4

(
eih, e

j
h, φh

)
+ Λ5

(
eih, e

j
h, φh

)
.

The definition of Λ4 and Λ5 and the estimates for the operator A in Subsection 2.3
imply ∣∣Λ4

(
eih, e

j
h, φh

)
+ Λ5

(
eih, e

j
h, φh

)∣∣ ≤ Ch
∥∥∇eih

∥∥ ∥∥∇ejh
∥∥ ∥∥∇φh

∥∥
L∞(M)
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and thus aijh ⇀ 0 as h → 0. Since Hij
h is a bounded sequence in a finite-dimensional

space there exists Hij such that, for an appropriate subsequence, we have Hij
h →

Hij in L2(T2;R2). Since
∥∥CurlTh

bijh
∥∥ is bounded uniformly we find, using (16),

that bijh − b̂ijh → 0 in L2(T2) and b̂ijh ⇀ bij for some bij ∈ W 1,2(T2) (and an
appropriate subsequence). For every ψ ∈ C∞(T2;R2) and ψh := Ihψ we find with
an elementwise integration by parts as in the proof of Lemma 4.5 that(

ωij
h ;ψh

)
=

(
CurlTh

bijh ;ψh

)
+
(
Hij

h ;ψh

)
+
(
∇aijh ;ψh

)
= −

(
bijh ; curlψh

)
+
(
Hij

h ;ψh

)
+

∑
E∈Eh

∫
E

[
bijh

](
ψh − cE

)
τE dt+

(
∇aijh ;ψh

)
,

where cE ∈ R
2 is an arbitrary constant vector for each E ∈ Eh. Arguing as

in (32), passing to the limit for h → 0, and integrating by parts, we verify that
ωij = Curl bij +Hij . This finishes the proof of the lemma. �

The following result is based on P. L. Lions’ concentrated compactness princi-
ple [32]. For a discussion of the assertion in the considered periodic setting we refer
to [23].

Lemma 4.9 ([23, Equation (2.4)]). Suppose that (bh)h>0, (eh)h>0 and (fh)h>0 are
bounded sequences in W 1,2(T2) with weak limits b, e, f ∈ W 1,2(T2), respectively,
and assume that eh is bounded in L∞(T2). Then, there exist (sι)ι∈N ⊂ R satisfying∑

ι∈N
|sι| ≤ C and (xι)ι∈N ⊂ T

2 such that for (a subsequence and) all η ∈ C∞(T2),
we have, as h → 0,(

Curl bh; ehη∇fh
)
→

(
Curl b; eη∇f

)
+
∑
ι∈N

sιη(xι).

4.5. Statement of the main result. We are now in a position to prove the as-
serted weak convergence result for a sequence of periodic, almost discrete harmonic
maps.

Theorem 4.10. Let
(
Th

)
h>0

be a sequence of regular, logarithmically right-angled

triangulations of T
2 and let (uh)h>0 be such that for all h > 0 we have uh ∈

S1
#(Th)n, uh(z) ∈ N for all z ∈ Nh, and∥∥∇uh

∥∥ ≤ C.

Suppose that there exists a sequence (εh)h>0 such that εh → 0 as h → 0 and for all
vh ∈ S1

#(Th)n satisfying vh(z) ∈ Tuh(z)N for all z ∈ Nh, we have∣∣(∇uh;∇vh
)∣∣ ≤ εh

∥∥∇vh
∥∥.

Then every weak accumulation point of (uh)h>0 ⊂ W 1,2(T2;Rn) is a harmonic map
into N .

Proof. We let u ∈ W 1,2(T2;Rn) be a weak accumulation point of (uh)h>0, and
we do not relabel the corresponding subsequence so that uh ⇀ u as h → 0. Let
η ∈ C∞(T2) and for h > 0 set ηh := Ihη. For each h > 0 let

(
eih
)
i=1,2,...,k

be an

orthonormal frame for u−1
h TN which is optimal in the sense of Lemma 4.3. Then,
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Lemma 4.4 and Lemma 4.5 imply that(
∇uh;∇Ih

[
ηhe

i
h

])
=

k∑
j=1

{(
Curl b̂ijh · ϑj

h; ηh
)
+
(
Hij

h · ϑj

h; ηh
)}

+
(
ϑi
h;∇ηh

)

+
k∑

j=1

Λ4,5

(
eih, e

j
h, ψ

j
h

)
+
(
f i
h; ηh

)
h
.

With the limits bij , Hij , ϑj and ωij of appropriate subsequences identified in Lem-
mas 4.7, 4.8, and 4.9, and since εh → 0, we find that

0 =

k∑
j=1

{(
Curl bij · ϑj ; η

)
+
(
Hij · ϑj ; η

)}
+
(
ϑi;∇η

)
+
∑
ι∈N

sιη(xι) +
∑
ι∈N

tιη(yι)

and ωij = Curl bij +Hij so that
k∑

j=1

(
ωij · ϑj

h; η
)
+
(
ϑi;∇η

)
=

∑
ι∈N

sιη(xι) +
∑
ι∈N

tιη(yι).

The left-hand side of this identity belongs to L1(M) + H−1(M), which does not
contain Dirac measures; see [23] for details. Therefore, sι = tι = 0 for all ι ∈ N and
Proposition 2.1 implies that the weak limit u is a harmonic map into N . �

5. Reduction of the general case to a periodic setting

In this section we discuss the generalization of Theorem 4.10 to general domains.
The key ingredient in the proof is a discrete version of a periodification argument
from [23].

Theorem 5.1. Suppose that M = M ⊂ R
2×{0} is a bounded Lipschitz domain in

R
2 with polyhedral boundary and assume that

(
Th

)
h>0

is a sequence of logarithmi-

cally right-angled, regular triangulations of M . Let
(
uh

)
h>0

be such that for each

h > 0 we have uh ∈ S1(Th)n, uh(z) ∈ N for all z ∈ Nh, uh|ΓD,h
= uD,h, and∥∥∇uh

∥∥ ≤ C.

Let
(
εh
)
h>0

be such that εh → 0 as h → 0 and for all vh ∈ S1
D(Th)n satisfying

vh(z) ∈ Tuh(z)N for all z ∈ Nh we have∣∣(∇uh;∇vh
)∣∣ ≤ εh

∥∥∇vh
∥∥.

Then every weak accumulation point of (uh)h>0 ⊂ W 1,2(M ;Rn) is a harmonic map
into N with u|ΓD

= uD.

Proof. Let u ∈ W 1,2(M ;Rn) be a weak accumulation point of the sequence
(
uh

)
h>0

.

Then, Lemma 2.4 implies that u(x) ∈ N for almost every x ∈ M . Moreover, weak
continuity of the trace operator yields u|ΓD

= uD. It remains to show that u is a
harmonic map, i.e., that (

∇u;∇v
)
= 0

for all v ∈ W 1,2
0 (M ;Rn) satisfying v(x) ∈ Tu(x)N for almost every x ∈ M . Given

some fixed δ > 0 it suffices to prove this identity for all v ∈ W 1,2
0 (Q;Rn) for all

cubes Q ⊂ M with sides of length at most δ and parallel to the coordinate axes.
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We fix such a cube Q and may assume without loss of generality that Q = Q1/4(a)
is centered at a = (1/4, 1/4) and has sides of length 1/4. Also, we may assume
that Q1/2(a) ⊂ M . For h sufficiently small we consider the cube Q1/2−2h(a) and

introduce the subset T̃h of the triangulation Th by setting

T̃h :=
{
K ∈ Th : K ∩Q1/2−2h(a) = ∅

}
.

Then, T̃h covers Q1/2−2h(a) and is contained in Q1/2(a); cf. the left plot of Figure 3.
To reduce the current situation to the periodic setting discussed in the previous

section, we (1) extend T̃h to a regular triangulation T̂h of (0, 1/2)2, (2) extend

uh|∪T̃h
to a function ûh ∈ S1(T̂h)n such that ûh(z) ∈ N for all z ∈ N̂h, the nodes of

the triangulation T̂h, and such that
∥∥∇ûh

∥∥
L2((0,1/2)2)

≤ C, and (3) reflect ûh across

the lines {1/2}×R and R×{1/2} in order to obtain a periodic function on [0, 1]2 to
which we can apply the theory of the previous section. Since the test functions will
only be supported in Q, where the extended and the original triangulation coincide,
it is not necessary to guarantee that the extended triangulation is logarithmically
right-angled (outside of Q).

1/2

1/2

0

Q (a)
1/4

Q1/2−2h (a)

a

K3

K4

K1
K2

2 h

B

C

β

α
A’

B’

C’

A

K1

K2

K3

2 h

C

β

A’

C’

A

α B

Figure 3. Cubes Q1/4(a) and Q1/2−2h(a) for a = (1/4, 1/4) and

typical triangles of the subtriangulation T̃h (left). Typical scenarios

in the extension of the triangulation T̃h (shaded) to a triangulation
of (0, 1/2)2 (middle and right). The angle α is not critical in the
left plot and is critical in the right one.

Step 1. The task to extend T̃h to a regular triangulation of (0, 1/2)2 is simple if
Th is a uniform triangulation consisting of halved squares with sides parallel to
the coordinate axes. The general case is slightly more involved and, in order to
guarantee shape-regularity of the extended triangulation, we discuss a few typical
scenarios. Consider first the situation depicted in the middle plot of Figure 3
and assume that the angles α, β are not critical in the sense that they satisfy
−π/2 + c0 ≤ α, β ≤ π/2 − c0 with a uniform (small) constant c0 > 0. We then

introduce the new triangles K̃1, K̃2, K̃3, K̃4 as shown. A typical critical angle α is
depicted in the right plot of Figure 3. In this case, we connect the points A and C

to obtain a new triangle K̃3. We can then proceed as in the previous case. Next,
we examine a typical situation at a corner of the cube Q1/2−2h(a). Again, the
construction of the extension depends on the angle α defined in Figure 4. In the
left plot, α satisfies −π/2 + c0 ≤ α ≤ π/2− c0 and we introduce the new triangles

K̃1, K̃2, K̃3, K̃4. The case of a critical angle is depicted in the right plot of Figure 4.

We connect the vertices A and B to introduce the new triangle K̃5. We are then in
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K4

K1

K2

K3

A

B

A’

B’

0 B’’

α

h

K1

K3

K2

K4

B’

0

α

K5

B’’

C

AA’

B

h

1

1

0

Figure 4. Typical scenarios in the extension of the triangulation

T̃h (shaded) to a triangulation of (0, 1/2)2 at a corner. The angle α
is not critical in the left plot and is critical in the right one (left and

middle). Reflection of the triangulation T̃h of (0, 1/2)2 to obtain
a (“periodic”) triangulation of T2 with fundamental domain [0, 1]2

(right; the dot is included for better visualization).

the situation described above. We remark that in case that there are triangles with

|A−B| � h, then the new triangles K̃i can be refined further in order to maintain
shape regularity.

Step 2. In the situations discussed above, we extend uh by setting ûh(A
′) := uh(A),

ûh(B
′) := uh(B), ûh(C

′) := uh(C) and ûh(A
′) := uh(A), ûh(C

′) := uh(C) in the
situations depicted in the left and right plots of Figure 3, respectively. We set
ûh(A

′) := uh(A), ûh(B
′) = ûh(B

′′) = ûh(0) := uh(B), ûh(C
′) := uh(C) in the

scenarios shown in Figure 4. In order to show that we do not increase the gradient
of uh we notice that, e.g., in the situation of the right plot of Figure 3 we have∣∣∇ûh|K̃2

∣∣ ≤ h−1
∣∣ûh(C

′)− ûh(A)
∣∣ ≤ h−1

(∣∣uh(A)− uh(B)
∣∣+ ∣∣uh(B)− uh(C)

∣∣)
≤

∣∣∇uh|KA

∣∣+ ∣∣∇uh|KB

∣∣,
where KA,KB ∈ T̃h are such that A ∈ KA and B ∈ KB.

Step 3. We reflect the triangulation T̂h and the function ûh across the lines {1/2}×R

and R × {1/2} to obtain a triangulation T #
h of T2 and a function u#

h ∈ S1
#(T

#
h )

periodic function on [0, 1]2; cf. Figure 4.

We may now apply Theorem 4.10 to the sequence
(
u#
h

)
. The only necessary

modification is that test functions are supported in Q1/4(a). This shows that u is
harmonic in Q1/4(a) and finishes the proof of the theorem. �

6. Numerical experiment

Given a polyhedral approximation Mh of a hypersurface M ⊂ R
m+1 and em-

ploying the piecewise defined tangential gradient ∇Mh
φ := ∇φe −

(
μh · ∇φe)μh,

where μh denotes a piecewise constant unit normal to Mh, φ
e an extension of φ

to an open neighbourhood of Mh, and ∇ the gradient operator in R
m+1, obvious

modifications of Algorithm A lead to an approximation scheme for harmonic maps
between curved surfaces M and N . Convergence of the resulting approximation can
be studied by employing the lifting operator and corresponding estimates of [19];
we refer the reader to [8] for a detailed discussion.

We choose M = N = T1,1/4 to be a two-dimensional torus with radii r1 = 1 and
r2 = 1/4. For a triangulation containing 1024 triangles of diameter h ≈ 0.006 that
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Figure 5. Deformations of the torus T1,1/4 defined through

mapped triangulations T i
h of Th under ui

h after 0, 30, 60, 90, 120,
and 150 iterations of Algorithm A (from left to right and top to
bottom).

defines the approximation Mh of M we define the initial vector field u0
h ∈ S1(Th)3

satisfying u0
h(z) ∈ T1,1/4 for all z ∈ Nh by perturbing the identity on T1,1/4; i.e.,

we set

u0
h(z) := πT1,1/4

(
z + ξh(z)/3

)
for all z ∈ Nh ⊆ T1,1/4 and random vectors ξh(z) with |ξh(z)| ≤ 1. Moreover,
we set κ := h/2. The nearest neighbour projection πT1,1/4

was approximated via

a reformulation as a saddle-point problem; cf. [17, 8] for details. In Figure 5 we
display the deformed triangulations

T i
h :=

{
ui
h(K) :K ∈ Th

}
after various numbers of iterations. We see that the discrete flow defined by Algo-
rithm A selects an approximation of the identity map (up to a rotation) on T1,1/4

yielding a smooth regularization of the rough initial data. We note that the identity
map id:M → M is a harmonic map from M into M since ΔM id(x) = H(x)μ(x)
for all x ∈ M with H(x) and ΔM denoting the (scalar) mean curvature and the
Laplace-Beltrami operator on M , respectively. For other target manifolds such as
the unit sphere it is advantageous to factor out Möbius transformations in order to
improve the stability of numerical methods; cf. [14] for related details.

Appendix A. Weak compactness results

We briefly outline the weak compactness result due to [23] which serves as a
guideline for the analysis of finite element approximations. Suppose that (u�)�∈N ⊂
W 1,2(M ;Rn) is a bounded sequence of almost harmonic maps into N . Thus, for
each � ∈ N we have u�(x) ∈ N for almost every x ∈ M ,

∥∥∇u�

∥∥ ≤ C, and(
∇u�;∇v

)
= 〈R�; v〉

for all v ∈ W 1,2
0 (M ;Rn) such that v(x) ∈ Tu�(x)N for almost every x ∈ M and a

sequence
(
R�

)
�∈N

⊂ W 1,2(M ;Rn)∗ satisfying R� → 0 as � → ∞.
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If N = Sn−1 is the unit sphere in R
n, then every v ∈ W 1,2

0 (M ;Rn)∩L∞(M ;Rn)
satisfying v(x) ∈ Tu�(x)S

n−1 for almost every x ∈ M can be written as v = u� ∧ w

for a function w ∈ W 1,2
0 (M ; Λ2(Rn)) ∩ L∞(M ; Λ2(Rn)), with Λ2(Rn) denoting the

set of alternating bilinear forms on R
n, and the identity(

∇u�;∇v
)
=

(
∇u�;∇[u� ∧ w]

)
=

(
∇u�;u� ∧∇w

)
leads to an equivalent characterization of harmonic maps into Sn−1, which, by
compactness of the embedding of W 1,2 into L2, implies a weak compactness result.

The case of a general target manifold is significantly harder, and we outline
the result of [23] for parallelizable target manifolds. By restricting to a cube
Q ⊂ M and reflecting u across the sides of Q one may assume that each u� is
periodic; see [23] and Section 5 for details about this argument. For each � ∈ N

let
(
ei�
)
i=1,2,...,k

⊂ W 1,2(M ;Rn) be an orthonormal frame for u−1
� TN . Choosing

v = ηei� and expanding the rows of ∇u in the basis
(
ei�
)
i=1,2,...,k

, one deduces that

with ωij
� := ej,T� ∇ei� and ϑj

� := ej,T� ∇u� the identity

(33)
k∑

j=1

(
ωij
� · ϑj

� ; η
)
+
(
ϑi
�;∇η

)
= 〈R�; ηe

i
�〉

is satisfied for all η ∈ C∞
c (M) and each � ∈ N. With a Coulomb gauge of the frame(

ei�
)
one has divωij

� = 0 so that ωij
� = Curl bij� +Hij

� with periodic functions bij� ∈
W 1,2(M) and harmonic fields Hij

� ∈ L2(M ;R2) satisfying
∥∥Curl bij� ∥∥2 + ∥∥Hij

�

∥∥2 =∥∥ωij
�

∥∥2. Then, (33) can be written as

(34)
k∑

j=1

{(
Curl bij� · ϑj

� ; η
)
+
(
Hij

� · ϑj
� ; η

)}
+
(
ϑi
�;∇η

)
= 〈R�, ηe

i
�〉.

Let u ∈ W 1,2(M ;Rn) be a weak accumulation point of the sequence
(
u�

)
so that

for a subsequence, which is not relabeled in the following, one has u� ⇀ u in
W 1,2(M ;Rn), u� → u in L2(M ;Rn) and, since N is continuous, u(x) ∈ N for
almost every x ∈ M . Since

(
ei�
)
�∈N

is bounded in W 1,2(M ;Rn), it follows that

(after extraction of another subsequence) ei� ⇀ ei in W 1,2(M ;Rn) for i = 1, 2, ..., k
and thus

(
ei
)
i=1,2,...,k

is an orthonormal frame for u−1TN . Moreover, one deduces

that, as � → ∞,

ωij
� ⇀ ωij = ei,T∇ej in L2(M ;R2), ϑj

� ⇀ ϑj = ej,T∇u in L2(M ;R2),

bij� ⇀ bij in W 1,2(M), Hij
� → Hij in L2(M ;R2),

since
(
Hij

�

)
�∈N

belongs to a finite-dimensional subspace of L2(M ;Rn). Therefore,

ωij = Curl bij +Hij .

Passage to the limit in (34) as � → ∞ is now straightforward for the right-hand side
as well as for the second and third terms on the left-hand side of (34). To identify

the limit of the first term, one notices that by definition of ϑij
� , it follows that

Curl bij� · ϑj
� =

n∑
α=1

ej,αCurl bij� · ∇uα
�
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and the right-hand side has a Jacobian structure. Thus, a result from concentration
and compensation compactness, see [32], based on Wente’s inequality in a periodic
setting, implies that

Curl bij� · ϑj
� → Curl bij · ϑj +

∑
ι∈N

sιδxι

in the sense of distributions; the reader is referred to [23] for a detailed discussion.
Here, (xι)ι∈N ⊂ M , and (sι)ι∈N ⊆ R satisfies

∑
ι∈N

|sι| < ∞. A combination of the
limits identified above implies that

(35)
k∑

j=1

(
ωij · ϑj ; η

)
+
(
ϑj ;∇η

)
=

∑
ι∈N

sιη(xι)

for all η ∈ C∞
c (M). Since the left-hand side of (35) belongs to L1(M) +H−1(M),

which does not contain Dirac measures, one can show that the right-hand side
of (35) has to vanish identically, i.e., sι = 0 for all ι ∈ N. Again the reader is
referred to [23] for details. Proposition 2.1 implies that u is a harmonic map into
N and concludes this outline of the compactness result into general targets due
to [23].

We remark that a new, more direct, compactness result for harmonic maps into
C2 targets N has recently been established in [37] and avoids the use of a moving
frame. Though weak compactness results for harmonic maps are only available for
two-dimensional settings, no examples for failure of weak compactness of harmonic
maps in higher dimensions are known.

Appendix B. Auxiliary results from measure theory

We include two elementary results from measure theory. The first result states
that the space of linear combinations of Dirac measures is a closed subset of C(M)∗

with respect to the strong topology, while the second one allows us to identify the
supports of the accumulation points of certain sequences in C(M)∗.

Lemma B.1. Let
(
F�

)
�∈N

be a bounded sequence in C(M)∗. If for each � ∈ N the

support of F� is finite, i.e., F� =
∑L�

j=1 a
�
jδx�

j
for L� ∈ N and a�j ∈ R, x�

j ∈ M ,

j = 1, 2, ..., L�, and if F� → F strongly as � → ∞ for some F ∈ C(M)∗, i.e.,

sup
η∈C(M) : ‖η‖L∞(M)≤1

〈F� − F, η〉 → 0

as � → ∞, then there exist (aj)j∈N ⊂ R and (xj)j∈N ⊂ M such that F =∑∞
j=1 ajδxj

. If
∑L�

j=1 |a�j |s ≤ C1 for some s > 0 and all � ∈ N, then
∑∞

j=1 |aj |s ≤
C1.

Proof. Riesz’ representation theorem, see, e.g., [38, Theorem 6.19] for details, pro-
vides an isometric isomorphism between C(M)∗ and the set of regular Borel mea-
sures on M such that for every G ∈ C(M)∗ we have

(36) sup
η∈C(M) : ‖η‖L∞(M)≤1

〈G, η〉 = sup
{Ek : k∈N}∈P(M)

∞∑
k=1

∣∣G(
Ek

)∣∣,
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where we identified G with the measure provided by the isomorphism and where
P(M) denotes the set of all countable, measurable partitions of M . The set

Γ:=
⋃
�∈N

{
x�
1, x

�
2, ..., x

�
L�

}
is countable and we enumerate its elements as Γ =

{
x1, x2, x3, ...

}
. We set aj :=

F
(
{xj}

)
for j ∈ N and define F ′ :=

∑∞
j=1 ajδxj

∈ C(M)∗. To finish the proof of
the first statement it suffices to show that F is supported on Γ since this implies
F ′ = F . Each F� is supported on Γ, and thus for every measurable set A ⊂ M \ Γ
we have by considering the partition {A,M \A} in (36) that∣∣F (A)

∣∣ = ∣∣F (A)− F�(A)
∣∣ ≤ sup

η∈C(M) : ‖η‖L∞(M)≤1

〈F� − F, η〉

and the right-hand side can be made arbitrarily small, i.e., F (A) = 0. To prove the
second part of the lemma we first notice that for every x ∈ M we have∣∣F�

(
{x}

)
− F

(
{x}

)∣∣ → 0

as � → ∞. With Fatou’s lemma we then deduce that

C1 ≥ lim inf
�→∞

L�∑
j=1

|a�j |s = lim inf
�→∞

∞∑
j=1

∣∣F�

(
{xj}

)∣∣s

≥
∞∑
j=1

lim inf
�→∞

∣∣F�

(
{xj}

)∣∣s = ∞∑
j=1

∣∣F (
{xj}

)∣∣s = ∞∑
j=1

|aj |s,

which finishes the proof of the lemma. �

Lemma B.2. Let
(
Fh

)
h>0

be a bounded sequence in C(M)∗. Suppose that there

exist C > 0 and L ∈ N such that for each h > 0 and all η ∈ C1(M) we have

∣∣Fh(η)
∣∣ ≤ Ch‖∇η‖+

L∑
j=1

�hj
∣∣η(xh

j

)∣∣
for �hj ∈ R and xh

j ∈ M for j = 1, 2, ..., L. Then there exist L′ ≤ L and �j ∈ R,

yj ∈ M , j = 1, 2, ..., L′ such that for a subsequence which is not relabeled we have

Fh ⇀∗
L′∑
j=1

�jδyj

as h → 0. If s ∈ (0, 1] and
∑L

j=1 |�hj |s ≤ C1 for all h > 0, then
∑L′

j=1 |�j |s ≤ C1.

Proof. Since Fh is a bounded sequence in C(M)∗ there exists a weak limit F ∈
C(M)∗ of a subsequence, which we do not relabel in the following. Passing to an-
other subsequence we may assume that the L-tuples

(
xh
1 , ..., x

h
L

)
converge strongly

to
(
x1, ..., xL

)
∈ M

L
as h → 0. For η ∈ C1(M) with supp η ⊂ M \

{
x1, ..., xL

}
we

have, owing to the assumptions on Fh, that∣∣F (η)
∣∣ ≤ ∣∣F (η)− Fh(η)

∣∣+ ∣∣Fh(η)
∣∣

≤
∣∣F (η)− Fh(η)

∣∣+ Ch‖∇η‖+
L∑

j=1

�hj
∣∣η(xh

j

)∣∣.
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The right-hand side vanishes as h → 0 owing to Fh ⇀∗F , convergence of
(
xh
1 , ..., x

h
L

)
to

(
x1, ..., xL

)
, and the fact that η vanishes in an open neighbourhood of

{
x1, ..., xL

}
.

Therefore, we deduce that F is supported on
{
x1, ..., xL

}
, i.e.,

F =

L′∑
j=1

�jδyj
,

for appropriate L′ ≤ L, �j ∈ R, j = 1, 2, ..., L′, and
{
y1, ..., yL′

}
⊆

{
x1, ..., xL

}
. We

set ε := mini,j=1,...,L′ |yi−yj |/2. For i ∈ {1, ..., L′} we choose ηi ∈ C1(M) such that∣∣ηi(x)∣∣ ≤ 1 for all x ∈ M , ηi(yi) = 1 and ηi(yj) = 0 for j = i, supp ηi ⊆ Bε(yi)∩M ,

and
∥∥∇ηi

∥∥ ≤ Cε−1. Then, for each h > 0 we have

|�i| = |F (ηi)| ≤
∣∣F (ηi)− Fh(ηi)

∣∣+ ∣∣Fh(ηi)
∣∣

≤
∣∣F (ηi)− Fh(ηi)

∣∣+ Chε−1 +
∑

j=1,...,L, |yi−xh
j |≤ε

�hj

≤
(∣∣F (ηi)− Fh(ηi)

∣∣s + (
Chε−1

)s
+

∑
j=1,...,L : |yi−xh

j |≤ε

∣∣�hj ∣∣s)1/s

,

where we used [z]�1 ≤ [z]�s for
(
zj
)
j∈N

⊂ R and [z]�s :=
(∑

j∈N
|zj |s

)1/s
. For each

xh
j there is at most one i such that xh

j ∈ Bε(yi). Therefore, we deduce that

L′∑
i=1

|�i|s ≤
L′∑
i=1

∣∣F (ηi)− Fh(ηi)
∣∣s + L′(Chε−1

)s
+

L∑
j=1

∣∣�hj ∣∣s.
Since the first two terms on the right-hand side vanish as h → 0 and the third one
is bounded by C1, we verify the assertion of the lemma. �
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[25] Hélein, F. Régularité des applications faiblement harmoniques entre une surface et une
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