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We discuss the large deviation principle for M-estimators (and maximum likelihood estimators in particular). Un-
der certain smooth conditions mle’s satisfy the large deviation principle with speed n and rate function Ip(t) :=
—infyeqa In Eglexp (N'VyIn f(X, )], where {f(z,t) : t € O} is a family of pdf’s, © C R? and V denotes the gradi-
ent. We have that Ilp(t) < K(f(-,t), f(+,0), where K(f(-,t), f(-,0) is the Kullback-Leibler information between f(-,t)
and f(-,0). We determine the class of parametric for which Iy(t) = K(f(-,t), f(-,0). For these parametric families the
mle is exponentially efficient. If T}, is a consistent estimator of 6, for each 6 € ©, then, for each § € O,

ligicgfn_l In (P{|T,, — 0] > €}) > —inf{K(f(-,601), f(-,8)) : 0, satisfying |6; — 0] > €}.

Whenever, the Iy(t) = K(f(-,t), f(-,0), the mle minimizes the limit above over all possible estimators. (Received January
17, 2004)



