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Abstract

This paper is an intr oduction to relationshipsbetween quantum topology and
quantum computing. In this paper we discussunitary solutions to the Yang-
Baxter equation that are universal quantumgates,quantumentanglementand
topological entanglement,and wegivean exposition of knot-theoretic recoupling
theory, its relationship with topological quantum ¯eld theory and apply these
methodsto produce unitary representationsof the braid groupsthat are densein
the unitary groups. Our methods are rooted in the bracketstate sum model for
the Jonespolynomial. We give our resultsfor a large classof representations
based on valuesfor the bracket polynomial that are roots of unity. We make
a separate and self-contained study of the quantum universal Fibonacci model
in this framework. We apply our results to give quantum algorithms for the
computation of the colored Jones polynomials for knots and links, and the
Witten-Reshetikhin-Turaev invariant of three manifolds.



     

0 In tro duction

This paper describes relationships between quantum topology and quantum
computing. It is a modi¯ed version of Chapter 14 of our book [18] and an
expandedversionof [58]. Quantum topology is, roughly speaking,that part of
low-dimensionaltopology that interacts with statistical and quantum physics.
Many invariants of knots, links and three dimensional manifolds have been
born of this interaction, and the form of the invariants is closelyrelated to the
form of the computation of amplitudes in quantum mechanics. Consequently,
it is fruitful to move back and forth between quantum topological methods
and the techniquesof quantum information theory.

We sketch the background topology, discussanalogies(such as topologi-
cal entanglement and quantum entanglement), show direct correspondences
betweencertain topologicaloperators (solutions to the Yang-Baxter equation)
and universalquantum gates. Wethen describe the background for topological
quantum computing in terms of Temperley{Lieb (we will sometimesabbrevi-
ate this to TL) recouplingtheory. This is a recouplingtheory that generalizes
standard angular momentum recoupling theory, generalizesthe Penrosethe-
ory of spin networks and is inherently topological. Temperley{Lieb recoupling
Theory is basedon the bracket polynomial model [37, 44] for the Jonespoly-
nomial. It is built in terms of diagrammaticcombinatorial topology. The same
structure can be explained in terms of the SU(2)q quantum group, and has
relationshipswith functional integration and Witten's approach to topological
quantum ¯eld theory. Nevertheless,the approach given herewill be unrelent-
ingly elementary. Elementary, doesnot necessarilymeansimple. In this case
an architecture is built from simple beginningsand this archictecture and its
recoupling languagecan be applied to many things including, e.g. colored
Jonespolynomials,Witten{Reshetikhin{T uraev invariants of three manifolds,
topological quantum ¯eld theory and quantum computing.

In quantum computing, the application of topology is most interesting
becausethe simplest non-trivial example of the Temperley{Lieb recoupling
Theory givesthe so-calledFibonaccimodel. The recouplingtheory yields rep-
resentations of the Artin braid group into unitary groups U(n) where n is a
Fibonaccinumber. Theserepresentations are densein the unitary group, and
canbeusedto model quantum computation universally in terms of representa-
tions of the braid group. Hencethe term: topological quantum computation.

In this paper, we outline the basics of the Temperely{Lieb Recoupling
Theory, and show explicitly how the Fibonaccimodel arisesfrom it. The dia-
grammatic computationsin the section11and 12arecompletelyself-contained
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and can be usedby a readerwho hasjust learnedthe bracket polynomial, and
wants to seehow thesedenseunitary braid group representations arise from
it. The outline of the parts of this paper is given below.

1. Knots and Braids

2. Quantum Mechanicsand Quantum Computation

3. Braiding Operators and Univervsal Quantum Gates

4. A Remark about EPR; Entanglement and Bell's Inequality

5. The Aravind Hypothesis

6. SU(2) Representations of the Artin Braid Group

7. The Bracket Polynomial and the JonesPolynomial

8. Quantum Topology, Cobordism Categories,Temperley-LiebAlgebra and
Topological Quantum Field Theory

9. Braiding and Topological Quantum Field Theory

10. Spin Networks and Temperley-Lieb RecouplingTheory

11. FibonacciParticles

12. The FibonacciRecouplingModel

13. Quantum Computation of Colored JonesPolynomials and the Witten-
Reshetikhin-Turaev Invariant

We should point out that while this paper attempts to be self-contained,
and hencehas someexpository material, most of the results are either new,
or are new points of view on known results. The material on SU(2) represen-
tations of the Artin braid group is new, and the relationship of this material
to the recoupling theory is new. The treatment of elementary cobordism cat-
egoriesis well-known, but new in the context of quantum information theory.
The reformulation of Temperley-Liebrecouplingtheory for the purposeof pro-
ducing unitary braid group representations is new for quantum information
theory, and directly related to much of the recent work of Freedmanand his
collaborators. The treatment of the Fibonacci model in terms of two-strand
recouplingtheory is newand at the sametime, the most elementary non-trivial
exampleof the recouplingtheory. The models in section10 for quantum com-
putation of colored Jonespolynomials and for quantum computation of the
Witten-Reshetikhin-Turaev invariant are new in this form of the recoupling
theory. They take a particularly simple aspect in this context.
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Hereis a very condensedpresentation of how unitary representations of the
braid group are constructedvia topological quantum ¯eld theoretic methods.
One has a mathematical particle with label P that can interact with itself to
produceeither itself labeledP or itself with the null label ∗: Weshall denotethe
interaction of two particlesP and Q by the expressionPQ; but it is understood
that the \v alue" of PQ is the result of the interaction, and this may partake
of a number of possibilities. Thus for our particle P, we have that PP may be
equal to P or to ∗ in a given situation. When ∗ interacts with P the result is
always P: When ∗ interacts with ∗ the result is always ∗: Oneconsidersprocess
spaceswherea row of particles labeledP can successively interact, subject to
the restriction that the endresult is P: For examplethe spaceV[(ab)c] denotes
the spaceof interactions of three particles labeledP: The particles are placed
in the positions a;b;c: Thus we begin with (PP)P: In a typical sequenceof
interactions, the ¯rst two P's interact to producea ∗; and the ∗ interacts with
P to produceP:

(PP)P −→ (∗)P −→ P:

In another possibility, the ¯rst two P's interact to produce a P; and the P
interacts with P to produceP:

(PP)P −→ (P)P −→ P:

It follows from this analysisthat the spaceof linear combinations of processes
V[(ab)c] is two dimensional. The two processeswe have just described can
be taken to be the qubit basis for this space. One obtains a representation
of the three strand Artin braid group on V[(ab)c] by assigningappropriate
phasechangesto each of the generating processes.One can think of these
phasesas corresponding to the interchangeof the particles labeleda and b in
the association (ab)c: The other operator for this representation corresponds
to the interchangeof b and c: This interchangeis accomplishedby a unitary
changeof basis mapping

F : V[(ab)c] −→ V[a(bc)]:

If
A : V [(ab)c] −→ V[(ba)c]

is the ¯rst braiding operator (corresponding to an interchangeof the ¯rst two
particles in the association) then the secondoperator

B : V[(ab)c] −→ V[(ac)b]

is accomplishedvia the formula B = F−1RF wherethe R in this formula acts
in the secondvector spaceV[a(bc)] to apply the phasesfor the interchangeof
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b and c: These issuesare illustrated in Figure 1, where the parenthesization
of the particles is indicated by circlesand by also by trees. The trees can be
taken to indicate patterns of particle interaction, wheretwo particles interact
at the branch of a binary tree to producethe particle product at the root. See
alsoFigure 28 for an illustration of the braiding B = F−1RF

F

R

Figure 1 - Braiding An yons.

In this scheme,vector spacescorresponding to associated strings of particle
interactions are interrelated by recoupling transformationsthat generalizethe
mapping F indicated above. A full representation of the Artin braid group
on each spaceis de¯ned in terms of the local interchangephasegatesand the
recoupling transformations. Thesegatesand transformations have to satisfy
a number of identities in order to producea well-de¯ned representation of the
braid group. Theseidentities werediscoveredoriginally in relation to topolog-
ical quantum ¯eld theory. In our approach the structure of phasegatesand
recoupling transformations arise naturally from the structure of the bracket
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model for the Jonespolynomial. Thus we obtain a knot-theoretic basis for
topological quantum computing.

In modeling the quantum Hall e®ect[86, 26, 15, 16], the braiding of quasi-
particles (collectiveexcitations) leadsto non-trival representations of the Artin
braid group. Such particles arecalledAnyons. The braiding in thesemodelsis
related to topological quantum ¯eld theory. It is hoped that the mathematics
we explain here will form a bridge betweentheoretical models of anyons and
their applications to quantum computing.

Ac knowledgemen t. The ¯rst author thanks the National ScienceFounda-
tion for support of this research under NSF Grant DMS-0245588. Much of
this e®ortwas sponsoredby the DefenseAdvancedResearch Projects Agency
(DARPA) and Air ForceResearch Laboratory, Air ForceMateriel Command,
USAF, under agreement F30602-01-2-05022.The U.S. Government is autho-
rized to reproduce and distribute reprints for Government purposesnotwith-
standing any copyright annotations thereon. The views and conclusionscon-
tained herein are those of the authors and should not be interpreted as nec-
essarily representing the o±cial policies or endorsements, either expressedor
implied, of the DefenseAdvanced Research Projects Agency, the Air Force
Research Laboratory, or the U.S. Government. (Copyright 2006.) It givesthe
authors pleasureto thank the Newton Institute in Cambridge England and ISI
in Torino, Italy for their hospitality during the inception of this research and
to thank Hilary Carteret for useful conversations.

1 Knots and Braids

The purposeof this sectionis to give a quick introduction to the diagrammatic
theory of knots, links and braids. A knot is an embedding of a circle in three-
dimensional space, taken up to ambient isotopy. The problem of deciding
whethertwo knots areisotopic is an exampleof a placementproblem, a problem
of studying the topologicalforms that canbe madeby placing onespaceinside
another. In the caseof knot theory weconsiderthe placements of a circle inside
three dimensionalspace.There are many applications of the theory of knots.
Topology is a background for the physical structure of real knots made from
rope of cable. As a result, the ¯eld of practical knot tying is a ¯eld of applied
topologythat existedwell beforethe mathematicaldisciplineof topologyarose.
Then again long moleculessuch as rubber moleculesand DNA moleculescan
be knotted and linked. There have beena number of intenseapplications of
knot theory to the study of DN A [81] and to polymer physics[61]. Knot theory
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is closely related to theoretical physics as well with applications in quantum
gravit y [85, 78, 53] and many applicationsof ideasin physicsto the topological
structure of knots themselves[44].

Quantum topology is the study and invention of topological invariants via
the useof analogiesand techniquesfrom mathematical physics. Many invari-
ants such as the Jonespolynomial are constructedvia partition functions and
generalizedquantum amplitudes. As a result, oneexpects to seerelationships
betweenknot theory and physics. In this paper we will study how knot the-
ory can be usedto produce unitary representations of the braid group. Such
representations can play a fundamental role in quantum computing.

Figure 2 - A knot diagram.

I

II

III

Figure 3 - The Reidemeister Mo ves.
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That is, two knots areregardedasequivalent if oneembeddingcanbeobtained
from the other through a continuous family of embeddingsof circles in three-
space. A link is an embedding of a disjoint collection of circles, taken up to
ambient isotopy. Figure 2 illustrates a diagram for a knot. The diagram is
regardedboth as a schematic picture of the knot, and as a plane graph with
extra structure at the nodes(indicating how the curve of the knot passesover
or under itself by standard pictorial conventions).
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Figure 4 - Braid Generators.

Ambient isotopy is mathematically the sameas the equivalencerelation
generatedon diagrams by the Reidemeistermoves. These moves are illus-
trated in Figure 3. Each move is performed on a local part of the diagram
that is topologically identical to the part of the diagram illustrated in this
¯gure (these ¯gures are representativ e examplesof the typesof Reidemeister
moves) without changing the rest of the diagram. The Reidemeistermoves
are useful in doing combinatorial topology with knots and links, notably in
working out the behaviour of knot invariants. A knot invariant is a func-
tion de¯ned from knots and links to someother mathematical object (such as
groupsor polynomialsor numbers) such that equivalent diagramsare mapped
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to equivalent objects (isomorphicgroups,identical polynomials,identical num-
bers). The Reidemeistermovesare of great usefor analyzing the structure of
knot invariants and they are closelyrelated to the Artin braid group, which we
discussbelow.

Hopf Link

Figure Eight Knot

Trefoil Knot

Figure 5 - Closing Braids to form knots and links.

b CL(b)

Figure 6 - Borromean Rings as a Braid Closure.

A braid is an embedding of a collection of strands that have their endsin
two rows of points that are set oneabove the other with respect to a choiceof
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vertical. The strands are not individually knotted and they are disjoint from
one another. SeeFigures 4, 5 and 6 for illustrations of braids and moves on
braids. Braids can be multiplied by attaching the bottom row of one braid
to the top row of the other braid. Taken up to ambient isotopy, ¯xing the
endpoints, the braids form a group under this notion of multiplication. In
Figure 4 we illustrate the form of the basicgeneratorsof the braid group, and
the form of the relations amongthesegenerators.Figure 5 illustrates how to
closea braid by attaching the top strandsto the bottom strandsby a collection
of parallel arcs. A key theoremof Alexanderstatesthat every knot or link can
be represented as a closedbraid. Thus the theory of braids is critical to the
theory of knots and links. Figure 6 illustrates the famousBorromeanRings (a
link of three unknotted loops such that any two of the loops are unlinked) as
the closureof a braid.

Let Bn denotethe Artin braid group on n strands. We recall herethat Bn

is generatedby elementary braids {s1; · · · ; sn−1} with relations

1. si sj = sj si for |i − j | > 1,

2. si si+1si = si+1si si+1 for i = 1; · · · n − 2:

SeeFigure 4 for an illustration of the elementary braids and their relations.
Note that the braid grouphasa diagrammatictopologicalinterpretation, where
a braid is an intertwining of strands that lead from one set of n points to
another set of n points. The braid generatorssi are represented by diagrams
where the i -th and (i + 1)-th strands wind around one another by a single
half-twist (the senseof this turn is shown in Figure 4) and all other strands
drop straight to the bottom. Braids are diagrammedvertically as in Figure 4,
and the products are taken in order from top to bottom. The product of two
braid diagrams is accomplishedby adjoining the top strands of one braid to
the bottom strands of the other braid.

In Figure 4 we have restricted the illustration to the four-stranded braid
group B4: In that ¯gure the three braid generatorsof B4 are shown, and then
the inverseof the ¯rst generatoris drawn. Following this, oneseesthe identities
s1s−1

1 = 1 (where the identit y element in B4 consistsin four vertical strands),
s1s2s1 = s2s1s2; and ¯nally s1s3 = s3s1:

Braids are a key structure in mathematics. It is not just that they are a
collectionof groupswith a vivid topologicalinterpretation. From the algebraic
point of view the braid groupsBn are important extensionsof the symmetric
groupsSn : Recall that the symmetricgroupSn of all permutations of n distinct
objects haspresentation as shown below.
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1. s2
i = 1 for i = 1; · · · n − 1;

2. si sj = sj si for |i − j | > 1,

3. si si+1si = si+1si si+1 for i = 1; · · · n − 2:

Thus Sn is obtained from Bn by setting the squareof each braiding generator
equal to one. We have an exact sequenceof groups

1−→ Bn −→ Sn −→ 1

exhibiting the Artin braid group as an extensionof the symmetric group.

In the next sectionswe shall show how representations of the Artin braid
group are rich enoughto provide a denseset of transformations in the uni-
tary groups. Thus the braid groupsare in principle fundamental to quantum
computation and quantum information theory.

2 Quan tum Mec hanics and Quan tum Compu-
tation

We shall quickly indicate the basic principles of quantum mechanics. The
quantum information context encapsulatesa concisemodel of quantum theory:

The initial state of a quantum processis a vector |v〉 in a complexvector
space H: Measurement returns basis elements¯ of H with probability

|〈¯ |v〉|2=〈v |v〉
where 〈v |w〉 = v†w with v† the conjugatetransposeof v: A physical processoc-
curs in steps|v〉 −→ U |v〉 = |Uv〉 where U is a unitary linear transformation.

Note that since 〈Uv |Uw〉 = 〈v |U†U|w〉 = 〈v |w〉 = when U is unitary, it
follows that probability is preserved in the courseof a quantumprocess.

One of the details required for any speci¯c quantum problem is the nature
of the unitary evolution. This is speci¯ed by knowing appropriate information
about the classicalphysicsthat supports the phenomena.This information is
usedto choosean appropriateHamiltonian through which the unitary operator
is constructed via a correspondenceprinciple that replacesclassicalvariables
with appropriate quantum operators. (In the path integral approach oneneeds
a Langrangian to construct the action on which the path integral is based.)
One needsto know certain aspects of classicalphysics to solve any speci¯c
quantum problem.
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A key concept in the quantum information viewpoint is the notion of the
superposition of states. If a quantum systemhas two distinct states |v〉 and
|w〉; then it has in¯nitely many states of the form a|v〉 + b|w〉 where a and b
are complex numbers taken up to a commonmultiple. States are \really" in
the projective spaceassociated with H: There is only one superposition of a
singlestate |v〉 with itself. On the other hand, it is most convenient to regard
the states |v〉 and |w〉 as vectors in a vector space.We than take it as part of
the procedureof dealing with states to normalize them to unit length. Once
again, the superposition of a state with itself is again itself.

Dirac [23] introduced the \bra -(c)-ket" notation 〈A |B 〉 = A†B for the
inner product of complex vectors A; B ∈ H . He also separatedthe parts of
the bracket into the bra < A | and the ket |B 〉: Thus

〈A |B 〉 = 〈A | |B 〉
In this interpretation, the ket |B 〉 is identi¯ed with the vector B ∈ H , while the
bra < A | is regardedasthe element dual to A in the dual spaceH ∗. The dual
element to A corresponds to the conjugatetransposeA† of the vector A, and
the inner product is expressedin conventional languageby the matrix product
A†B (which is a scalarsinceB is a column vector). Having separatedthe bra
and the ket, Dirac can write the \k et-bra" |A〉〈B | = AB †: In conventional
notation, the ket-bra is a matrix, not a scalar, and we have the following
formula for the squareof P = |A〉〈B | :

P2 = |A〉〈B ||A〉〈B | = A(B †A)B † = (B †A)AB † = 〈B |A〉P:

The standard example is a ket-bra P = |A 〉〈A| where 〈A |A〉 = 1 so that
P2 = P: Then P is a projection matrix, projecting to the subspaceof H that
is spannedby the vector |A〉. In fact, for any vector |B 〉 we have

P |B 〉 = |A〉〈A | |B 〉 = |A〉〈A |B 〉 = 〈A |B 〉|A〉:
If {|C1〉; |C2〉; · · · |Cn〉} is an orthonormal basisfor H , and

Pi = |Ci 〉〈Ci |;

then for any vector |A〉 we have

|A〉 = 〈C1 |A〉|C1〉 + · · · + 〈Cn |A〉|Cn〉:
Hence

〈B |A〉 = 〈B |C1〉〈C1 |A〉 + · · · + 〈B |Cn〉〈Cn |A〉
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One wants the probability of starting in state |A〉 and ending in state |B 〉:
The probability for this event is equal to |〈B |A〉|2. This can be re¯ned if we
have more knowledge. If the intermediate states |Ci 〉 are a complete set of
orthonormal alternativesthen we can assumethat 〈Ci |Ci 〉 = 1 for each i and
that § i |Ci 〉〈Ci | = 1: This identit y now corresponds to the fact that 1 is the
sum of the probabilities of an arbitrary state being projected into oneof these
intermediate states.

If there are intermediate states between the intermediate states this for-
mulation can be continued until one is summing over all possiblepaths from
A to B: This becomesthe path integral expressionfor the amplitude 〈B |A〉:

2.1 What is a Quan tum Computer?

A quantum computer is, abstractly, a composition U of unitary transforma-
tions, together with an initial state and a choice of measurement basis. One
runs the computer by repeatedly initializing it, and then measuringthe result
of applying the unitary transformation U to the initial state. The results of
these measurements are then analyzed for the desired information that the
computer was set to determine. The key to using the computer is the design
of the initial state and the designof the composition of unitary transforma-
tions. The reader should consult [71] for more speci¯c examplesof quantum
algorithms.

Let H be a given ¯nite dimensionalvector spaceover the complexnumbers
C: Let {W0; W1; :::; Wn} bean orthonormal basisfor H sothat with |i〉 := |Wi 〉
denoting Wi and 〈i | denoting the conjugatetransposeof |i〉, we have

〈i |j 〉 = ±ij

where±ij denotesthe Kronecker delta (equal to onewhen its indicesare equal
to one another, and equal to zero otherwise). Given a vector v in H let
|v|2 := 〈v|v〉: Note that 〈i |v is the i -th coordinate of v:

An measurement of v returns one of the coordinates |i〉 of v with probability
|〈i |v|2: This model of measurement is a simple instanceof the situation with a
quantum mechanical systemthat is in a mixed state until it is observed. The
result of observation is to put the systeminto oneof the basisstates.

When the dimensionof the spaceH is two (n = 1), a vector in the space
is called a qubit. A qubit represents one quantum of binary information. On
measurement, one obtains either the ket |0〉 or the ket |1〉. This constitutes
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the binary distinction that is inherent in a qubit. Note however that the
information obtained is probabilistic. If the qubit is

|Ã〉 = ®|0〉 + ¯ |1〉;
then the ket |0〉 is observed with probability |®|2, and the ket |1〉 is observed
with probability |¯ |2: In speakingof an idealizedquantum computer,wedo not
specify the nature of measurement processbeyond theseprobability postulates.

In the caseof generaldimensionn of the spaceH , we will call the vectors
in H qunits. It is quite common to use spacesH that are tensor products
of two-dimensionalspaces(so that all computations are expressedin terms of
qubits) but this is not necessaryin principle. Onecanstart with a givenspace,
and later work out factorizations into qubit transformations.

A quantum computation consistsin the application of a unitary transfor-
mation U to an initial qunit Ã = a0|0〉 + ::: + an |n〉 with |Ã|2 = 1, plus an
measurement of UÃ: A measurement of UÃ returns the ket |i〉 with probabil-
it y |〈i |UÃ|2. In particular, if we start the computer in the state |i〉, then the
probability that it will return the state |j 〉 is |〈j |U|i〉|2:

It is the necessity for writing a given computation in terms of unitary
transformations, and the probabilistic nature of the result that characterizes
quantum computation. Such computation could be carried out by an idealized
quantum mechanical system. It is hoped that such systemscan be physically
realized.

3 Braiding Op erators and Univ ersal Quan tum
Gates

A classof invariants of knots and links called quantum invariants can be con-
structed by using representations of the Artin braid group, and more speci¯-
cally by using solutions to the Yang-Baxter equation [10], ¯rst discovered in
relation to 1 + 1 dimensionalquantum ¯eld theory, and 2 dimensionalstatis-
tical mechanics. Braiding operators feature in constructing representations of
the Artin braid group, and in the construction of invariants of knots and links.

A key concept in the construction of quantum link invariants is the as-
sociation of a Yang-Baxter operator R to each elementary crossingin a link
diagram. The operator R is a linear mapping

R: V ⊗ V −→ V ⊗ V
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de¯ned on the 2-fold tensor product of a vector spaceV; generalizingthe per-
mutation of the factors (i.e., generalizinga swap gate when V represents one
qubit). Such transformations are not necessarilyunitary in topological appli-
cations. It is usefulto understandwhenthey canbe replacedby unitary trans-
formations for the purposeof quantum computing. Such unitary R-matrices
can be usedto make unitary representations of the Artin braid group.

A solution to the Yang-Baxterequation,asdescribed in the last paragraph
is a matrix R; regardedas a mapping of a two-fold tensor product of a vector
spaceV ⊗ V to itself that satis¯es the equation

(R ⊗ I )( I ⊗ R)(R ⊗ I ) = (I ⊗ R)(R ⊗ I )( I ⊗ R):

From the point of view of topology, the matrix R is regardedasrepresenting an
elementary bit of braiding represented by onestring crossingover another. In
Figure 7 wehaveillustrated the braiding identit y that correspondsto the Yang-
Baxter equation. Each braiding picture with its three input lines (below) and
output lines(above) correspondsto a mappingof the three fold tensorproduct
of the vector spaceV to itself, as required by the algebraicequation quoted
above. The pattern of placement of the crossingsin the diagram corresponds
to the factors R⊗ I and I ⊗R: This crucial topologicalmove hasan algebraic
expressionin terms of such a matrix R: Our approach in this sectionto relate
topology, quantum computing, and quantum entanglement is through the use
of the Yang-Baxter equation. In order to accomplish this aim, we need to
study solutions of the Yang-Baxter equation that are unitary. Then the R
matrix can be seeneither as a braiding matrix or as a quantum gate in a
quantum computer.

=

RIR I

RI

RI

RI

R I

R I

R I

Figure 7 The Yang-Baxter equation -
(R ⊗ I )( I ⊗ R)(R ⊗ I ) = (I ⊗ R)(R ⊗ I )( I ⊗ R):
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The problem of ¯nding solutions to the Yang-Baxter equation that are
unitary turns out to be surprisingly di±cult. Dye [25] has classi¯ed all such
matrices of size4× 4: A rough summary of her classi¯cation is that all 4×
4 unitary solutions to the Yang-Baxter equation are similar to one of the
following typesof matrix:

R =

0

B
B
B
B
@

1=
√

2 0 0 1=
√

2
0 1=

√
2 −1=

√
2 0

0 1=
√

2 1=
√

2 0
−1=
√

2 0 0 1=
√

2

1

C
C
C
C
A

R′ =

0

B
B
B
@

a 0 0 0
0 0 b 0
0 c 0 0
0 0 0 d

1

C
C
C
A

R′′ =

0

B
B
B
@

0 0 0 a
0 b 0 0
0 0 c 0
d 0 0 0

1

C
C
C
A

wherea,b,c,d are unit complexnumbers.
For the purposeof quantum computing, oneshould regard each matrix as

acting on the stamdard basis{|00〉; |01〉; |10〉; |11〉} of H = V ⊗ V; whereV is
a two-dimensionalcomplexvector space.Then, for examplewe have

R|00〉 = (1=
√

2)|00〉 − (1=
√

2)|11〉;

R|01〉 = (1=
√

2)|01〉 + (1=
√

2)|10〉;
R|10〉 = −(1=

√
2)|01〉 + (1=

√
2)|10〉;

R|11〉 = (1=
√

2)|00〉 + (1=
√

2)|11〉:
The readershould note that R is the familiar change-of-basismatrix from the
standard basisto the Bell basisof entangled states.

In the caseof R′; we have

R′|00〉 = a|00〉; R′|01〉 = c|10〉;

R′|10〉 = b|01〉; R′|11〉 = d|11〉:
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Note that R′ can be regardedas a diagonal phasegate P, composedwith a
swap gate S:

P =

0

B
B
B
@

a 0 0 0
0 b 0 0
0 0 c 0
0 0 0 d

1

C
C
C
A

S =

0

B
B
B
@

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

1

C
C
C
A

Compositions of solutions of the (Braiding) Yang-Baxter equation with the
swap gate S are called solutions to the algebraic Yang-Baxter equation. Thus
the diagonalmatrix P is a solution to the algebraicYang-Baxter equation.

Remark. Another avenue related to unitary solutions to the Yang-Baxter
equationasquantum gatescomesfrom usingextra physical parametersin this
equation(the rapidit y parameter)that arerelated to statistical physics. In [90]
we discovered that solutions to the Yang-Baxter equation with the rapidit y
parameter allow many new unitary solutions. The signi¯cance of thesegates
for quatnum computing is still under investigation.

3.1 Univ ersal Gates

A two-qubit gateG is a unitary linear mapping G : V ⊗ V −→ V whereV is
a two complexdimensionalvector space.We say that the gate G is universal
for quantum computation (or just universal) if G together with local unitary
transformations (unitary transformations from V to V) generatesall unitary
transformationsof the complexvector spaceof dimension2n to itself. It is well-
known [71] that CN OT is a universalgate. (On the standard basis,CN OT is
the identit y when the ¯rst qubit is 0, and it ° ips the secondqbit, leaving the
¯rst alone,when the ¯rst qubit is 1:)

A gate G, as above, is said to be entanglingif there is a vector

|®¯ 〉 = |®〉 ⊗ |¯ 〉 ∈ V ⊗ V

such that G|®¯ 〉 is not decomposableasa tensorproduct of two qubits. Under
thesecircumstances,onesays that G|®¯ 〉 is entangled.
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In [17], the Brylinskis give a generalcriterion of G to be universal. They prove
that a two-qubit gateG is universal if and only if it is entangling.

Remark. A two-qubit pure state

|Á〉 = a|00〉 + b|01〉 + c|10〉 + d|11〉
is entangled exactly when (ad− bc) 6= 0: It is easyto use this fact to check
when a speci¯c matrix is, or is not, entangling.

Remark. There are many gates other than CN OT that can be used as
universalgatesin the presenceof local unitary transformations. Someof these
are themselves topological (unitary solutions to the Yang-Baxter equation,
see[56]) and themselves generaterepresentations of the Artin braid group.
ReplacingCN OT by a solution to the Yang-Baxter equation does not place
the local unitary transformations as part of the corresponding representation
of the braid group. Thus such substitutions give only a partial solution to
creating topological quantum computation. In this paper we are concerned
with braid group representations that include all aspectsof the unitary group.
Accordingly, in the next sectionwe shall ¯rst examinehow the braid group on
three strands can be represented as local unitary transformations.

Theorem. Let D denote the phasegate shown below. D is a solution to
the algebraicYang-Baxter equation (seethe earlier discussionin this section).
Then D is a universalgate.

D =

0

B
B
B
@

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

1

C
C
C
A

Pro of. It follows at oncefrom the Brylinski Theoremthat D is universal. For
a more speci¯c proof, note that CN OT = QDQ−1; where Q = H ⊗ I , H is
the 2× 2 Hadamard matrix. The conclusionthen follows at once from this
identit y and the discussionabove. We illustrate the matrices involved in this
proof below:

H = (1=
√

2)

Ã
1 1
1 −1

!

Q = (1=
√

2)

0

B
B
B
@

1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

1

C
C
C
A
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D =

0

B
B
B
@

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

1

C
C
C
A

QDQ−1 = QDQ =

0

B
B
B
@

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

1

C
C
C
A

= CN OT

This completesthe proof of the Theorem. 2

Remark. We thank Martin Roetteles[77] for pointing out the speci¯c factor-
ization of CN OT usedin this proof.
Theorem. The matrix solutions R′ and R′′ to the Yang-Baxter equation,
described above, areuniversalgatesexactly whenad−bc 6= 0 for their internal
parametersa;b;c;d: In particular, let R0 denotethe solution R′ (above) to the
Yang-Baxter equation with a = b= c = 1; d = −1:

R′ =

0

B
B
B
@

a 0 0 0
0 0 b 0
0 c 0 0
0 0 0 d

1

C
C
C
A

R0 =

0

B
B
B
@

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 −1

1

C
C
C
A

Then R0 is a universalgate.

Pro of. The ¯rst part follows at once from the Brylinski Theorem. In fact,
letting H be the Hadamard matrix as before,and

¾=

Ã
1=
√

2 i=
√

2
i=
√

2 1=
√

2

!

; ¸ =

Ã
1=
√

2 1=
√

2
i=
√

2 −i=
√

2

!

¹ =

Ã
(1− i )=2 (1 + i )=2
(1− i )=2 (−1− i )=2

!

:

Then
CN OT = (¸ ⊗ ¹ )(R0(I ⊗¾)R0)(H ⊗ H ):

This givesan explicit expressionfor CN OT in terms of R0 and local unitary
transformations (for which we thank Ben Reichardt). 2
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Remark. Let SWAP denotethe Yang-Baxter Solution R′ with a = b = c =
d = 1:

SWAP =

0

B
B
B
@

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

1

C
C
C
A

SWAP is the standard swap gate. Note that SWAP is not a universalgate.
This alsofollows from the Brylinski Theorem,sinceSWAP is not entangling.
Note alsothat R0 is the composition of the phasegate D with this swap gate.

Theorem. Let

R =

0

B
B
B
B
@

1=
√

2 0 0 1=
√

2
0 1=

√
2 −1=

√
2 0

0 1=
√

2 1=
√

2 0
−1=
√

2 0 0 1=
√

2

1

C
C
C
C
A

be the unitary solution to the Yang-Baxter equationdiscussedabove. Then R
is a universal gate. The proof below givesa speci¯c expressionfor CN OT in
terms of R:

Pro of. This result follows at once from the Brylinksi Theorem, since R is
highly entangling. For a direct computational proof, it su±ces to show that
CN OT can be generatedfrom R and local unitary transformations. Let

® =

Ã
1=
√

2 1=
√

2
1=
√

2 −1=
√

2

!

¯ =

Ã
−1=
√

2 1=
√

2
i=
√

2 i=
√

2

!

° =

Ã
1=
√

2 i=
√

2
1=
√

2 −i=
√

2

!

± =

Ã
−1 0
0 −i

!

Let M = ®⊗ ¯ and N = ° ⊗ ±: Then it is straightforward to verify that

CN OT = M RN:

This completesthe proof. 2

Remark. See[56] for more information about thesecalculations.
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4 A Remark about EPR; Engtanglemen t and
Bell's Inequalit y

A state |Ã〉 ∈ H ⊗n , where H is the qubit space,is said to be entangled if
it cannot be written as a tensor product of vectors from non-trivial factors
of H ⊗n : Such states turn out to be related to subtle nonlocality in quantum
physics. It helpsto placethis algebraicstructure in the context of a gedanken
experiment to seewhere the physics comesin. Thought experiments of the
sort we are about to describe were ¯rst devisedby Einstein, Podolosky and
Rosen,referredhenceforthas EPR:

Considerthe entangled state

S = (|0〉|1〉 + |1〉|0〉)=
√

2:

In an EPR thought experiment, we think of two \parts" of this state that
are separatedin space. We want a notation for theseparts and suggestthe
following:

L = ({|0〉}|1〉 + {|1〉}|0〉)=
√

2;

R = (|0〉{|1〉} + |1〉{|0〉})=
√

2:

In the left state L, an observer can only observe the left hand factor. In
the right state R, an observer can only observe the right hand factor. These
\states" L and R together comprisethe EPR state S; but they are accessible
individually just as are the two photons in the usual thought experiement.
One can transport L and R individually and we shall write

S = L ∗ R

to denotethat they are the \parts" (but not tensor factors) of S:

The curious thing about this formalism is that it includes a little bit of
macroscopicphysics implicitly , and so it makes it a bit more apparent what
EPR were concernedabout. After all, lots of things that we can do to L or
R do not a®ectS: For example,transporting L from oneplace to another, as
in the original experiment wherethe photons separate.On the other hand, if
Alice hasL and Bob hasR and Alice performsa local unitary transformation
on \her" tensor factor, this appliesto both L and R sincethe transformation
is actually being applied to the state S: This is also a \spooky action at a
distance" whoseconsequencedoesnot appear until a measurement is made.
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To go a bit deeper it is worthwhile seeingwhat entanglement, in the sense
of tensor indecomposability, hasto do with the structure of the EPR thought
experiment. To this end,we look at the structure of the Bell inequalitiesusing
the Clauser, Horne, Shimony, Holt formalism (CH SH ) as explained in the
book by Nielsenand Chuang [71]. For this we use the following observables
with eigenvalues±1:

Q =

Ã
1 0
0 −1

!

1

;

R =

Ã
0 1
1 0

!

1

;

S =

Ã
−1 −1
−1 1

!

2

=
√

2;

T =

Ã
1 −1
−1 −1

!

2

=
√

2:

The subscripts1 and 2 on thesematrices indicate that they are to operate on
the ¯rst and secondtensorfactors, repsectively, of a quantum state of the form

Á = a|00〉 + b|01〉 + c|10〉 + d|11〉:

To simplify the results of this calculation we shall hereassumethat the coef-
¯cients a;b;c;d are real numbers. We calculate the quantit y

¢ = 〈Á|QS|Á〉 + 〈Á|RS|Á〉 + 〈Á|RT |Á〉 − 〈Á|QT |Á〉;

¯nding that
¢ = (2− 4(a + d)2 + 4(ad− bc))=

√
2:

Classicalprobability calculation with random variablesof value±1 gives the
value of QS + RS + RT − QT = ±2 (with each of Q, R, S and T equal to
±1). Hencethe classicalexpectation satis¯es the Bell inequality

E(QS) + E(RS) + E(RT) − E(QT) ≤ 2:

That quantum expectation is not classicalis embodied in the fact that ¢ can
be greater than 2: The classiccaseis that of the Bell state

Á = (|01〉 − |10〉)=
√

2:

Here
¢ = 6=

√
2 > 2:
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In generalwe seethat the following inequality is neededin order to violate the
Bell inequality

(2− 4(a + d)2 + 4(ad− bc))=
√

2 > 2:

This is equivalent to

(
√

2− 1)=2 < (ad− bc) − (a + d)2:

Sincewe know that Á is entangled exactly whenad−bcis non-zero,this shows
that an unentangled state cannot violate the Bell inequality. This formula also
shows that it is possiblefor a state to be entangled and yet not violate the
Bell inequality. For example,if

Á = (|00〉 − |01〉 + |10〉 + |11〉)=2;

then ¢( Á) satis¯es Bell's inequality, but Á is an entangled state. We seefrom
this calculation that entanglement in the senseof tensor indecomposability,
and entanglement in the senseof Bell inequality violation for a given choice
of Bell operators are not equivalent concepts. On the other hand, Benjamin
Schumacher haspointed out [79] that any entangledtwo-qubit statewill violate
Bell inequalities for an appropriate choice of operators. This deepens the
context for our questionof the relationship betweentopological entanglement
and quantum entanglement. The Bell inequality violation is an indication of
quantum mechanical entanglement. One'sintuition suggeststhat it is this sort
of entanglement that should have a topological context.

5 The Ara vind Hyp othesis

Link diagramscan be usedasgraphical devicesand holdersof information. In
this vein Aravind [5] proposedthat the entanglement of a link should corre-
spond to the entanglement of a state. Measurementof a link wouldbe modeled
by deletingone component of the link. A key exampleis the Borromeanrings.
SeeFigure 8.
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Figure 8 - Borromean Rings

Deleting any component of the Boromean rings yields a remaining pair of
unlinked rings. The Borromeanrings are entangled, but any two of them are
unentangled. In this sensethe Borromean rings are analogousto the GH Z
state |GH Z 〉 = (1=

√
2)( |000〉 + |111〉). Measurement in any factor of the

GH Z yields an unentangled state. Aravind points out that this property is
basisdependent. We point out that there are stateswhoseentanglementafter
an measurementis a matter of probability (via quantumamplitudes). Consider
for examplethe state

|Ã〉 = |001〉 + |010〉 + |100〉:

Measurement in any coordinate yields an entangled or an unentangled state
with equalprobability. For example

|Ã〉 = |0〉(|01〉 + |10〉) + |1〉|00〉:

so that projecting to |1〉 in the ¯rst coordinate yields an unentangled state,
while projecting to |0〉 yields an entangled state, each with equalprobability.

New ways to use link diagrams must be invented to map the properties
of such states. One direction is to considerappropriate notions of quantum
knots so that one can formlate superpositions of topological typesas in [55].
But oneneedsto go deeper in this consideration.The relationship of topology
and physicsneedsto be examinedcarefully. We take the stancethat topolog-
ical properties of systemsare properties that remain invariant under certain
transformations that are identi¯ed as \top ological equivalences". In making
quantum physical models, these equivalencesshould correspond to unitary
transformations of an appropriate Hilbert space. Accordingly, we have for-
mulated a model for quantum knots [60] that meets these requirements. A
quantum knot systemrepresents the \quantum embodiment" of a closedknot-
ted physical pieceof rope. A quantum knot (i.e., an element |K 〉 lying in an
appropriate Hilbert spaceHn , asa state of this system,represents the state of
such a knotted closedpieceof rope, i.e., the particular spatial con¯guration of
the knot tied in the rope. Associated with a quantum knot systemis a group of
unitary transformationsAn , calledthe ambientgroup, which represents all pos-
sible ways of moving the rope around (without cutting the rope, and without
letting the rope passthrough itself.) Of course,unlike a classicalclosedpiece
of rope, a quantum knot can exhibit non-classicalbehavior, such as quantum
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superposition and quantum entanglement. The knot type of a quantum knot
|K 〉 is simply the orbit of the quantum knot under the action of the ambient
group An . This leads to new questionsconnectingquantum computing and
knot theory.

6 SU(2) Represen tations of the Artin Braid
Group

The purposeof this sectionis to determineall the representations of the three
strand Artin braid group B3 to the special unitary group SU(2) and concomi-
tantly to the unitary group U(2): One regardsthe groupsSU(2) and U(2) as
acting on a singlequbit, and so U(2) is usually regardedas the group of local
unitary transformations in a quantum information setting. If one is looking
for a coherent way to represent all unitary transformations by way of braids,
then U(2) is the place to start. Here we will show that there are many rep-
resentations of the three-strand braid group that generatea densesubsetof
U(2): Thus it is a fact that local unitary transformations can be "generated
by braids" in many ways.

We begin with the structure of SU(2): A matrix in SU(2) has the form

M =

Ã
z w
− ¹w ¹z

!

;

wherez and w are complexnumbers,and ¹z denotesthe complexconjugateof
z: To be in SU(2) it is required that Det(M ) = 1 and that M † = M −1 where
Det denotesdeterminant, and M † is the conjugate transposeof M : Thus if
z = a + bi and w = c + di wherea;b;c;d are real numbers,and i 2 = −1; then

M =

Ã
a + bi c + di
−c + di a− bi

!

with a2 + b2 + c2 + d2 = 1: It is convenient to write

M = a

Ã
1 0
0 1

!

+ b

Ã
i 0
0 −i

!

+ c

Ã
0 1
−1 0

!

+ d

Ã
0 i
i 0

!

;

and to abbreviate this decomposition as

M = a + bi + cj + dk
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where

1≡
Ã

1 0
0 1

!

; i ≡
Ã

i 0
0 −i

!

; j ≡;

Ã
0 1
−1 0

!

; k ≡
Ã

0 i
i 0

!

so that
i 2 = j 2 = k2 = ij k = −1

and
ij = k; j k = i; ki = j

j i = −k; kj = −i; ik = −j :

The algebraof 1; i; j ; k is called the quaternionsafter William Rowan Hamil-
ton who discoveredthis algebraprior to the discovery of matrix algebra. Thus
the unit quaternionsare identi¯ed with SU(2) in this way. We shall usethis
identi¯cation, and somefacts about the quaternionsto ¯nd the SU(2) repre-
sentations of braiding. First we recall somefacts about the quaternions.

1. Note that if q = a + bi + cj + dk (as above), then q† = a− bi− cj − dk
so that qq† = a2 + b2 + c2 + d2 = 1:

2. A generalquaternion has the form q = a + bi + cj + dk wherethe value
of qq† = a2 + b2 + c2 + d2; is not ¯xed to unity. The length of q is by
de¯nition

q
qq†:

3. A quaternion of the form r i + sj + tk for real numbers r; s; t is said to
be a pure quaternion. We identify the set of pure quaternionswith the
vector spaceof triples (r; s; t) of real numbers R3:

4. Thus a generalquaternion has the form q = a + bu where u is a pure
quaternion of unit length and a and b are arbitrary real numbers. A unit
quaternion(element of SU(2)) hasthe addition property that a2+ b2 = 1:

5. If u is a pure unit length quaternion, then u2 = −1: Note that the
set of pure unit quaternions forms the two-dimensional sphere S2 =
{(r; s; t)|r 2 + s2 + t2 = 1} in R3:

6. If u; v are pure quaternions,then

uv = −u · v + u× v

whre u · v is the dot product of the vectors u and v; and u × v is the
vector crossproduct of u and v: In fact, one can take the de¯nition of
quaternion multiplication as

(a + bu)(c + dv) = ac+ bc(u) + ad(v) + bd(−u · v + u× v);
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and all the above properties are consequencesof this de¯nition. Note
that quaternion multiplication is associative.

7. Let g = a + bu be a unit length quaternion so that u2 = −1 and a =
cos(µ=2); b = sin(µ=2) for a chosenangle µ: De¯ne Ág : R3 −→ R3 by
the equation Ág(P) = gPg†; for P any point in R3; regardedas a pure
quaternion. Then Ág is an orientation preservingrotation of R3 (hence
an element of the rotation group SO(3)). Speci¯cally, Ág is a rotation
about the axis u by the angleµ: The mapping

Á : SU(2) −→ SO(3)

is a two-to-one surjective map from the special unitary group to the
rotation group. In quaternionic form, this result wasprovedby Hamilton
and by Rodrigues in the middle of the nineteeth century. The speci¯c
formula for Ág(P) as shown below:

Ág(P) = gPg−1 = (a2 − b2)P + 2ab(P × u) + 2(P · u)b2u:

We want a representation of the three-strand braid group in SU(2): This
meansthat we want a homomorphism½: B3 −→ SU(2); and hencewe want
elements g = ½(s1) and h = ½(s2) in SU(2) representing the braid group
generatorss1 and s2: Sinces1s2s1 = s2s1s2 is the generatingrelation for B3;
the only requirement on g and h is that ghg = hgh: We rewrite this relation
as h−1gh = ghg−1; and analyzeits meaningin the unit quaternions.

Suppose that g = a + bu and h = c + dv where u and v are unit pure
quaternionsso that a2 + b2 = 1 and c2 + d2 = 1: then ghg−1 = c+ dÁg(v) and
h−1gh = a + bÁh¡ 1 (u): Thus it follows from the braiding relation that a = c;
b = ±d; and that Ág(v) = ±Áh¡ 1 (u): However, in the casewhere there is a
minus sign we have g = a + bu and h = a− bv = a + b(−v): Thus we can now
prove the following Theorem.

Theorem. If g = a + bu and h = c + dv are pure unit quaternions,then,
without lossof generality, the braid relation ghg = hgh is true if and only if
h = a + bv; and Ág(v) = Áh¡ 1 (u): Furthermore, given that g = a + bu and
h = a+ bv; the condition Ág(v) = Áh¡ 1 (u) is satis¯ed if and only if u ·v = a2−b2

2b2

when u 6= v: If u = v then then g = h and the braid relation is trivially
satis¯ed.

Pro of. We have proved the ¯rst sentence of the Theorem in the discussion
prior to its statement. Therefore assumethat g = a + bu;h = a + bv; and
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Ág(v) = Áh¡ 1 (u): Wehavealreadystated the formula for Ág(v) in the discussion
about quaternions:

Ág(v) = gvg−1 = (a2 − b2)v + 2ab(v× u) + 2(v · u)b2u:

By the sametoken, we have

Áh¡ 1 (u) = h−1uh = (a2 − b2)u + 2ab(u×−v) + 2(u · (−v))b2(−v)

= (a2 − b2)u + 2ab(v× u) + 2(v · u)b2(v):

Hencewe require that

(a2 − b2)v + 2(v · u)b2u = (a2 − b2)u + 2(v · u)b2(v):

This equation is equivalent to

2(u · v)b2(u− v) = (a2 − b2)(u− v):

If u 6= v; then this implies that

u · v =
a2 − b2

2b2
:

This completesthe proof of the Theorem. 2

An Example. Let
g = eiµ = a + bi

wherea = cos(µ) and b= sin(µ): Let

h = a + b[(c2 − s2)i + 2csk]

wherec2 + s2 = 1 and c2 − s2 = a2−b2

2b2 : Then we can rewrite g and h in matrix
form as the matrices G and H: Instead of writing the explicit form of H; we
write H = F GF † whereF is an element of SU(2) as shown below.

G =

Ã
eiµ 0
0 e−iµ

!

F =

Ã
ic is
is −ic

!

This representation of braiding where one generatorG is a simple matrix of
phases,while the other generatorH = F GF † is derived from G by conjugation
by a unitary matrix, hasthe possibility for generalizationto representations of
braid groups (on greater than three strands) to SU(n) or U(n) for n greater
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than 2: In fact we shall seejust such representations constructed later in this
paper, by using a version of topological quantum ¯eld theory. The simplest
exampleis given by

g = e7¼i=10

f = i¿ + k
√

¿

h = f r f −1

where¿2+ ¿ = 1: Then g andh satisfyghg = hgh andgeneratea representation
of the three-strand braid group that is densein SU(2): We shall call this the
Fibonacci representation of B3 to SU(2):

Densit y. Considerrepresentations of B3 into SU(2) producedby the method
of this section. That is considerthe subgroupSU[G; H ] of SU(2) generatedby
a pair of elements {g; h} such that ghg = hgh: We wish to understand when
such a representation will be densein SU(2): We needthe following lemma.

Lemma. eai ebj eci = cos(b)ei (a+c) + sin(b)ei (a−c)j : Henceany element of SU(2)
can be written in the form eai ebj eci for appropriate choicesof anglesa;b;c: In
fact, if u and v are linearly independent unit vectors in R3; then any element
of SU(2) can be written in the form

eauebvecu

for appropriate choicesof the real numbers a;b;c:

Pro of. It is easyto check that

eai ebj eci = cos(b)ei (a+c) + sin(b)ei (a−c)j :

This completesthe veri¯cation of the identit y in the statement of the Lemma.

Let v be any unit direction in R3 and ¸ an arbitrary angle. We have

ev¸ = cos(¸ ) + sin(¸ )v;

and
v = r + si + (p + qi )j

wherer 2 + s2 + p2 + q2 = 1: So

ev¸ = cos(¸ ) + sin(¸ )[r + si] + sin(¸ )[p + qi ]j

= [(cos(¸ ) + sin(¸ )r ) + sin(¸ )si] + [sin(¸ )p + sin(¸ )qi ]j :
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By the identit y just proved, we can chooseanglesa;b;c so that

ev¸ = eia ej beic :

Hence
cos(b)ei (a+c) = (cos(¸ ) + sin(¸ )r ) + sin(¸ )si

and
sin(b)ei (a−c) = sin(¸ )p + sin(¸ )qi:

Supposewe keepv ¯xed and vary ¸: Then the last equationsshow that this
will result in a full variation of b:

Now consider

eia 0
ev¸ eic0

= eia 0
eia ej beiceib0

= ei (a0+a)ej bei (c+c0):

By the basic identit y, this shows that any element of SU(2) can be written in
the form

eia 0
ev¸ eic0

:

Then, by applying a rotation, we ¯nally concludethat if u and v are linearly
independent unit vectors in R3; then any element of SU(2) can be written in
the form

eauebvecu

for appropriate choicesof the real numbers a;b;c: 2

This Lemmacanbeusedto verify the density of a representation, by ¯nding
two elements A and B in the representation such that the powersof A aredense
in the rotations about its axis, and the powersof B are densein the rotations
about its axis, and such that the axesof A and B are linearly independent in
R3: Then by the Lemma the set of elements Aa+cB bAa−c are densein SU(2):
It follows for example, that the Fibonacci representation described above is
densein SU(2); and indeed the genericrepresentation of B3 into SU(2) will
be densein SU(2): Our next task is to describe representations of the higher
braid groups that will extend someof these unitary repressentations of the
three-strand braid group. For this we needmore topology.

7 The Brac ket Polynomial and the Jones Poly-
nomial

Wenow discussthe Jonespolynomial. Weshall construct the Jonespolynomial
by using the bracket state summation model [37]. The bracket polynomial,
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invariant under Reidmeister moves I I and I I I, can be normalized to give an
invariant of all three Reidemeistermoves. This normalized invariant, with a
changeof variable, is the Jonespolynomial [35, 36]. The Jonespolynomial was
originally discoveredby a di®erent method than the onegiven here.

The bracket polynomial , < K > = < K > (A), assignsto each unoriented
link diagram K a Laurent polynomial in the variable A, such that

1. If K and K ′ are regularly isotopic diagrams,then < K > = < K ′ > .

2. If K tO denotesthe disjoint union of K with an extra unknotted and un-
linkedcomponent O (alsocalled`loop' or `simpleclosedcurve' or `Jordan
curve'), then

< K tO > = ± < K >;

where

± = −A2 − A−2:

3. < K > satis¯es the following formulas

< Â > = A < ³ > + A−1 < )(>

< Â > = A−1 < ³ > + A < )(>;

wherethe small diagramsrepresent parts of larger diagramsthat are identical
except at the site indicated in the bracket. We take the convention that the
letter chi, Â, denotesa crossingwhere the curved line is crossing over the
straight segment. The barred letter denotesthe switch of this crossing,where
the curved line is undercrossingthe straight segment. SeeFigure 9 for a graphic
illustration of this relation, and an indication of the convention for choosing
the labels A and A−1 at a given crossing.
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-1
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-1
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-1
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< > = A < > + < >
-1

A

< > = A< > + < >
-1

A

Figure 9 - Brac ket Smoothings

It is easyto seethat Properties 2 and 3 de¯ne the calculation of the bracket
on arbitrary link diagrams. The choicesof coe±cients (A and A−1) and the
valueof ± make the bracket invariant under the ReidemeistermovesI I and I I I.
Thus Property 1 is a consequenceof the other two properties.

In computing the bracket, one ¯nds the following behaviour under Reide-
meister move I:

< ° > = −A3 <^>

and
< ° > = −A−3 <^>

where ° denotes a curl of positive type as indicated in Figure 10, and °
indicatesa curl of negative type, asalsoseenin this ¯gure. The type of a curl
is the sign of the crossingwhen we orient it locally. Our convention of signsis
also given in Figure 10. Note that the type of a curl doesnot depend on the
orientation we choose.The small arcson the right hand sideof theseformulas
indicate the removal of the curl from the corresponding diagram.

The bracket is invariant under regular isotopy and can be normalized to an
invariant of ambient isotopy by the de¯nition

f K (A) = (−A3)−w(K ) < K > (A);
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wherewechosean orientation for K , and wherew(K ) is the sumof the crossing
signsof the oriented link K . w(K ) is called the writhe of K . The convention
for crossingsignsis shown in Figure 10.

or

or

+ -

+ +

- -

+

-

Figure 10 - Crossing Signs and Curls

One useful consequenceof theseformulas is the following switching formula

A < Â > −A−1 < Â > = (A2 − A−2) < ³ > :

Note that in these conventions the A-smoothing of Â is ³; while the A-
smoothing of Â is )( : Properly interpreted, the switching formula above says
that you can switch a crossingand smooth it either way and obtain a three
diagram relation. This is useful sincesomecomputations will simplify quite
quickly with the proper choicesof switching and smoothing. Remember that
it is necessaryto keeptrack of the diagramsup to regular isotopy (the equiv-
alencerelation generatedby the secondand third Reidemeistermoves). Here
is an example. View Figure 11.

K U U'

Figure 11 { Trefoil and Tw o Relativ es
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Figure 11showsa trefoil diagramK , an unknot diagramU and anotherunknot
diagram U′: Applying the switching formula, we have

A−1 < K > −A < U > = (A−2 − A2) < U′ >

and < U > = −A3 and < U′ > = (−A−3)2 = A−6: Thus

A−1 < K > −A(−A3) = (A−2 − A2)A−6:

Hence
A−1 < K > = −A4 + A−8 − A−4:

Thus
< K > = −A5 − A−3 + A−7:

This is the bracket polynomial of the trefoil diagram K :

Since the trefoil diagram K has writhe w(K ) = 3; we have the normalized
polynomial

f K (A) = (−A3)−3 < K > = −A−9(−A5 − A−3 + A−7) = A−4 + A−12 − A−16:

The bracket model for the Jonespolynomial is quite useful both theoreti-
cally and in terms of practical computations. One of the neatestapplications
is to simply compute, as we have done, f K (A) for the trefoil knot K and de-
termine that f K (A) is not equal to f K (A−1) = f −K (A): This shows that the
trefoil is not ambient isotopic to its mirror image,a fact that is much harder
to prove by classicalmethods.

The State Summation. In order to obtain a closedformula for the bracket,
we now describe it as a state summation. Let K be any unoriented link
diagram. De¯ne a state, S, of K to be a choiceof smoothing for each crossing
of K : There are two choicesfor smoothing a given crossing,and thus there are
2N states of a diagram with N crossings.In a state we label each smoothing
with A or A−1 accordingto the left-right convention discussedin Property 3
(seeFigure 9). The label is called a vertex weight of the state. There are
two evaluations related to a state. The ¯rst one is the product of the vertex
weights, denoted

< K |S > :

The secondevaluation is the number of loops in the state S, denoted

||S||:
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De¯ne the state summation, < K > , by the formula

< K > =
X

S

< K |S > ±||S||−1:

It follows from this de¯nition that < K > satis¯es the equations

< Â > = A < ³ > + A−1 < )(>;

< K tO > = ± < K >;

< O > = 1:

The ¯rst equation expressesthe fact that the entire set of states of a given
diagram is the union, with respect to a given crossing,of those states with
an A-type smoothing and thosewith an A−1-type smoothing at that crossing.
The secondand the third equationareclearfrom the formula de¯ning the state
summation. Hencethis state summation producesthe bracket polynomial as
we have described it at the beginningof the section.

Remark. By a changeof variablesoneobtains the original Jonespolynomial,
VK (t); for oriented knots and links from the normalizedbracket:

VK (t) = f K (t−
1
4 ):

Remark. The bracket polynomial providesa connectionbetweenknot theory
and physics, in that the state summation expressionfor it exhibits it as a
generalizedpartition function de¯ned on the knot diagram. Partition functions
are ubiquitous in statistical mechanics, where they expressthe summation
over all statesof the physical systemof probability weighting functions for the
individual states. Such physical partition functions contain large amounts of
information about the correspondingphysicalsystem. Someof this information
is directly present in the properties of the function, such as the location of
critical points and phasetransition. Someof the information can be obtained
by di®erentiating the partition function, or performing other mathematical
operations on it.

There is much more in this connectionwith statistical mechanics in that
the local weights in a partition function are often expressedin terms of solu-
tions to a matrix equation called the Yang-Baxter equation, that turns out to
¯t perfectly invarianceunder the third Reidemeistermove. As a result, there
are many ways to de¯ne partition functions of knot diagramsthat give rise to
invariants of knots and links. The subject is intertwined with the algebraic
structure of Hopf algebrasand quantum groups,useful for producing system-
atic solutions to the Yang-Baxter equation. In fact Hopf algebrasare deeply

35



      

connectedwith the problem of constructing invariants of three-dimensional
manifolds in relation to invariants of knots. We have chosen,in this survey
paper, to not discussthe details of these approaches, but rather to proceed
to Vassilievinvariants and the relationshipswith Witten's functional integral.
The readeris referredto [37, 38, 39, 40, 43, 44, 3, 35, 36, 45, 75, 76, 83, 84] for
more information about relationshipsof knot theory with statistical mechan-
ics, Hopf algebrasand quantum groups. For topology, the key point is that
Lie algebrascan be usedto construct invariants of knots and links.

7.1 Quan tum Computation of the Jones Polynomial

Can the invariants of knots and links such as the Jones polynomial be con-
¯gured as quantum computers? This is an important question becausethe
algorithms to compute the Jonespolynomial are known to be N P-hard, and
socorrespondingquantum algorithms may shedlight on the relationshipof this
level of computational complexity with quantum computing (See[29]). Such
modelscanbeformulated in terms of the Yang-Baxterequation[37, 38, 44, 49].
The next paragraphexplainshow this comesabout.

In Figure 12, we indicate how topological braiding plus maxima (caps)
and minima (cups) can be used to con¯gure the diagram of a knot or link.
This also can be translated into algebraby the association of a Yang-Baxter
matrix R (not necessarilythe R of the previoussections)to each crossingand
other matrices to the maxima and minima. There are modelsof very e®ective
invariants of knots and links such asthe Jonespolynomial that canbe put into
this form [49]. In this way of looking at things, the knot diagramcanbeviewed
as a picture, with time as the vertical dimension,of particles arising from the
vacuum, interacting (in a two-dimensionalspace)and ¯nally annihilating one
another. The invariant takes the form of an amplitude for this processthat
is computed through the association of the Yang-Baxter solution R as the
scattering matrix at the crossingsand the minima and maxima as creation
and annihilation operators. Thus we can write the amplitude in the form

ZK = 〈CUP |M |CAP 〉

where 〈CUP | denotesthe composition of cups, M is the composition of ele-
mentary braiding matrices,and |CAP 〉 is the composition of caps. We regard
〈CUP | asthe preparation of this state, and |CAP 〉 asthe measurement of this
state. In order to view ZK as a quantum computation, M must be a unitary
operator. This is the casewhen the R-matrices (the solutions to the Yang-
Baxter equationusedin the model) areunitary. Each R-matrix is viewedasa a
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quantum gate (or possiblya composition of quantum gates),and the vacuum-
vacuum diagram for the knot is interpreted as a quantum computer. This
quantum computer will probabilistically (via quantum amplitudes) compute
the valuesof the states in the state sum for ZK .

x

xxx

x xx

x

ZK = 〈CAP |M |CUP〉

M

Unitary Braiding

Quantum Computation

〈CAP |(M easurement)

|CUP〉(Preparation)
-

6

@@

@@
�

�
��

@
@

@
@

��

� �
� �

��@
@

@
@

Figure 12 A Knot Quan tum Computer

We should remark, however, that it is not necessarythat the invariant
be modeled via solutions to the Yang-Baxter equation. One can useunitary
representations of the braid group that are constructedin other ways. In fact,
the presently successfulquantum algorithms for computing knot invariants
indeedusesuch representations of the braid group, and we shall seethis below.
Nevertheless,it is usefulto point out this analogybetweenthe structure of the
knot invariants and quantum computation.

Quantum algorithms for computing the Jonespolynomial have been dis-
cussedelsewhere.See[49, 56, 1, 59, 2, 88]. Here,asan example,wegivea local
unitary representation that can be usedto compute the Jonespolynomial for
closuresof 3-braids. We analyze this representation by making explicit how
the bracket polynomial is computed from it, and showing how the quantum
computation devolvesto ¯nding the trace of a unitary transformation.

The idea behind the construction of this representation dependsupon the
algebra generatedby two single qubit density matrices (ket-bras). Let |v〉
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and |w〉 be two qubits in V; a complex vector spaceof dimension two over
the complex numbers. Let P = |v〉〈v| and Q = |w〉〈w| be the corresponding
ket-bras. Note that

P2 = |v|2P;

Q2 = |w|2Q;

PQP = |〈v|w〉|2P;

QPQ = |〈v|w〉|2Q:

P and Q generatea representation of the Temperley-Liebalgebra(SeeSection
5 of the present paper). One can adjust parametersto make a representation
of the three-strand braid group in the form

s1 7−→ rP + sI ;

s2 7−→ tQ + uI ;

whereI is the identit y mapping on V and r; s; t; u are suitably chosenscalars.
In the following we usethis method to adjust such a representation so that it
is unitary. Note also that this is a local unitary representation of B3 to U(2):
We leave it as an exersisefor the reader to verify that it ¯ts into our general
classi¯cation of such representations asgiven in section3 of the present paper.

Here is a speci¯c representation depending on two symmetric matrices U1

and U2 with

U1 =

"
d 0
0 0

#

= d|w〉〈w|

and

U2 =

"
d−1

√
1− d−2√

1− d−2 d− d−1

#

= d|v〉〈v|

wherew = (1; 0); and v = (d−1;
√

1− d−2); assumingthe entries of v are real.
Note that U2

1 = dU1 and U2
2 = dU1: Moreover, U1U2U1 = U1 and U2U1U2 = U1:

This is an exampleof a speci¯c representation of the Temperley-Lieb algebra
[37, 49]. The desiredrepresentation of the Artin braid group is given on the
two braid generatorsfor the three strand braid group by the equations:

©(s1) = AI + A−1U1;

©(s2) = AI + A−1U2:

Here I denotesthe 2× 2 identit y matrix.
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For any A with d = −A2 − A−2 theseformulas de¯ne a representation of the
braid group. With A = eiµ , we have d = −2cos(2µ). We ¯nd a speci¯c range
of anglesµ in the following disjoint union of angular intervals

µ ∈ [0; ¼=6]t [¼=3; 2¼=3]t [5¼=6; 7¼=6]t [4¼=3; 5¼=3]t [11¼=6; 2¼]

that give unitary representationsof the three-strand braid group. Thus a spe-
cialization of a more general represention of the braid group gives rise to a
continuous family of unitary representations of the braid group.

Lemma. Note that the traces of these matrices are given by the formulas
tr (U1) = tr (U2) = d while tr (U1U2) = tr (U2U1) = 1: If b is any braid, let I (b)
denote the sum of the exponents in the braid word that expressesb. For b a
three-strand braid, it follows that

©(b) = A I (b)I + ¦( b)

where I is the 2× 2 identit y matrix and ¦( b) is a sum of products in the
Temperley-Lieb algebrainvolving U1 and U2:

We omit the proof of this Lemma. It is a calculation. To seeit, consider
an example. Supposethat b= s1s−1

2 s1: Then

©(b) = ©(s1s−1
2 s1) = ©(s1)©(s−1

2 )©(s1) =

(AI + A−1U1)(A−1I + AU2)(AI + A−1U1):

The sum of products over the generatorsU1 and U2 of the Temperley{Lieb
algebracomesfrom expandingthis expression.

Sincethe Temperley-Lieb algebra in this dimension is generatedby I ,U1,
U2, U1U2 and U2U1, it follows that the value of the bracket polynomial of the
closureof the braid b, denoted< b>; canbe calculateddirectly from the trace
of this representation, except for the part involving the identit y matrix. The
result is the equation

< b> = A I (b)d2 + tr (¦( b))

whereb denotesthe standard braid closureof b, and the sharpbrackets denote
the bracket polynomial. From this we seeat oncethat

< b> = tr (©(b)) + A I (b)(d2 − 2):

It follows from this calculation that the questionof computing the bracket
polynomial for the closureof the three-strandbraid b is mathematically equiv-
alent to the problem of computing the trace of the unitary matrix ©(b):
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The Hadamard Test
In order to (quantum) computethe trace of a unitary matrix U, onecanuse

the Hadamard test to obtain the diagonal matrix elements 〈Ã|U|Ã〉 of U: The
trace is then the sumof thesematrix elements as |Ã〉 runs over an orthonormal
basisfor the vector space.We ¯rst obtain

1
2

+
1
2

Re〈Ã|U|Ã〉

as an expectation by applying the Hadamard gate H

H |0〉 =
1√
2

(|0〉 + |1〉)

H |1〉 =
1√
2

(|0〉 − |1〉)

to the ¯rst qubit of

CU ◦ (H ⊗ 1)|0〉|Ã〉 =
1√
2

(|0〉 ⊗ |Ã〉 + |1〉 ⊗ U|Ã〉:

HereCU denotescontrolled U; acting as U when the control bit is |1〉 and the
identit y mapping when the control bit is |0〉: We measurethe expectation for
the ¯rst qubit |0〉 of the resulting state

1
2

(H |0〉 ⊗ |Ã〉 + H |1〉 ⊗ U|Ã〉) =
1
2

(( |0〉 + |1〉) ⊗ |Ã〉 + (|0〉 − |1〉) ⊗ U|Ã〉)

=
1
2

(|0〉 ⊗ (|Ã〉 + U|Ã〉) + |1〉 ⊗ (|Ã〉 − U|Ã〉)) :

This expectation is

1
2

(〈Ã| + 〈Ã|U†)( |Ã〉 + U|Ã〉) =
1
2

+
1
2

Re〈Ã|U|Ã〉:

The imaginary part is obtained by applying the sameprocedureto

1√
2

(|0〉 ⊗ |Ã〉 − i |1〉 ⊗ U|Ã〉

This is the method used in [1], and the reader may wish to contemplate its
e±ciency in the context of this simple model. Note that the Hadamard test
enablesthis quantum computation to estimate the trace of any unitary ma-
trix U by repeatedtrials that estimate individual matrix entries 〈Ã|U|Ã〉: We
shall return to quantum algorithms for the Jonespolynomial and other knot
polynomials in a subsequent paper.
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8 Quan tum Topology, Cob ordism Categories,
Temp erley-Lieb Algebra and Topological Quan-
tum Field Theory

The purposeof this section is to discussthe general idea behind topological
quantum ¯eld theory, and to illustrate its application to basic quantum me-
chanicsand quantum mechanical formalism. It is useful in this regard to have
available the conceptof category, and we shall begin the sectionby discussing
this far-reaching mathematical concept.

De¯nition. A category Cat consistsin two related collections:

1. Obj(Cat), the objects of Cat; and

2. M orph(Cat), the morphismsof Cat:

satisfying the following axioms:

1. Each morphism f is associated to two objects of Cat, the domain of f
and the codomain of f. Letting A denotethe domain of f and B denote
the codomain of f ; it is customary to denote the morphism f by the
arrow notation f : A −→ B:

2. Given f : A −→ B and g : B −→ C where A, B and C are objects of
Cat, then there existsan associated morphism g◦ f : A −→ C called the
composition of f and g.

3. To each object A of Cat there is a uniqueidentity morphism1A : A −→ A
such that 1A ◦f = f for any morphismf with codomainA, and g◦1A = g
for any morphism g with domain A:

4. Given three morphismsf : A −→ B, g : B −→ C and h : C −→ D, then
composition is associative. That is

(h ◦ g) ◦ f = h ◦ (g ◦ f ):

If Cat1 and Cat2 are two categories,then a functor F : Cat1 −→ Cat2 consists
in functions FO : Obj(Cat1) −→ Obj(Cat2) and FM : M orph(Cat1) −→
M orph(Cat2) such that identit y morphisms and composition of morphisms
are preserved under thesemappings. That is (writing just F for FO and FM ),

1. F (1A ) = 1F (A ),

2. F (f : A −→ B) = F (f ) : F (A) −→ F (B),
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3. F (g ◦ f ) = F (g) ◦ F (f ).

A functor F : Cat1 −→ Cat2 is a structure preservingmapping from one
categoryto another. It is often convenient to think of the imageof the functor
F as an interpretation of the ¯rst category in terms of the second. We shall
use this terminology below and sometimesrefer to an interpretation without
specifying all the details of the functor that describesit.

The notion of category is a broad mathematical concept, encompassing
many ¯elds of mathematics. Thus one has the category of sets where the
objects are sets (collections) and the morphismsare mappingsbetweensets.
One has the category of topological spaceswhere the objects are spacesand
the morphisms are continuous mappings of topological spaces. One has the
categoryof groupswherethe objects are groupsand the morphismsare homo-
morphisms of groups. Functors are structure preservingmappings from one
category to another. For example, the fundamental group is a functor from
the categoryof topological spaceswith basepoint, to the categoryof groups.
In all the examplesmentioned so far, the morphisms in the category are re-
strictions of mappings in the category of sets, but this is not necessarilythe
case.For example,any group G can be regardedas a category, Cat(G), with
one object ∗: The morphisms from ∗ to itself are the elements of the group
and composition is group multiplication. In this example, the object has no
internal structure and all the complexity of the category is in the morphisms.

The Artin braid groupBn canberegardedasa categorywhosesingleobject
is an orderedrow of points [n] = {1; 2; 3; :::; n}: The morphismsare the braids
themselvesand composition is the multiplication of the braids. A givenordered
row of points is interpretedasthe starting or endingrow of points at the bottom
or the top of the braid. In the caseof the braid category, the morphismshave
both external and internal structure. Each morphism producesa permutation
of the orderedrow of points (correspondingto the begiinningand endingpoints
of the individual braid strands), and weaving of the braid is extra structure
beyond the object that is its domain and codomain. Finally, for this example,
we can take all the braid groups Bn (n a positive integer) under the wing of
a single category, Cat(B), whoseobjects are all ordered rows of points [n],
and whosemorphismsare of the form b : [n] −→ [n] whereb is a braid in Bn :
The readermay wish to have morphismsbetweenobjects with di®erent n. We
will have this shortly in the Temperley-Lieb category and in the category of
tangles.

The n-Cobordism Category, Cob[n], hasas its objects smooth manifolds of
dimensionn, and asits morphisms,smooth manifoldsM n+1 of dimensionn+ 1
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with a partition of the boundary, @M n+1, into two collectionsof n-manifolds
that we denote by L(M n+1) and R(M n+1): We regard M n+1 as a morphism
from L(M n+1) to R(M n+1)

M n+1 : L(M n+1) −→ R(M n+1):

As we shall see,thesecobordism categoriesare highly signi¯cant for quantum
mechanics,and the simplestone,Cob[0] is directly relatedto the Dirac notation
of bras and kets and to the Temperley-Lieb algebara. We shall concentrate
in this section on these cobordism categories,and their relationships with
quantum mechanics.

One can choose to consider either oriented or non-oriented manifolds, and
within unoriented manifolds there are thosethat are orientable and thosethat
are not orientable. In this section we will implicitly discussonly orientable
manifolds, but we shall not specify an orientation. In the next section, with
the standard de¯nition of topologicalquantum ¯eld theory, the manifolds will
be oriented. The de¯nitions of the cobordism categoriesfor oriented manifolds
go over mutatis mutandis.

Lets begin with Cob[0]. Zero dimensional manifolds are just collections
of points. The simplest zero dimensional manifold is a single point p. We
take p to be an object of this categoryand also∗, where∗ denotesthe empty
manifold (i.e. the empty set in the categoryof manifolds). The object ∗ occurs
in Cob[n] for every n, sinceit is possiblethat either the left set or the right set
of a morphism is empty. A line segment S with boundary points p and q is a
morphism from p to q.

S : p−→ q

SeeFigure 13. In this ¯gure we have illustrated the morphism from p to p:
The simplest convention for this category is to take this morphism to be the
identit y. Thus if we look at the subcategoryof Cob[0] whoseonly object is p,
then the only morphism is the identit y morphism. Two points occur as the
boundary of an interval. The readerwill note that Cob[0] and the usual arrow
notation for morphismsarevery closelyrelated. This is a placewherenotation
and mathematical structure sharecommonelements. In generalthe objects of
Cob[0] consistin the empty object ∗ and non-empty rowsof points, symbolized
by

p⊗ p⊗ · · · ⊗ p⊗ p:

Figure 13 alsocontains a morphism

p⊗ p−→ ∗
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and the morphism
∗ −→ p⊗ p:

The ¯rst represents a cobordism of two points to the empty set (via the bound-
ing curved interval). The secondrepresents a cobordism from the empty set
to two points.

Identity 

p

f: p                 p

p

pp

*

pp

*

Figure 13 - Elemen tary Cob ordisms

In Figure 14, we have indicated more morphisms in Cob[0], and we have
namedthe morphismsjust discussedas

|­ 〉 : p⊗ p−→ ∗;

〈£ | : ∗ −→ p⊗ p:

The point to notice is that the usual conventions for handling Dirac bra-kets
are essentially the sameas the compostion rules in this topological category.
Thus in Figure 14 we have that

〈£ | ◦ |­ 〉 = 〈£ |­ 〉 : ∗ −→ ∗

represents a cobordism from the empty manifold to itself. This cobordism is
topologically a circle and, in the Dirac formalism is interpreted as a scalar.
In order to interpret the notion of scalar we would have to map the cobor-
dism categoryto the categoryof vector spacesand linear mappings. We shall
discussthis after describingthe similarities with quantum mechanical formal-
ism. Nevertheless,the readershould note that if V is a vector spaceover the
complexnumbers C, then a linear mapping from C to C is determinedby the
imageof 1, and henceis characterizedby the scalar that is the imageof 1. In
this sensea mapping C −→ C can be regardedas a possibleimage in vector
spacesof the abstract structure 〈£ |­ 〉 : ∗ −→ ∗. It is thereforeassumedthat
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in Cob[0] the composition with the morphism 〈£ |­ 〉 commutes with any other
morphism. In that way 〈£ |­ 〉 behaveslike a scalarin the cobordism category.
In general,an n + 1 manifold without boundary behavesasa scalarin Cob[n],
and if a manifold M n+1 can be written as a union of two submanifoldsLn+1

and Rn+1 so that that an n-manifold W n is their commonboundary:

M n+1 = Ln+1 ∪ Rn+1

with

Ln+1 ∩ Rn+1 = W n

then, we can write

〈M n+1〉 = 〈Ln+1 ∪ Rn+1〉 = 〈Ln+1|Rn+1〉;

and 〈M n+1〉 will be a scalar (morphism that commutes with all other mor-
phisms) in the categoryCob[n].
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Figure 14 - Bras, Kets and Pro jectors

45



      

S

I

S    =  I
2

SU = US = U

Figure 15 - Perm utations
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Figure 16 - Pro jectors in Tensor Lines and Elemen tary Topology

Getting back to the contents of Figure 14, note how the zero dimensional
cobordism categoryhasstructural parallels to the Dirac ket{bra formalism

U = |­ 〉〈£ |

UU = |­ 〉〈£ |­ 〉〈£ | = 〈£ |­ 〉|­ 〉〈£ | = 〈£ |­ 〉U:

In the cobordism category, the bra{ket and ket{bra formalism is seenas pat-
terns of connectionof the one-manifoldsthat realizethe cobordisms.
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Now view Figure 15. This Figure illustrates a morphism S in Cob[0] that
requires two crossedline segments for its planar representation. Thus S can
be regardedas a non-trivial permutation, and S2 = I where I denotesthe
identit y morphisms for a two-point row. From this example, it is clear that
Cob[0] contains the structure of all the syymmetric groupsand more. In fact,
if we take the subcateogry of Cob[0] consisting of all morphisms from [n] to
[n] for a ¯xed positive integern; then this givesthe well-known Brauer algebra
(see[13]) extending the symmetric group by allowing any connectionsamong
the points in the two rows. In this sense,one could call Cob[0] the Brauer
category. We shall return to this point of view later.

In this section,weshall beconcentrating on the part of Cob[0] that doesnot
involve permutations. This part canbe characterizedby thosemorphismsthat
can be represented by planar diagramswithout crosssingsbetweenany of the
line segments (the one-manifolds).We shall call this crossinglesssubcategory
of Cob[0] the Temperley-LiebCategory and denoteit by CatTL: In CatTL we
have the subcategoryTL[n] whoseonly objects are the row of n points and the
empty object ∗, and whosemorphismscanall be represented by con¯gurations
that embed in the planeasin the morphismsP and Q in Figure 16. Note that
with the empty object ∗, the morphismwhosediagram is a singleloop appears
in TL[n] and is taken to commute with all other morphisms.

The Temperley-Lieb Algebra, Al gTL[n] is generatedby the morphismsin
TL[n] that go from [n] to itself. Up to multiplication by the loop, the product
(composition) of two such morphisms is another ° at morphism from [n] to
itself. For algebraicpurposesthe loop ∗ −→ ∗ is taken to be a scalaralgebraic
variable ± that commutes with all elements in the algebra. Thus the equation

UU = 〈£ |­ 〉U:

becomes
UU = ±U

in the algebra. In the algebrawe are allowed to add morphismsformally and
this addition is taken to be commutativ e. Initially the algebra is taken with
coe±cients in the integers,but a di®erent commutativ e ring of coe±cients can
be chosenand the value of the loop may be taken in this ring. For example,
for quantum mechanical applications it is natural to work over the complex
numbers. The multiplicativ e structure of Al gTL[n] can be described by gen-
eratorsand relations as follows: Let I n denotethe identit y morphism from [n]
to [n]: Let Ui denotethe morphism from [n] to [n] that connectsk with k for
k < i and k > i + 1 from onerow to the other, and connectsi to i + 1 in each
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row. Then the algebra Al gTL[n] is generatedby {I n ; U1; U2; · · · ; Un−1} with
relations

U2
i = ±Ui

Ui Ui+1Ui = Ui

Ui Uj = Uj Ui : |i − j | > 1:

These relations are illustrated for three strands in Figure 16. We leave the
commuting relation for the reader to draw in the casewhere n is four or
greater. For a proof that theseare indeedall the relations, see[52].

Figures 16 and 17 indicate how the zero dimensionalcobordism category
contains structure that goeswell beyond the usual Dirac formalism. By ten-
soring the ket{bra on one side or another by identit y morphisms, we obtain
the beginningsof the Temperley-Lieb algebra and the Temperley-Lieb cate-
gory. Thus Figure 17 illustrates the morphisms P and Q obtained by such
tensoring,and the relation PQP = P which is the sameas U1U2U1 = U1

Note the composition at the bottom of the Figure 17. Here we seea com-
position of the identit y tensoredwith a ket, followed by a bra tensoredwith
the identit y. The diagrammatic for this association involves \straigh tening"
the curved structure of the morphism to a straight line. In Figure 18 we have
elaborated this situation even further, pointing out that in this categoryeach
of the morphisms 〈£ | and |­ 〉 can be seen,by straightening, as mappings
from the generating object to itself. We have denoted these corresponding
morphisms by £ and ­ respectively. In this way there is a correspondence
betweenmorphismsp⊗ p−→ ∗ and morphims p−→ p:

In Figure 18 we have illustrated the generalization of the straightening
procedure of Figure 17. In Figure 17 the straightening occurs becausethe
connectionstructure in the morphism of Cob[0] doesnot depend on the wan-
dering of curvesin diagramsfor the morphismsin that category. Nevertheless,
onecan envisagea more complexinterpretation of the morphismswhereeach
one-manifold(line segment) has a label, and a multiplicit y of morphismscan
correspond to a single line segment. This is exactly what we expect in inter-
pretations. For example, we can interpret the line segment [1] −→ [1] as a
mapping from a vector spaceV to itself. Then [1]−→ [1] is the diagrammatic
abstraction for V −→ V; and there aremany instancesof linear mappingsfrom
V to V.

At the vector spacelevel there is a duality betweenmappingsV ⊗V −→ C
and linear mapsV −→ V: Speci¯cally, let

{|0〉; · · · ; |m〉}
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be a basisfor V: Then £ : V −→ V is determinedby

£ |i〉 = £ ij |j 〉

(wherewehaveusedthe Einstein summationconvention on the repeatedindex
j ) corresponds to the bra

〈£ | : V ⊗ V −→ C

de¯ned by
〈£ |ij 〉 = £ ij :

Given 〈£ | : V ⊗ V −→ C; we associate £ : V −→ V in this way.

Comparing with the diagrammatic for the category Cob[0], we say that
£ : V −→ V is obtained by straighteningthe mapping

〈£ | : V ⊗ V −→ C:

Note that in this interpretation, the bras and kets are de¯ned relative to the
tensor product of V with itself and [2] is interpreted as V ⊗ V: If we interpret
[2] asa singlevector spaceW; then the usual formalismsof bras and kets still
passover from the cobordism category.
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<    ||    >1

 =

 =

P

Q

|     ><     |1 1{ } { }

Q

Q

W

W

Q W
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}{

 =
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PQP      P =

 = R

R 1 =

Figure 17 - The Basic Temp erley-Lieb Relation
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Figure 18 - The Key to Teleportation

Figure 18 illustrates the staightening of |£ 〉 and 〈­ |; and the straightening
of a composition of these applied to |Ã〉; resulting in |Á〉: In the left-hand
part of the bottom of Figure 18 we illustrate the preparation of the tensor
product |£ 〉 ⊗ |Ã〉 followed by a successfulmeasurement by 〈­ | in the second
two tensor factors. The resulting singlequbit state, as seenby straightening,
is |Á〉 = £ ◦ ­ |Ã〉:

From this, weseethat it is possibleto reversibly, indeedunitarily , transform
a state |Ã〉 via a combination of preparation and measurement just so long as
the straightenings of the preparation and measurement (£ and ­) are each
invertible (unitary). This is the key to teleportation [51, 20, 21]. In the
standard teleportation procedureone choosesthe preparation £ to be (up to
normalization) the 2 dimensionalidentit y matrix sothat |µ〉 = |00〉+ |11〉: If the
successfulmeasurement ­ is also the identit y, then the transmitted state |Á〉
will be equalto |Ã〉: In generalwe will have |Á〉 = ­ |Ã〉: Onecan then choosea
basisof measurements |­ 〉; each corresponding to a unitary transformation ­

50



    

sothat the recipient of the transmissioncan rotate the result by the inverseof
­ to reconsitute |Ã〉 if he is given the requisite information. This is the basic
designof the teleportation procedure.

There is much more to say about the categoryCob[0] and its relationship
with quantum mechanics. We will stop here,and invite the reader to explore
further. Later in this paper, we shall use theseideasin formulating our rep-
resentations of the braid group. For now, we point out how things look as we
move upward to Cob[n] for n > 0: In Figure 19 we show typical cobordisms
(morphisms) in Cob[1] from two circlesto onecircle and from onecircle to two
circles. Theseare often called \pairs of pants". Their composition is a surface
of genus one seenas a morphism from two circles to two circles. The bottom
of the ¯gure indicates a ket-bra in this dimension in the form of a mapping
from onecircle to onecircle asa composition of a cobordism of a circle to the
empty set and a cobordism from the empty set to a circle (circles bounding
disks). As we go to higher dimensionsthe structure of cobordisms becomes
more interesting and morecomplicated. It is remarkable that there is somuch
structure in the lowest dimensionsof thesecategories.

Figure 19 - Corb ordisms of 1-Manifolds are Surfaces
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9 Braiding and Topological Quan tum Field The-
ory

The purpose of this section is to discussin a very general way how braid-
ing is related to topological quantum ¯eld theory. In the section to follow,
we will use the Temperley-Lieb recoupling theory to produce spec¯c unitary
representations of the Artin braid group.

The ideasin the subject of topological quantum ¯eld theory (TQFT) are
well expressedin the book [6] by MichaelAtiy ah and the paper [87] by Edward
Witten. Here is Atiy ah's de¯nition:

De¯nition. A TQFT in dimensiond is a functor Z (§) from the cobordism
category Cob[d] to the category Vect of vector spacesand linear mappings
which assigns

1. a ¯nite dimensional vector spaceZ(§) to each compact, oriented d-
dimensionalmanifold § ;

2. a vector Z (Y) ∈ Z(§) for each compact, oriented (d + 1)-dimensional
manifold Y with boundary § :

3. a linear mapping Z(Y) : Z (§ 1) −→ Z(§ 2) when Y is a (d + 1)-manifold
that is a cobordism between§ 1 and § 2 (whencethe boundary of Y is
the union of § 1 and −§ 2:

The functor satis¯es the following axioms.

1. Z (§ †) = Z (§) † where § † denotes the manifold § with the opposite
orientation and Z(§) † is the dual vector space.

2. Z (§ 1 ∪ § 2) = Z (§ 1) ⊗ Z(§ 2) where∪ denotesdisjoint union.

3. If Y1 is a cobordism from § 1 to § 2; Y2 is a cobordism from § 2 to § 3 and
Y is the composite cobordism Y = Y1 ∪Σ2 Y2; then

Z(Y) = Z(Y2) ◦ Z(Y1) : Z (§ 1) −→ Z(§ 2)

is the composite of the corresponding linear mappings.

4. Z (Á) = C (C denotesthe complexnumbers) for the empty manifold Á:

5. With § × I (where I denotesthe unit interval) denoting the identit y
cobordism from § to § ; Z (§ × I ) is the identit y mapping on Z(§) :
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Note that, in this view a TQFT is basically a functor from the cobordism
categoriesde¯ned in the last sectionto Vector Spacesover the complexnum-
bers. We have already seenthat in the lowest dimensionalcaseof cobordisms
of zero-dimensionalmanifolds, this gives rise to a rich structure related to
quatum mechanics and quantum information theory. The remarkable fact is
that the caseof three-dimensionsis also related to quantum theory, and to
the lower-dimensionalversionsof the TQFT. This gives a signi¯cant way to
think about three-manifold invariants in terms of lower dimensionalpatterns
of interaction. Here follows a brief description.

Regard the three-manifold as a union of two handlebodies with boundary
an orientable surfaceSg of genus g: The surfaceis divided up into trinions as
illustrated in Figure 20. A trinion is a surfacewith boundary that is topo-
logically equivalent to a spherewith three punctures. The trinion constitutes,
in itself a cobordism in Cob[1] from two circles to a single circle, or from a
singlecircle to two circles,or from three circlesto the empty set. The pattern
of a trinion is a triv alent graphical vertex, as illustrated in Figure 20. In that
¯gure we show the triv alent vertex graphical pattern drawn on the surfaceof
the trinion, forming a graphical pattern for this combordism. It should be
clear from this ¯gure that any cobordism in Cob[1] can be diagrammedby a
triv alent graph, so that the category of triv alent graphs (as morphismsfrom
ordered sets of points to ordered sets of points) has an image in the cate-
gory of cobordismsof compact one-dimensionalmanifolds. Given a surfaceS
(possiblywith boundary) and a decomposition of that surfaceinto triions, we
associate to it a triv alent graph G(S; t) wheret denotesthe particular trinion
decomposition.

In this correspondence,distinct graphs can correspond to topologically
identical cobordisms of circles, as illustrated in Figure 22. It turns out that
the graphical structure is important, and that it is extraordinarily useful to
articulate transformations between the graphs that correspond to the home-
omorphismsof the corresponding surfaces.The beginning of this structure is
indicated in the bottom part of Figure 22.

In Figure 23 we illustrate another feature of the relationship betweemsur-
facesand graphs. At the top of the ¯gure we indicate a homeomorphism
betweena twisted trinion and a standard trinion. The homeomorphismleaves
the endsof the trinion (denotedA,B and C) ¯xed while undoing the internal
twist. This can be accomplishedas an ambient isotopy of the embeddingsin
three dimensionalspacethat are indicated by this ¯gure. Below this isotopy
we indicate the corresponding graphs. In the graph category there will have
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to be a transformation betweena braided and an unbraided triv alent vertex
that corresponds to this homeomorphism.

Trinion

Figure 20 - Decomp osition of a Surface in to Trinions

a b

c

d

e fa b

c

ε V(            )

V(                                )ε

Figure 21 - Triv alent Vectors
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Figure 22 - Trinion Associativit y
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Figure 23 - Tub e Twist
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From the point of view that we shall take in this paper, the key to the
mathematicalstructure of three-dimensionalTQFT liesin the triv alent graphs,
including the braiding of grapical arcs. We can think of thesebraided graphs
as representing idealizedFeynman diagrams,with the triv alent vertex as the
basicparticle interaction vertex, and the braiding of lines representing an in-
teraction resulting from an exchangeof particles. In this view one thinks of
the particles as moving in a two-dimensionalmedium, and the diagrams of
braiding and triv alent vertex interactionsasindications of the temporal events
in the system, with time indicated in the direction of the morphisms in the
category. Adding such graphs to the categoryof knots and links is an exten-
sion of the tanglecategory whereonehasalready extendedbraids to allow any
embedding of strands and circles that start in n ordered points and end in
m ordered points. The tangle category includes the braid category and the
Temperley-Lieb category. Theseare both included in the categoryof braided
triv alent graphs.

Thinking of the basic triv alent vertex as the form of a particle interaction
there will be a set of particle states that can label each arc incident to the
vertex. In Figure 21 we illustrate the labeling of the triv alent graphsby such
particle states. In the next two sectionswe will seespeci¯c rules for labeling
such states. Hereit su±cesto note that there will besomerestrictions on these
labels, so that a triv alent vertex hasa set of possiblelabelings. Similarly, any
triv alent graph will have a set of admissiblelabelings. Theseare the possible
particle processesthat this graph can support. We take the set of admissible
labelings of a given graph G as a basis for a vector spaceV(G) over the
complexnumbers. This vector spaceis the spaceof processesassociated with
the graph G: Given a surface S and a decomposition t of the surface into
trinions, we have the associated graph G(S; t) and hencea vector spaceof
processesV(G(S; t)). It is desirableto have this vector spaceindependent of
the particular decomposition into trinions. If this can be accomplished,then
the set of vector spacesand linear mappings associated to the surfacescan
consitute a functor from the categoryof cobordismsof one-manifoldsto vector
spaces,and hencegives rise to a one-dimensionaltopological quantum ¯eld
theory. To this end we needsomeproperties of the particle interactions that
will be described below.

A spin network is, by de¯nition a lableled triv alent graph in a categoryof
graphsthat satisfy the propertiesoutlined in the previousparagraph. We shall
detail the requirements below.

The simplest caseof this idea is C. N. Yang's original interpretation of
the Yang-Baxter equation [89]. Yang articulated a quantum ¯eld theory in
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one dimension of spaceand one dimension of time in which the R-matrix
giving the scattering ampitudes for an interaction of two particles whose(let
us say) spinscorrespondedto the matrix indicesso that Rcd

ab is the amplitude
for particles of spin a and spin b to interact and produce particles of spin c
and d: Sincethese interactions are betweenparticles in a line, one takes the
convention that the particle with spin a is to the left of the particle with spin
b; and the particle with spin c is to the left of the particle with spin d: If
onefollows the concatenationof such interactions, then there is an underlying
permutation that is obtained by following strands from the bottom to the top
of the diagram (thinking of time as moving up the page). Yang designedthe
Yang-Baxter equation for R so that the amplitudes for a composite process
depend only on the underlying permutation corresponding to the processand
not on the individual sequences of interactions.

In taking over the Yang-Baxter equation for topological purposes,we can
usethe sameinterpretation, but think of the diagramswith their under- and
over-crossingsasmodeling events in a spacetimewith two dimensionsof space
and onedimensionof time. The extra spatial dimensionis taken in displacing
the woven strands perpendicular to the page, and allows us to use braiding
operators R and R−1 asscattering matrices. Taking this picture to heart, one
can add other particle properties to the idealized theory. In particular one
can add fusion and creation verticeswhere in fusion two particles interact to
becomea singleparticle and in creation oneparticle changes(decays) into two
particles. Theseare the triv alent vertices discussedabove. Matrix elements
corresponding to triv alent verticescanrepresent theseinteractions. SeeFigure
24.

Figure 24 -Creation and Fusion

Onceone introducestriv alent vertices for fusion and creation, there is the
questionhow theseinteractionswill behavein respect to the braiding operators.
Therewill bea matrix expressionfor the compositionsof braiding and fusionor
creationasindicated in Figure 25. Herewewill restrict ourselvesto showing the
diagrammaticswith the intent of giving the readera ° avor of thesestructures.
It is natural to assumethat braiding intertwines with creation as shown in
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Figure 27 (similarly with fusion). This intertwining identit y is clearly the sort
of thing that a topologist will love, since it indicates that the diagrams can
be interpreted asembeddingsof graphsin three-dimensionalspace,and it ¯ts
with our interpretation of the verticesin terms of trinions. Figure 25 illustrates
the Yang-Baxterequation. The intertwining identit y is an assumptionlike the
Yang-Baxter equation itself, that simpli¯es the mathematical structure of the
model.

=

RIR I

RI

RI

RI

R I

R I

R I

Figure 25 - YangBaxterEquation

= R

Figure 26 - Braiding

=

Figure 27 - In tert wining
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It is to be expected that there will be an operator that expressesthe re-
coupling of vertex interactions as shown in Figure 28 and labeled by Q: This
corresponds to the associativit y at the level of trinion combinations shown in
Figure 22. The actual formalism of such an operator will parallel the mathe-
matics of recoupling for angular momentum. Seefor example[39]. If one just
considersthe abstract structure of recouplingthen oneseesthat for treeswith
four branches(each with a singleroot) there is a cycleof length ¯v e asshown
in Figure 29. One can start with any pattern of three vertex interactions and
go through a sequenceof ¯v e recouplings that bring one back to the same
tree from which one started. It is a natural simplifying axiom to assumethat
this composition is the identity mapping. This axiom is called the pentagon
identity.

F

Figure 28 - Recoupling

F
F F

FF

Figure 29 - Pentagon Iden tit y
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Finally there is a hexagonalcycle of interactions betweenbraiding, recou-
pling and the intertwining identit y as shown in Figure 30. One says that the
interactions satisfy the hexagonidentity if this composition is the identit y.

=

R

R

R

F

F

F

Figure 30 - Hexagon Iden tit y

A graphical three-dimensionaltopological quantum¯eld theory is an algebra
of interactions that satis¯es the Yang-Baxter equation, the intertwining iden-
tit y, the pentagon identit y and the hexagonidentit y. There is not room in this
summary to detail the way that theseproperties ¯t into the topology of knots
and three-dimensionalmanifolds,but a sketch is in order. For the caseof topo-
logical quantum ¯eld theory related to the group SU(2) there is a construction
basedentirely on the combinatorial topology of the bracket polynomial (See
Sections7,9 and 10 of this article.). See[44, 39] for more information on this
approach.

Now return to Figure 20 where we illustrate trinions, shown in relation
to a triv alent vertex, and a surfaceof genus three that is decomposed into
four trinions. It turns out that the vector spaceV(Sg) = V(G(Sg; t)) to
a surfacewith a trinion decomposition as t described above, and de¯ned in
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terms of the graphical topologicalquantum ¯eld theory, doesnot dependupon
the choice of trinion decomposition. This independenceis guaranteed by the
braiding, hexagonand pentagon identities. One can then associate a well-
de¯ned vector |M 〉 in V(Sg) whenenver M is a three manifold whoseboundary
is Sg: Furthermore, if a closedthree-manifoldM 3 is decomposedalonga surface
Sg into the union of M− and M+ wheretheseparts areotherwisedisjoint three-
manifolds with boundary Sg; then the inner product I (M ) = 〈M−|M+〉 is, up
to normalization, an invariant of the three-manifold M 3: With the de¯nition
of graphical topologicalquantum ¯eld theory given above, knots and links can
be incorporated as well, so that one obtains a sourceof invariants I (M 3; K )
of knots and links in orientable three-manifolds. Here we seethe usesof the
relationships that occur in the higher dimensional cobordism categories,as
descirbed in the previoussection.

The invariant I (M 3; K ) canbeformally comparedwith the Witten [87] integral

Z (M 3; K ) =
Z

DAe(ik =4¼)S(M ;A )WK (A):

It canbe shown that up to limits of the heuristics,Z (M ; K ) and I (M 3; K ) are
essentially equivalent for appropriate choiceof gaugegroup and corresponding
spin networks.

By thesegraphical reformulations, a three-dimensionalTQF T is, at base,
a highly simpli¯ed theory of point particle interactions in 2 + 1 dimensional
spacetime. It can be used to articulate invariants of knots and links and
invariants of three manifolds. The reader interestedin the SU(2) caseof this
structure and its implications for invariants of knots and three manifolds can
consult [39, 44, 65, 19, 70]. Oneexpectsthat physical situations involving 2+ 1
spacetimewill be approximated by such an idealized theory. There are also
applications to 3+ 1 quantum gravit y [7, 8, 53]. Aspectsof the quantum Hall
e®ectmay be related to topological quantum ¯eld theory [86]. One can study
a physicsin two dimensionalspacewherethe braiding of particles or collective
excitations leadsto non-trival representations of the Artin braid group. Such
particles are called Anyons. Such TQF T models would describe applicable
physics. One can think about applications of anyons to quantum computing
along the lines of the topoological modelsdescribed here.
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Figure 31 - A More Complex Braiding Op erator

A key point in the application of TQF T to quantum information theory
is contained in the structure illustrated in Figure 31. There we show a more
complex braiding operator, basedon the composition of recoupling with the
elementary braiding at a vertex. (This structure is implicit in the Hexagon
identit y of Figure 30.) The new braiding operator is a sourceof unitary rep-
resentations of braid group in situations (which exist mathematically) where
the recouplingtransformationsare themselvesunitary. This kind of pattern is
utilized in the work of Freedmanand collaborators [27, 28, 29, 30, 31] and in
the caseof classicalangular momentum formalism has beendubbed a \spin-
network quantum simlator" by Rasetti and collaborators [67, 68]. In the next
section we show how certain natural deformations [39] of Penrosespin net-
works [72] can be usedto produce theseunitary representations of the Artin
braid group and the corresponding models for anyonic topological quantum
computation.

10 Spin Net works and Temp erley-Lieb Recou-
pling Theory

In this sectionwe discussa combinatorial construction for spin networks that
generalizesthe original construction of RogerPenrose.The result of this gen-
eralization is a structure that satis¯es all the properties of a graphical TQF T
as described in the previous section, and specializesto classicalangular mo-
mentum recoupling theory in the limit of its basicvariable. The construction
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is basedon the properties of the bracket polynomial (as already described in
Section 4). A complete description of this theory can be found in the book
\T emperley-Lieb Recoupling Theory and Invariants of Three-Manifolds" by
Kau®manand Lins [39].

The \ q-deformed" spin networks that we construct here are basedon the
bracket polynomial relation. View Figure 32 and Figure 33.

...

...

n strands
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= (A    )-3 t(   )σ ~σ(1/{n}!) Σ
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~
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=
n

n

= 0

= d

Figure 32 - Basic Pro jectors
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Figure 33 - Tw o Strand Pro jector
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Figure 34 -Vertex

In Figure 32weindicate how the basicprojector (symmetrizer,Jones-
Wenzl projector)
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is constructedon the basisof the bracket polynomial expansion.In this tech-
nologya symmetrizeris a sum of tangleson n strands(for a chosenintegern).
The tanglesare madeby summingover braid lifts of permutations in the sym-
metric group on n letters, as indicated in Figure 32. Each elementary braid is
then expandedby the bracket polynomial relation as indicated in Figure 32 so
that the resulting sum consistsof ° at tangleswithout any crossings(thesecan
beviewedaselements in the Temperley-Liebalgebra). The projectorshave the
property that the concatenationof a projector with itself is just that projector,
and if you tie two lines on the top or the bottom of a projector together, then
the evaluation is zero. This generalde¯nition of projectors is very useful for
this theory. The two-strand projector is shown in Figure 33. Herethe formula
for that projector is particularly simple. It is the sum of two parallel arcsand
two turn-around arcs (with coe±cient −1=d; with d = −A2 − A−2 is the loop
value for the bracket polynomial. Figure 33 also shows the recursionformula
for the generalprojector. This recursion formula is due to Jonesand Wenzl
and the projector in this form, developed as a sum in the Temperley{Lieb
algebra (seeSection 5 of this paper), is usually known as the Jones{Wenzl
projector.

The projectorsarecombinatorial analogsof irreducible representations of a
group (the original spin netswerebasedon SU(2) and thesedeformednetsare
basedon the corresponding quantum group to SU(2)). As such the readercan
think of them as \particles". The interactions of theseparticles are governed
by how they can be tied together into three-vertices. SeeFigure 34. In Figure
34 we show how to tie three projectors, of a;b;c strands respectively, together
to form a three-vertex. In order to accomplishthis interaction, we must share
lines between them as shown in that ¯gure so that there are non-negative
integersi; j ; k so that a = i + j ; b = j + k; c = i + k: This is equivalent to the
condition that a+ b+ c is even and that the sum of any two of a;b;c is greater
than or equal to the third. For examplea+ b≥ c: One can think of the vertex
asa possibleparticle interaction where[a] and [b] interact to produce[c]: That
is, any two of the legsof the vertex can be regardedas interacting to produce
the third leg.

There is a basicorthogonality of three verticesasshown in Figure 35. Here
if we tie two three-verticestogethersothat they form a \bubble" in the middle,
then the resulting network with labelsa and b on its free endsis a multiple of
an a-line (meaning a line with an a-projector on it) or zero (if a is not equal
to b). The multiple is compatible with the results of closing the diagram in
the equation of Figure 35 so the two freeendsare identi¯ed with oneanother.
On closure,asshown in the ¯gure, the left hand sideof the equation becomes
a Theta graph and the right hand sidebecomesa multiple of a \delta" where
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¢ a denotes the bracket polynomial evaluation of the a-strand loop with a
projector on it. The £( a;b;c) denotesthe bracket evaluation of a theta graph
madefrom three triv alent verticesand labeledwith a;b;c on its edges.

There is a recouplingformula in this theory in the form shown in Figure 36.
Here there are \6-j symbols", recouplingcoe±cients that can be expressed,as
shown in Figure 36, in terms of tetrahedral graph evaluations and theta graph
evaluations. The tetrahedral graph is shown in Figure 37. One derives the
formulas for thesecoe±cients directly from the orthogonality relations for the
triv alent vertices by closing the left hand side of the recoupling formula and
usingorthogonality to evaluate the right handside. This is illustrated in Figure
38. The readershouldbe advisedthat there are speci¯c calculational formulas
for the theta and tetrahedral nets. Thesecan be found in [39]. Here we are
indicating only the relationshipsand external logic of theseobjects.
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Figure 35 - Orthogonalit y of Triv alent Vertices
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Finally, there is the braiding relation, as illustrated in Figure 36.

a b
cλ

a ab b

c c

(a+b-c)/2 (a'+b'-c')/2

x' = x(x+2)

a b
cλ

=

= (-1) A

Figure 39 - Lo cal Braiding Form ula

With the braiding relation in place, this q-deformedspin network theory
satis¯es the pentagon, hexagonand braiding naturalit y identities neededfor
a topological quantum ¯eld theory. All theseidentities follow naturally from
the basicunderlying topological construction of the bracket polynomial. One
can apply the theory to many di®erent situations.

10.1 Evaluations

In this section we discussthe structure of the evaluations for ¢ n and the
theta and tetrahedral networks. We refer to [39] for the details behind these
formulas. Recall that ¢ n is the bracket evaluation of the closure of the n-
strand projector, as illustrated in Figure 35. For the bracket variable A; one
¯nds that

¢ n = (−1)n A2n+2 − A−2n−2

A2 − A−2
:

One sometimeswrites the quantum integer

[n] = (−1)n−1¢ n−1 =
A2n − A−2n

A2 − A−2
:

If
A = ei¼=2r
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wherer is a positive integer, then

¢ n = (−1)n sin((n + 1)¼=r)
sin(¼=r)

:

Here the corresponding quantum integer is

[n] =
sin(n¼=r)
sin(¼=r)

:

Note that [n + 1] is a positive real number for n = 0; 1; 2; :::r − 2 and that
[r − 1] = 0:

The evaluation of the theta net is expressedin terms of quantum integers
by the formula

£( a;b;c) = (−1)m+n+p [m + n + p + 1]![n]![m]![p]!
[m + n]![n + p]![p + m]!

where
a = m + p;b= m + n; c = n + p:

Note that
(a + b+ c)=2 = m + n + p:

When A = ei¼=2r ; the recouplingtheory becomes̄nite with the restriction
that only three-vertices (labeled with a;b;c) are admissiblewhen a + b+ c ≤
2r − 4: All the summations in the formulas for recoupling are restricted to
admissibletriples of this form.

10.2 Symmetry and Unitarit y

The formula for the recouplingcoe±cients givenin Figure 38haslesssymmetry
than is actually inherent in the structure of the situation. By multiplying all
the verticesby an appropriate factor, we can recon¯gure the formulas in this
theory sothat the revisedrecouplingtransformation is orthogonal, in the sense
that its transposeis equal to its inverse. This is a very useful fact. It means
that when the resulting matricesare real, then the recouplingtransformations
are unitary. We shall seeparticular applications of this viewpoint later in the
paper.
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Figure 40 illustrates this modi¯cation of the three-vertex. Let Vert[a;b;c]
denote the original 3-vertex of the Temperley-Lieb recoupling theory. Let
M odVert[a;b;c] denotethe modi¯ed vertex. Then we have the formula

M odVert[a;b;c] =

q √
¢ a¢ b¢ c

q
£( a;b;c)

Vert[a;b;c]:

Lemma. For the bracket evaluation at the root of unity A = ei¼=2r the factor

f (a;b;c) =

q √
¢ a¢ b¢ c

q
£( a;b;c)

is real, and can be taken to be a positive real number for (a;b;c) admissible
(i.e. a + b+ c≤ 2r − 4).

Pro of. By the results from the previoussubsection,

£( a;b;c) = (−1)(a+b+c)=2£̂ (a;b;c)

where£̂ (a;b;c) is positive real, and

¢ a¢ b¢ c = (−1)(a+b+c)[a + 1][b+ 1][c + 1]

where the quantum integersin this formula can be taken to be positive real.
It follows from this that

f (a;b;c) =

vu
u
u
t

q
[a + 1][b+ 1][c + 1]

£̂ (a;b;c)
;

showing that this factor can be taken to be positive real. 2

In Figure 41 we show how this modi¯cation of the vertex a®ectsthe non-
zero term of the orthogonality of triv alent vertices(comparewith Figure 35).
We refer to this as the \mo di¯ed bubble identit y." The coe±cient in the mod-
i¯ed bubble identit y is

s
¢ b¢ c

¢ a
= (−1)(b+c−a)=2

vu
u
t [b+ 1][c + 1]

[a + 1]

where (a;b;c) form an admissibletriple. In particular b+ c− a is even and
hencethis factor can be taken to be real.
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We rewrite the recoupling formula in this new basis and emphasizethat
the recouplingcoe±cients can be seen(for ¯xed external labels a;b;c;d) as a
matrix transforming the horizontal \double-Y" basis to a vertically disposed
double-Y basis. In Figures 42, 43 and 44 we have shown the form of this
transformation,using the matrix notation

M [a;b;c;d]ij

for the modi¯ed recoupling coe±cients. In Figure 42 we derive an explicit
formula for thesematrix elements. The proof of this formula follows directly
from triv alent{v ertex orthogonality (SeeFigures 35 and 38.), and is given in
Figure 42. The result shown in Figure 42and Figure 43is the following formula
for the recouplingmatrix elements.

M [a;b;c;d]ij = M odTet

(
a b i
c d j

)
=
√

¢ a¢ b¢ c¢ d

where
√

¢ a¢ b¢ c¢ d is short-hand for the product
√

¢ a¢ b

¢ j

√
¢ c¢ d

¢ j
¢ j

= (−1)(a+b−j )=2(−1)(c+d−j )=2(−1)j

√√√√ [a + 1][b+ 1]
[j + 1]

√√√√ [c + 1][d + 1]
[j + 1]

[j + 1]

= (−1)(a+b+c+d)=2
√

[a + 1][b+ 1][c + 1][d + 1]

In this form, since(a;b;j ) and (c;d; j ) are admissibletriples, we seethat this
coe±ent can be taken to be real, and its value is independent of the choiceof
i and j : The matrix M [a;b;c;d] is real-valued.

It follows from Figure 36 (turn the diagramsby ninety degrees)that

M [a;b;c;d]−1 = M [b;d;a;c]:

In Figure 45 we illustrate the formula

M [a;b;c;d]T = M [b;d;a;c]:

It follows from this formula that

M [a;b;c;d]T = M [a;b;c;d]−1:

Hence M [a;b;c;d] is an orthogonal, real-valued matrix.
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Figure 45 - Mo di¯ed Matrix Transp ose

Theorem. In the Temperley-Lieb theory we obtain unitary (in fact real or-
thogonal) recouplingtransformationswhenthe bracket variableA hasthe form
A = ei¼=2r for r a positive integer. Thus we obtain families of unitary repre-
sentations of the Artin braid group from the recoupling theory at theseroots
of unity.

Pro of. The proof is given the discussionabove. 2

In Section9 we shall show explictly how thesemethods work in the caseof
the Fibonaccimodel whereA = e3i¼=5.

11 Fib onacci Particles

In this section and the next we detail how the Fibonacci model for anyonic
quantum computing [62, 73] can be constructedby using a versionof the two-
stranded bracket polynomial and a generalizationof Penrosespin networks.
This is a fragment of the Temperly-Lieb recoupling theory [39]. We already
gave in the precedingsectionsa generaldiscussionof the theory of spin net-
works and their relationship with quantum computing.
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The Fibonaccimodel is a TQF T that is basedon a single \particle" with
two states that we shall call the marked state and the unmarked state. The
particle in the marked state can interact with itself either to producea single
particle in the marked state, or to produce a single particle in the unmarked
state. The particle in the unmarked state hasno in° uencein interactions (an
unmarked state interacting with any state S yields that state S). One way
to indicate thesetwo interactions symbolically is to usea box,for the marked
state and a blank spacefor the unmarked state. Then one has two modesof
interaction of a box with itself:

1. Adjacency:

and

2. Nesting: :

With this convention we take the adjacencyinteraction to yield a singlebox,
and the nesting interaction to producenothing:

=

=

We take the notational opportunit y to denotenothing by an asterisk(*). The
syntatical rules for operating the asterisk are Thus the asterisk is a stand-in
for no mark at all and it can be erasedor placedwherever it is convenient to
do so. Thus

= ∗:

*

P P P P

P

Figure 46 - Fib onacci Particle In teraction

We shall make a recoupling theory basedon this particle, but it is worth
noting someof its purely combinatorial properties ¯rst. The arithmetic of
combining boxes (standing for acts of distinction) according to these rules
has beenstudied and formalized in [82] and correlated with Boolean algebra
and classical logic. Here within and next to are ways to refer to the two
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sidesdelineatedby the given distinction. From this point of view, there are
two modes of relationship (adjacency and nesting) that arise at once in the
presenceof a distinction.

* *

*

*

| 0 > | 1 >

111

0

1111

0
dim(V         ) = 2

dim(V      ) = 1

P P P

P

P

P

P P P PP P

P

P

Figure 47 - Fibonacci Trees

From hereon we shall denotethe Fibonacii particle by the letter P: Thus
the two possibleinteractions of P with itself are as follows.

1. P; P −→ ∗

2. P; P −→ P

In Figure 47 we indicate in small tree diagramsthe two possibleinteractions
of the particle P with itself. In the ¯rst interaction the particle vanishes,
producing the asterix. In the secondinteraction the particle a single copy of
P is produced. Theseare the two basicactions of a singledistinction relative
to itself, and they constitute our formalism for this very elementary particle.

In Figure 47, we have indicated the di®erent results of particle processes
where we begin with a left-associated tree structure with three branches, all
marked and then four branchesall marked. In each casewe demandthat the
particles interact successively to producean unmarked particle in the end, at
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the root of the tree. More generally one can considera left-associated tree
with n upward branchesand one root. Let T(a1; a2; · · · ; an : b) denotesuch a
tree with particle labelsa1; · · · ; an on the top and root label bat the bottom of
the tree. We considerall possibleprocesses(sequencesof particle interactions)
that start with the labels at the top of the tree, and end with the labels at
the bottom of the tree. Each such sequenceis regardedas a basisvector in a
complexvector space

V a1 ;a2 ;···;an
b

associated with the tree. In the casewhere all the labels are marked at the
top and the bottom label is unmarked, we shall denotethis tree by

V 111···11
0 = V (n)

0

where n denotesthe number of upward branches in the tree. We seefrom
Figure 47 that the dimensionof V (3)

0 is 1; and that

dim(V (4)
0 ) = 2:

This meansthat V (4)
0 is a natural candidate in this context for the two-qubit

space.

Giventhe tree T(1; 1; 1; · · · ; 1 : 0) (n markedstatesat the top, an unmarked
state at the bottom), a processbasisvector in V (n)

0 is in direct correspondence
with a string of boxesandasterisks(1's and0's) of length n−2 with no repeated
asterisksand ending in a marked state. SeeFigure 47 for an illustration of the
simplest cases.It follows from this that

dim(V (n)
0 ) = f n−2

wheref k denotesthe k-th Fibonaccinumber:

f 0 = 1; f 1 = 1; f 2 = 2; f 3 = 3; f 4 = 5; f 5 = 8; · · ·

where

f n+2 = f n+1 + f n :

The dimensionformula for thesespacesfollows from the fact that there are f n

sequencesof length n − 1 of marked and unmarked states with no repetition
of an unmarked state. This fact is illustrated in Figure 48.
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Tree of squences with no occurence of 
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Figure 48 - Fibonacci Sequence

12 The Fibonacci Recoupling Model

We now show how to make a model for recoupling the Fibonacci particle by
using the Temperley Lieb recoupling theory and the bracket polynomial. Ev-
erything we do in this sectionwill be basedon the 2-projector, its properties
and evaluations basedon the bracket polynomial model for the Jonespoly-
nomial. While we have outlined the general recoupling theory basedon the
bracket polynomial in earlier sectionsof this paper, the present sectionis self-
contained, usingonly basicinformation about the bracket polyonmial, and the
essential properties of the 2-projector asshown in Figure 49. In this ¯gure we
state the de¯nition of the 2-projector, list its two main properties (the opera-
tor is idempotent and a self-attached strand yields a zeroevaluation) and give
diagrammatic proofs of theseproperties.
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− 1/δ

−(1/δ)δ− 1/δ

− 1/δ

Figure 49 - The 2-Projector

In Figure 50, we show the essenceof the Temperley-Lieb recouplingmodel
for the Fibonacci particle. The Fibonaccieparticle is, in this mathematical
model, identi¯ed with the 2-projector itself. As the readercanseefrom Figure
50, there are two basic interactions of the 2-projector with itself, one giving
a 2-projector, the other giving nothing. This is the pattern of self-iteraction
of the Fibonacci particle. There is a third possibility, depicted in Figure 50,
wheretwo 2-projectors interact to producea 4-projector. We could remark at
the outset, that the 4-projector will bezeroif wechoosethe bracket polynomial
variableA = e3¼=5: Rather than start there, wewill assumethat the 4-projector
is forbidden and deduce(below) that the theory hasto be at this root of unity.
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=

Forbidden
Process

Figure 50 - Fibonacci Particle as 2-Projector

Note that in Figure 50wehaveadopteda singlestrand notation for the particle
interactions,with a solid strand corresponding to the markedparticle, a dotted
strand (or nothing) corresponding to the unmarked particle. A dark vertex
indicates either an interaction point, or it may be usedto indicate the single
strand is shorthand for two ordinary strands. Remember that these are all
shorthand expressionsfor underlying bracket polynomial calculations.

In Figures 51, 52, 53, 54, 55 and 56 we have provided completediagram-
matic calculations of all of the relevant small nets and evaluations that are
useful in the two-strand theory that is being usedhere. The readermay wish
to skip directly to Figure 57 where we determine the form of the recoupling
coe±cients for this theory. We will discussthe resulting algebrabelow.

For the reader who does not want to skip the next collection of ¯gures,
here is a guided tour. Figure 51 illustrates three three basic nets in caseof
two strands. Theseare the theta, delta and tetrahedron nets. In this ¯gure
we have shown the decomposition on the theta and delta nets in terms of 2-
projectors. The Tetrahedron net will be similarly decomposedin Figures 55
and 56. The theta net is denoted£ ; the delta by ¢ ; and the tetrahedron by T:
In Figure 52 we illustrate how a pedant loop hasa zeroevaluation. In Figure
53 we usethe identit y in Figure 52 to show how an interior loop (formed by
two triv alent vertices) can be removed and replacedby a factor of £ =¢ : Note
how, in this ¯gure, line two provesthat onenetwork is a multiple of the other,
while line three determinesthe value of the multiple by closingboth nets.
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Figure 54 illustrates the explicit calculation of the delta and theta nets. The
¯gure beginswith a calculation of the result of closing a single strand of the
2-projector. The result is a single stand multiplied by (±− 1=±) where ± =
−A2 − A−2; and A is the bracket polynomial parameter. We then ¯nd that

¢ = ±2 − 1

and

£ = (±− 1=±)2±− ¢ =±= (±− 1=±)(±2 − 2):

Figures 55 and 56 illustrate the calculation of the value of the tetrahedral
network T: The readershouldnote the ¯rst line of Figure 55 wherethe tetrad-
edral net is translated into a pattern of 2-projectors, and simpli¯ed. The rest
of thesetwo ¯gures are a diagrammatic calculation, using the expansionfor-
mula for the 2-projector. At the end of Figure 56 we obtain the formula for
the tetrahedron

T = (±− 1=±)2(±2 − 2)− 2£ =±:

= =Q =

=

==D

T

Figure 51 - Theta, Delta and Tetrahedron
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Figure 53 - LoopEvaluation–2
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Figure 54 - Calculate Theta, Delta
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Figure 55 - Calculate Tetrahedron – 1
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= − (1/δ) − Θ/δ(δ − 1/δ)    δ2

= − 1/δ − Θ/δ− (δ − 1/δ)    
2

Τ

= (δ − 1/δ)    δ
3 − (1/δ)Θ − Θ/δ− (δ − 1/δ)    

2

= (δ − 1/δ)    (δ    − 2)    −  2Θ/δ22

Figure 56 - Calculate Tetrahedron – 2

Figure 57is the keycalculation for this model. In this ¯gure weassumethat
the recouplingformulas involve only 0 and 2 strands, with 0 corresponding to
the null particle and 2 corresponding to the 2-projector. (2+ 2 = 4 is forbidden
asin Figure 50.) From this assumptionwecalculatethat the recouplingmatrix
is given by

F =

(
a b
c d

)
=

(
1=¢ ¢ =£

£ =¢ 2 T¢ =£ 2

)
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Figure 57 - Recoupling for 2-Projectors
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Figure 58 - Braiding at the Three-Vertex
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Figure 59 - Braiding at the Null-Three-Vertex

Figures58and59work out the exactformulasfor the braiding at a three-vertex
in this theory. When the 3-vertex has three marked lines, then the braiding
operator is multiplication by −A4; asin Figure 58. When the 3-vertex hastwo
marked lines, then the braiding operator is multiplication by A8; as shown in
Figure 59.
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Notice that it follows from the symmetry of the diagrammatic recoupling for-
mulas of Figure 57 that the square of the recoupling matrix F is equal to the
identity. That is,

(
1 0
0 1

)
= F 2 =

(
1=¢ ¢ =£

£ =¢ 2 T¢ =£ 2

)(
1=¢ ¢ =£

£ =¢ 2 T¢ =£ 2

)
=

(
1=¢ 2 + 1=¢ 1=£ + T¢ 2=£ 3

£ =¢ 3 + T=(¢£) 1=¢ + ¢ 2T2=£ 4

)
:

Thus we needthe relation

1=¢ + 1=¢ 2 = 1:

This is equivalent to saying that

¢ 2 = 1 + ¢ ;

a quadratic equation whosesolutions are

¢ = (1±
√

5)=2:

Furthermore, we know that
¢ = ±2 − 1

from Figure 54. Hence
¢ 2 = ¢ + 1 = ±2:

We shall now specializeto the casewhere

¢ = ± = (1 +
√

5)=2;

leaving the other casesfor the exploration of the reader. We then take

A = e3¼i=5

so that
± = −A2 − A−2 = −2cos(6¼=5) = (1 +

√
5)=2:

Note that ±− 1=±= 1: Thus

£ = (±− 1=±)2±− ¢ =±= ±− 1:

and
T = (±− 1=±)2(±2 − 2)− 2£ =±= (±2 − 2)− 2(±− 1)=±

= (±− 1)(±− 2)=±= 3±− 5:

Note that
T = −£ 2=¢ 2;

from which it follows immediately that

F 2 = I :

This provesthat we can satisfy this model when ¢ = ± = (1 +
√

5)=2:
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For this specialization we seethat the matrix F becomes

F =

(
1=¢ ¢ =£

£ =¢ 2 T¢ =£ 2

)
=

(
1=¢ ¢ =£

£ =¢ 2 (−£ 2=¢ 2)¢ =£ 2

)
=

(
1=¢ ¢ =£

£ =¢ 2 −1=¢

)

This versionof F hassquareequal to the identit y independent of the value of
£ ; so long as ¢ 2 = ¢ + 1:

The Final Adjustment. Our last versionof F su®ersfrom a lack of symme-
try. It is not a symmetric matrix, and hencenot unitary. A ¯nal adjustment
of the model givesthis desiredsymmetry. Consider the result of replacingeach
trivalent vertex (with three 2-projector strands) by a multiple by a given quan-
tity ®: Sincethe £ has two vertices, it will be multiplied by ®2: Similarly, the
tetradhedron T will be multiplied by ®4: The ¢ and the ± will be unchanged.
Other properties of the model will remain unchanged. The new recoupling
matrix, after such an adjustment is made,becomes

(
1=¢ ¢ =®2£

®2£ =¢ 2 −1=¢

)

For symmetry we require

¢ =(®2£) = ®2£ =¢ 2:

We take
®2 =

√
¢ 3=£ :

With this choiceof ® we have

¢ =(®2£) = ¢£ =(£
√

¢ 3) = 1=
√

¢ :

Hencethe new symmetric F is given by the equation

F =

(
1=¢ 1=

√
¢

1=
√

¢ −1=¢

)
=

(
¿
√

¿√
¿ −¿

)

where ¢ is the golden ratio and ¿ = 1=¢. This gives the Fibonacci model.
Using Figures58 and 59, we have that the local braiding matrix for the model
is given by the formula below with A = e3¼i=5:

R =

(
−A4 0

0 A8

)
=

(
e4¼i=5 0

0 −e2¼i=5

)
:

The simplest example of a braid group representation arising from this
theory is the representation of the three strand braid group generatedby S1 =
R and S2 = F RF (Remember that F = F T = F−1:). The matricesS1 and S2

are both unitary, and they generatea densesubsetof the unitary group U(2);
supplying the ¯rst part of the transformationsneededfor quantum computing.
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13 Quantum Computation of Colored Jones

Polynomials and the Witten-Reshetikhin-

Turaev Invariant

In this section we make somebrief comments on the quantum computation
of coloredJonespolynomials. This material will be expandedin a subsequent
publication.

= 0a

b

if b = 0

S=

0 0

0

=
x

y

,

x

y
0

B(x,y)

0 0

0

=

a a

a a a a

a a

a a

S=

x

y

,

x

y
0

B(x,y)

a a

=

0

a a

B(0,0)
0 0

= B(0,0) D a(     )
2

B
P(B)

Figure 60 - Evaluation of the Plat Closure of a Braid
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First, considerFigure 60. In that ¯gure we illustrate the calculation of the
evalutation of the (a) - colored bracket polynomial for the plat closure P(B)
of a braid B . The reader can infer the de¯nition of the plat closure from
Figure 60. One takesa braid on an even number of strandsand closesthe top
strandswith each other in a row of maxima. Similarly, the bottom strandsare
closedwith a row of minima. It is not hard to seethat any knot or link can
be represented as the plat closureof somebraid. Note that in this ¯gure we
indicate the action of the braid group on the processspacescorresponding to
the small treesattached below the braids.

The (a) - coloredbracket polynonmial of a link L, denoted< L > a; is the
evaluation of that link whereeach singlestrand hasbeenreplacedby a parallel
strandsand the insertion of Jones-Wenzl projector (as discussedin Section7).
We then seethat we can useour discussionof the Temperley-Lieb recoupling
theory as in sections7,8 and 9 to compute the value of the colored bracket
polynomial for the plat closure PB: As shown in Figure 60, we regard the
braid as acting on a processspaceV a;a;···;a

0 and take the caseof the action on
the vector v whoseprocessspacecoordinates are all zero. Then the action of
the braid takesthe form

Bv(0; · · · ; 0) = § x1 ;···;xn B(x1; · · · ; xn )v(x1; · · · ; xn )

whereB(x1; · · · ; xn ) denotesthe matrix entries for this recouplingtransforma-
tion and v(x1; · · · ; xn ) runs over a basisfor the spaceV a;a;···;a

0 : Here n is even
and equal to the number of braid strands. In the ¯gure we illustrate with
n = 4: Then, as the ¯gure shows, when we closethe top of the braid action
to form PB; we cut the sum down to the evaluation of just one term. In the
generalcasewe will get

< PB > a= B(0; · · · ; 0)¢ n=2
a :

The calculation simpli¯es to this degreebecauseof the vanishing of loops in
the recoupling graphs. The vanishing result is stated in Figure 60, and it is
proved in the casea = 2 in Figure 52.

The colored Jonespolynomialsarenormalizedversionsof the coloredbracket
polymomials, di®eringjust by a normalization factor.

In order to considerquantumn computation of the coloredbracket or col-
ored Jonespolynomials, we therefore can considerquantum computation of
the matrix entries B(0; · · · ; 0): Thesematrix entries in the caseof the roots of
unity A = ei¼=2r and for the a = 2 Fibonaccimodel with A = e3i¼=5 are parts
of the diagonalentries of the unitary transformation that represents the braid
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group on the processspaceV a;a;···;a
0 : We can obtain thesematrix entries by us-

ing the Hadamard test as described in section 4. As a result we get relatively
e±cient quantum algorithms for the coloredJonespolynonmialsat theseroots
of unity, in essentially the sameframework as we described in section 4, but
for braids of arbitrary size. The computational complexity of thesemodels is
essentially the sameas the models for the Jonespolynomial discussedin [1].
We reserve discussionof theseissuesto a subsequent publication.

dA
4 -4

= A + +

dA
4-4

= A+ +

- =
4

A A
-4

-( ) -( )

- =
4

A A
-4

-( ) -( )

= A
8

Figure 61 - Dubrovnik Polynomial Specialization at Two Strands

It is worth remarking here that these algorithms give not only quantum
algorithms for computing the coloredbracket and Jonespolynomials,but also
for computing the Witten-Reshetikhin-Turaev (WRT) invariants at the above
roots of unity. The reasonfor this is that the WRT invariant, in unnormalized
form is given as a ¯nite sum of coloredbracket polynomials:

WRT(L) = § r−2
a=0¢ a < L > a;

and sothe samecomputation asshown in Figure 60 appliesto the WRT: This
meansthat we have, in principle, a quantum algorithm for the computation
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of the Witten functional integral [87] via this knot-theoretic combinatorial
topology. It would be very interesting to understand a more direct approach
to such a computation via quantum ¯eld theory and functional integration.

Finally, we note that in the caseof the Fibonacci model, the (2)-colored
bracket polynomial is a special caseof the Dubrovnik versionof the Kau®man
polynomial [41]. SeeFigure 61 for diagammaticsthat resolve this fact. The
skein relation for the Dubrovnik polynomial is boxed in this ¯gure. Above the
box, we show how the double strands with projectors reproducethis relation.
This observation meansthat in the Fibonacci model, the natural underlying
knot polynomial is a special evaluation of the Dubrovnik polynomial, and the
Fibonaccimodel can be usedto perform quantum computation for the values
of this invariant.
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