AMS Short Course in Seattle, WA

AMS Short Course on Rigorous Numerics in Dynamics

This two-day course will take place on Monday and Tuesday, January 4 and 5, before the joint meeting actually begins. It is co-organized by Jean-Philippe Lessard, Université Laval, Québec, Canada, & Jan Bouwe van den Berg, VU University Amsterdam, Netherlands.

Nonlinear dynamics shape the world around us, from the harmonious movements of celestial bodies, via the swirling motions in fluid flows, to the complicated biochemistry in the living cell. Mathematically these beautiful phenomena are modelled by nonlinear dynamical systems, mainly in the form of ordinary differential equations (ODEs), partial differential equations (PDEs) and delay differential equations (DDEs). The presence of nonlinearities severely complicates the mathematical analysis of these dynamical systems, and the difficulties are even greater for PDEs and DDEs, which are naturally defined on infinite dimensional function spaces. With the availability of powerful computers and sophisticated software, numerical simulations have quickly become the primary tool to study the models. However, while the pace of progress increases, one may ask: just how reliable are our computations? Even for finite dimensional ODEs, this question naturally arises if the system under study is chaotic, as small differences in initial conditions (such as those due to rounding errors in numerical computations) yield wildly diverging outcomes. These issues have motivated the development of the field of rigorous numerics in dynamics.

Rigorous numerics draws inspiration from the ideas in scientific computing, numerical analysis and approximation theory.

It is well suited to a short course, as it concerns recent research progress in applied mathematics, while only a basic mathematical background is required to appreciate the striking interplay between theory, computations and applications.

Dynamics and Chaos For Maps and The Conley Index

Sarah Day, The College of William & Mary

Discrete-time dynamical systems modeled by iteration of continuous maps exhibit a wide variety of interesting behaviors. One illustrative example is the one-dimensional logistic model. For the logistic model, chaotic dynamics may be proven via a topological conjugacy onto an appropriate subshift of finite type, a symbolic system for which a proof of chaos is attainable. Analysis and proofs of dynamics for other discrete-time models, especially in dimensions larger than one, often prove to be more challenging. In this course, we examine methods for constructing outer approximations, finite representations of discrete-time models that are amenable to computational studies and computer-assisted proofs. These methods rely heavily on Conley index theory, an algebraic topological generalization of Morse Theory. Both theory and algorithms will be presented in this course. Studies of models including pulse-coupled oscillator systems and the infinite-dimensional Kot–Schaffer model from ecology will serve as illustrations of the methods.
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Delay Differential Equations and Continuation

Jean-Philippe Lessard, Université Laval

An intriguing feature of the study of nonlinear delay differential equations (DDEs) is that progress in understanding their dynamics has been slow and has involved deep mathematical ideas. This is perhaps not surprising as a large class of DDEs naturally give rise to infinite dimensional nonlinear dynamical systems. Even for the simplest-looking DDEs, many fundamental dynamical questions remain open. In particular, the study of the global dynamics of Wright’s equation defined by

\[ y'(t) = -\alpha y(t-1) [1 + y(t)], \quad \alpha \in \mathbb{R} \]

has been the subject of active research for sixty years. In 1955, E. M. Wright considered this equation because of its role in the distribution of prime numbers [6]. A conjecture (stated by Jones in 1962 [7]) asserts that (1) has a unique slowly oscillating periodic solution for all \( \alpha > \pi/2; \) i.e., a periodic solution that oscillates around 0, spending more than one unit of time (per period) on either side of 0.

In this lecture we show how ideas from rigorous computations can be used to study the dynamics of DDEs. In particular, with the help of Fourier series, we introduce a continuation method to compute global branches of periodic solutions of DDEs. We discuss progress on the study of the long-standing above mentioned conjecture as discussed in [2].
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Rigorous Computation of (Un)Stable Manifolds and Connecting Orbits

J. D. Mireles James, Florida Atlantic University

The study of dynamical systems begins with consideration of basic invariant sets such as equilibria and periodic solutions. After local stability, the next important question is how these basic invariant sets fit together dynamically. Connecting orbits play an important role as they are low dimensional objects that carry global information about the dynamics. This principle is seen at work in the homoclinic tangle theorem of Smale, in traveling wave analysis for reaction diffusion equations, and in Morse homology.

This lecture builds on the validated numerical methods for periodic orbits presented in the lecture of J. B. van den Berg. We will discuss the functional analytic perspective on validated stability analysis for equilibria and periodic orbits as well as validated computation of their local stable/unstable manifolds. With this data in hand we study heteroclinic and homoclinic connecting orbits as solutions of certain projected boundary value problems, and see that these boundary value problems are amenable to an a posteriori analysis very similar to that already discussed for periodic orbits. The discussion will be driven by several application problems including connecting orbits in the Lorenz system and existence of standing and traveling waves.
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[3] J. B. van den Berg, Andrée Deschênes, J.-P. Lessard and
Introduction: General Setup And An Example That Forces Chaos
Jan Bouwe van den Berg, VU University Amsterdam

In this lecture the basic concepts of rigorous computing in a dynamical systems context will be outlined. We often simulate dynamics on a computer, or calculate a numerical solution to a partial differential equation. This gives very detailed, stimulating information. However, mathematical insight and impact would be much improved if we can be sure that what we see on the screen genuinely represents a solution of the problem. In particular, rigorous validation of the computations allows such objects to be used as ingredients of theorems.

The past few decades have seen enormous advances in the development of computer-assisted proofs in dynamics. In this introductory talk we discuss the basic functional analytic setup underlying the rigorous computational method that is the central topic of this AMS short course. As the central example we will use the problem of finding a particular periodic orbit in a nonlinear ordinary differential equation that describes pattern formation in fluid dynamics. This simple setting keeps technicalities to a minimum. Nevertheless, the rigorous computation of this single periodic orbit implies chaotic behavior via topological arguments (in a sense very similar to “period 3 implies chaos” for interval maps).
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Bifurcations and an Application in Materials Science
Thomas Wanner, George Mason University

The diblock copolymer model is a fourth-order parabolic partial differential equation which models phase separation with fine structure. The equation is a gradient flow respect to an extension of the standard van der Waals free energy functional which involves nonlocal interactions, and the long-term dynamical behavior of the diblock copolymer model is described by its finite-dimensional attractor. However, even on one-dimensional domains, the dynamics on the attractor is not fully understood, and rigorous mathematical results on the long-term dynamics of solutions created via phase separation seem to be out of the reach of classical mathematical methods.

In the recent paper [2], it was shown that the location of certain numerically computed bifurcation points in the equilibrium bifurcation diagram can shed light onto this problem. In this lecture we therefore describe how rigorous computational techniques can be used to obtain computer-assisted existence proofs for these bifurcation points. While our presentation is focusing on the diblock copolymer case, the method applies more generally to bifurcation points in infinite-dimensional problems. Particular emphasis is put on fold points and pitchfork bifurcations which are forced through symmetry breaking, as well as the continuation of such bifurcation points in two-parameter problems. The lecture will contain the necessary background material from bifurcation theory, and the approach will be demonstrated using the one-dimensional diblock copolymer equation. Time permitting, we will briefly discuss possible applications in the context of nucleation in a different parabolic partial differential equation known as the Cahn–Morral system.
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Every Calculation an Existence Proof: Towards Automated Rigorous Computing

J. F. Williams, Simon Fraser University

For an abstract problem posed as $F(x) = 0$ rigorous computing is, at its core, a strategy to use a computer to evaluate functional analytic bounds numerically. When these bounds are satisfied we prove existence of a true solution in a neighborhood of a numerical candidate. Typically, there is much pencil and paper work to be done to find these bounds required to set up the computation.

In this lecture we will show how to combine algorithms from automatic differentiation with interval arithmetic and the radii polynomial approach to automate both the verification AND construction of the bounds. We will present algorithms to rigorously compute solutions to

1. $f(x) = 0$ for $f : \mathbb{R}^n \to \mathbb{R}^n$
2. $-\partial u = f(u)$

with the user required to provide little more than an initial guess and the specified function $f$. The algorithm will then determine the necessary bounds and attempt to verify the solution. Time permitting we will also discuss how to perform continuation on these same problems.

This lecture will assume that participants are familiar (possibly from earlier lectures) with the basics of radii polynomials. We will explain the basics of automatic differentiation, interval arithmetic and explain the framework in which we are using the radii polynomials.
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