
ON A CLASS OF BINARY SEQUENCES1

NEAL ZIERLER2

Foreword. In certain applications involving digital computing

machines one wishes to generate a sequence of O's and l's with given

properties; often the sequence is to be pseudo-random in a suitable

sense. One common way of producing such a sequence is to combine

in some fashion a number of given periodic sequences that are stored

or generated in the machine. An important class of such sequences

consists of those obtained by a time-invariant method of combining

given sequences.

Our immediate objective is to determine the number of elements of

this class if the periods of the original sequences are preassigned and

pairwise coprime. To achieve this objective, we examine questions of

duplication and periodicity within the class.

1. Introduction. Let K= {0, l} be a field with two elements, let

Vi = K and let Vn = KXV„-l, « = 2, 3, • • • . Each element of V„ is

an «-tuple u = (u(l), • • • , u(n)) of elements of K; u(k) is called the

ßth component of u. An A-sequence is a sequence x={x(i):

i = 0, 1, • • ■ } of elements of a nonempty set A ; we say x covers A if

every element of A occurs as an x(i). The complement of a if-sequence

x is the 7C-sequence {l+x(i): i = 0, 1, • • • } and is denoted by 1+x.

Fix the integer «>0, let V= Vn and let F be the set of all functions

defined on all of V with values in K. If fEF and x is a F-sequence,

f(x) denotes the iC-sequence {/(x(i)): i = 0, 1, • • • }. If x is a V-

sequence we write x(i, j) for the jth component of x(i) and call the

TT-sequence x( —, j) = {x(0, j), x(l, j), ■ • • } the jth component se-

quence of x, j — \, ■ • • , n.

It is evidently necessary and sufficient for the F-sequence x to be

periodic that x( —, j) be periodic for all 7 = 1, ■ • • , n. We suppose

given n integers pi, • • • , pn all greater than unity and such that

(Pi< Pi) = 1 if i^j- Let X be the set of all F-sequences x such that the

ith component sequence of x has pi as a period for all i. The elements

of X are called admissible F-sequences.

Let Q= {/(x): fEF, xEX} and let m denote the number of ele-
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ments of Q. Since F contains 22" elements and A contains 2J,i+""+p»

elements, w = 22n+pi+" ■•+'>». The number m is, in fact, always less

than 2_n times this upper bound because there are many pairs /, g

of functions in F and pairs x, y of elements of X such that f(x)

= g(y) but f9ig or X9iy. Such duplication occurs under the following

circumstances. If /£F let N(f) denote the set of all i = 1, • • -, «

such that/(w) is independent of the ith component of u in V; i.e.,

such that/(«)=/( (M(l). ■ • • , u(i — 1), \+u(i), «(i+1), • • • , u(n)))

for all u in V. Let/£F and x£A such that x( — ,j) covers K when-

ever j(£N(f). Let y£A such that y( — , j) =x( — , j) or l+x( —, j)

whenever j(£N(f). Define g'(y(i)) =f(x(i)), i = 0, 1, • • • , and sup-

pose y(i) =y(k). IijQN(f), s+x(i,j) =y(i,j) =y(k,j) =s+x(k,j) for
some 5£A so x(i, j)=x(k, j). It follows that f(x(i)) =f(x(k)) and

hence that g' is consistently defined as a function from part of V to

K. Let g be an arbitrary extension of g' to all of V with values in K;

then gGF and g(y) =f(x).
We shall investigate the composition of Q as to the periodicity of

its elements. In particular, we shall show that under the above as-

sumptions, duplication occurs only in the stated way and deduce that

m = T(0) + 7/(1) Z ?< + T(2) Z M; + • • • + r(»)?i?» ■ • • ?»

where   the   sigmas   denote   elementary   symmetric   functions,   q%

= 2P~1 — 1, i = l, •••,«, and

T(k) = Z  (-1)^'(*V' * = 0, 1, •••.

2. Some basic lemmas.3

2.1. Let s be a positive integer, let pi, • • • , p, be pairwise rela-

tively prime positive integers and let ji, • ■ • , j, be integers. Then

there exists a non-negative integer j such that j=ji mod pi for all i

simultaneously.

Proof. If 5 = 1 the result is trivial. Assume s>l and that there

existsj' = 0 such that j'=ji mod pi, i = 1, • • • , s — 1. Since r=£i • • •

/>,_i is prime to />„ we can find k such that kr=j,—j' mod £s. Then

j=j'+kr+k'rp, has the desired property if k' is chosen so large that

¿ào.
2.2. Let s and pi, • ■ • , p. be as in 2.1. Let x be a F.-sequence of

least positive period r and let y be the F.-sequence defined by

y(i) =x(a+bi) where a and b are non-negative integers with b prime

to r. Then y has least positive period r.

3 The author is indebted to the referee for simplification of proofs and for improve-

ments in notation and organization.
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Proof. If q is the least positive period of y then, by definition of y,

r is a period of y and so q divides r. Since b is prime to r we can find

non-negative integers j, k such that a+bj = 0, bk = l mod r and then

x(i) =y(j+ki). Hence r divides q, so q = r.

2.3. Let s>l and let pi, • • • , p, be as in 2.1. Let the 7i-sequence

x and the F,_i-sequence y have least positive periods r, q respectively

where (r, o) = l. Let (x, y) denote the Fs-sequence z: z(i) = (x(i),

y(i, 1), • • • , y(i, 5 — 1)). Then z has least positive period rq. If x

covers K and y covers F,_i then z covers V„ and conversely.

Proof. The least positive period of z is the least common multiple

of r and q which is rq. If x, y cover K, F,_i respectively let t, u be in

K, Fs_i respectively. Then x(i) =t, y(j) =u for some i,j. By 2.1, there

exists a non-negative k such that k=i mod r, k=j mod a and then

z(k) = (t, m(1), • • • , «(« — 1)). The converse is obvious. Repeated

application of 2.3 yields

2.4. Let k be a positive integer and let x be a Ft-sequence with

periodic component sequences. Let r, be the least positive period of

x( —, i), i = 1, • • ■ , k, and suppose (rit r¡) = 1 iii^j. Then x has least

positive period r\ • • • r„. Furthermore, x covers V if and only if

x( —, i) covers i£ for i = l, • • • , n.

2.5. Let 1 ̂ i^« and Iet/£7"for which there exists vE F such that

(a)      f(v) * /«»(I), ■■■ ,v(i-l),l+ v(i), v(i + 1), • • • , f(»)».

Let x£X such that x( —, j) covers K if jVi and let ry be the least

positive period of x( — ,j),j = 1, • ■ ■ ,«. Letr = n • ■ • r,_ir,+i • • • rn.

Then /(x) has least positive period rt- r' where r' divides r.

Proof. We assume, without essential loss of generality, that i = 1.

Let x' be the Fn_i-sequence: x'(j) = (x(j, 2), ■ ■ • , x(j, «)). Then x'

covers Fn_i by 2.4 and so, for some k^O, x'(k) = (v(2), • • • , v(n)).

Let z be the 7C-sequence: z(j) =f(x(k+jr)). Since x(k+jr) = (x(k+jr,

1), »(2), • • • ,»(»)) for all j = 0, 1, • • • , z(j)=s+x(k+jr, 1) for all j

for some fixed 5 in K. Clearly z and the sequence {x(k+jr, 1):

7 = 0, 1, • • • } have the same least positive period which, by 2.2,

is ri. We may write the least positive period of f(x), which divides rtr, in

the form r{ r' where r{ divides ri and r' divides r. Now r{ is a period

of 0, for z(j+r{)=f(x(k+r{r+jr)) = z(j) since r{r is a period of f(x).

Hence r\ divides r{ and so n = r{.

2.6. Under the hypothesis of 2.5 let y be an admissible F-sequence

with r¿r as a period. Suppose that y( — ,i) has least positive period r¿

and that g is an element of F such that g(y)=f(x). Then x( —, i)

= y( — » *') or l+y( —, i). If r,->l there exists u in F such that (a) of

2.5 holds for g and u.
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Proof. We again assume, without essential loss of generality,

that i = l. If ri = 1 the result is obvious so suppose f\> 1. In the nota-

tion of the proof of 2.5, g(y+jr) =s+x(k+jr, 1) for all j. Then, since

y(k+jr, a) =y(k, a) for a>l by hypothesis, (a) of 2.5 holds for g and

m = (0, y(k, 2), ■ ■ ■ , y(k, «)). Further, g(y(k+jr))=s'+y(k+jr, 1)

for all j for some fixed 5' in K and so, on setting t=s+s', we have

(b) *(* + jr, 1) =t+y(k+ jr, 1),        j - 0, 1, • • • .

Since n and r are coprime, there exist non-negative integers a and b

such that k+ra^O, rb = l mod rx. Then from (b) with j replaced by

a+bj, x(-, l)=y(-, 1) or l+y(-, 1).

3. A partial ordering of A. In the following let x, y, • • ■ denote

elements of X, f, g, ■ ■ ■ , elements of F.

3.1. Given x let Q(x) = {f(x) :fGF}. We introduce a partial order-

ing in X by defining x<y to mean that Q(x)QQ(y). If Q(x) = Q(y)
we write x=y, x is equivalent to y. The set of all (x, y) such that

x=y is an equivalence relation for A.

3.2. x<y if and only if y(j) =y(k) implies x(j) =x(k).

Proof, liy(j) =y(k) and x(j) 9£x(k) choose/so that/(x(j)) y^f(x(k)).

Since g(y(j)) =g(y(k)) for all g, x<y. Conversely suppose y(j) =y(k)

implies x(j) =x(k). Given/ define g'(y(i)) =f(x(i)) ; by the hypothesis

we can extend g' to an element g oí F and then g(y) =f(x). Thus x <y.

3.3. x <y if and only if there is a mapping a of F in itself such that

y(i)a=x(i), i = 0, 1, • •
Proof. If such an a exists and y(j) —y(k) then x(j) =y(j)a=y(k)a

= x(k) and so x<y by 3.2. Now suppose x<y and define a! by y(i)a'

= x(i), i = 0, 1, • • • ; a' is consistently defined by 3.2 and we may let

a be any extension of a' to all of V.

3.4. Let M be the set of all maximal elements of A, M={x: x<y

implies x=y}. Then x is maximal if and only if x covers V.

Proof. Suppose x covers V and x <y. By 3.3 there exists a mapping

a of Fin itself such that y(i)a = x(i), i = 0, 1, • • • . Then a is onto V

by hypothesis, hence is one-one and its inverse ß is a permutation of

V such that x(i)ß=y(i), all i. Hence y<x by 3.3 and x is maximal.

Suppose now that x does not cover V. Then by 2.4 there exists some

i = l, • • • , « such that x( —, i) does not cover K. Since p,->l, there

exist sequences y in A such that y( —, k)=x( — , k) if kj¿i while

y( —, i) covers K. Then if y(j) —y(k), x(j) =x(k) so x<y by 3.2. Since

y( —, i) covers K, we can choose/ and k' such that y(j', i)9áy(k', i).

By 2.1 we can find j and ¿ = 0 such that j^j' and k = k' mod pi while

j = 0 = k mod p, for S9*i. Then x(j) =x(k) but y(j)9iy(k) so y<x by

3.2 and x is not maximal. An immediate corollary is
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3.5. x is maximal if and only if no component sequence of x has

period one. Hence M contains

n <?*< - 2)
i-1

elements.

If a is a permutation of F and xEX let xa denote the F-sequence

{x(j)a: j = 0, 1, • • • }. An immediate consequence of 3.3 and 3.4 is

3.6. Let x and y be maximal. Then x = y if and only if there is a

permutation a of F such that xa=y.

3.7. Let G be the set of all permutations a of F such that xaEX

for all xEX. The permutation a of F is in G if and only if there exist

permutations au ■ ■ • , an of K such that ua = (u(\)au • • • , u(n)an)

for all u in F.

Proof. Suppose such «i exist for the permutation a of F. Then if

xEX, xa( — ,j)=x( — ,j) or l+x( —, j) for 7 = 1, • • • , « so xaEX.

Conversely, suppose aEG and xEM. Let y=xa and, defining addi-

tion componentwise in V, let w = x(0)+y(0). Let z be the F-sequence:

z(j)=u+x(J), j = 0, 1, • • • . Then

(a) 8(0) = y(0),

(b) z(j) = «(0) if and only if y(j) = y(0).

The result now follows from the next remark and the fact that x

covers Fon defining a¿, i = l, ■••,«: sai — s+u(i) for sEK.

3.8. Let 2 and y be elements of X satisfying (a) and (b) of 3.7.

Then z = y.

Proof. Let j^O, l^i^w. By 2.1 we can find a non-negative

integer 5 such that s=0 mod pk, k^i, and s=j mod pi. Then for

ky^i, z(s, k)=zi0, k)=yi0, k)=yis, k) while z(s, i)=z(J, i) and

y(s, i) =y(j, *)■ Hence z(j, i)=z(0, i) if and only if z(s)=z(0) and

similarly for y. Since z(0, i) =y(0, i) by hypothesis, z(j, i)—y(J, i);

since this is true for arbitrary/, i,z = y. An immediate consequence of

3.6 and 3.7 is

3.9. Let x and y be maximal. Then x=y if and only if x( —, i)

=y(-, i) or l+y(-, i), i = l, • • • , n.

3.10. G contains 2" elements by 3.7 and so it follows from 3.6 that

each equivalence class of elements of M has 2" members. Hence, by

3.5, the elements of M fall into exactly

n (2p*'-1 -1)
i-l

distinct equivalence classes.
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4. Functions nontrivial on V.

4.1. We say / is nontrivial on V if for each i = l, • • -, « there

exists m£ F depending on i such that

(a)   /(«) * /««(I), •••,«(*- 1), 1 + »(1), u(i + 1), • ■ • , «(«)»•

In other words,/ is nontrivial on V if and only if N(f) is empty.

4.2. / is nontrivial on V if and only if f(x) has the same least posi-

tive period as x for every x in M.

Proof. Let/be nontrivial on Fand let x£JW. If r< is the least posi-

tive period of x( —, i), i = 1, • • • , w, and q is the least positive period

of f(x) then every r¿ divides q by 2.5 and so r = n • ■ • r„, which is the

least positive period of x by 2.4, divides q. Since r is obviously a

period of f(x), q divides r and so q = r.

Conversely, suppose that, for a given/, (a) of 4.1 holds for no u in

V for a certain i. Let x be the F-sequence such that x(j, k)=0 for

k = l, • • • , n; j = 0, • • • , pk — 2, x(pk — l, k) = 1, k = l, ■ • • , w. Then

x( —, k) has least positive period pk, x is in M and has least positive

period p=pi • • • pn while/(x) has least positive period at most p/pi,

and the proof is complete.

Remark. If x(£M there exists/ nontrivial on Vsuch f(x) has period

one. (Since x££ M there exists t>£ V that does not occur as an x(i) by

3.4. Let/ be the element of F such that/(w) = 1 if and only if u=v.)

4.3. Let T(n, j) denote the number of elements f oí F for which

N(f) contains n—j elements, j = 0, • • ■ , n. Then

T(n,j) = ^T(j)

if we define T(j) = T(j, j). Thus we may obtain T(n), « = 0, 1, • • • ,

recursively from the formula

n(MW) = 22".
Í-0   \ J /

5. Duplication, periodicity and the formula for m.

5.1. Let x and y be any two nonequivalent elements of M and let

/ and g be nontrivial on V. Then/(x) 9ig(y).

Proof. Suppose f(x)=g(y). Then by 4.2, x and y have the same

least positive period and 2.6 applies for every i. That is, x( —, i)

= y( — ,i) or l+y( —, i) for i = l, • • • , « and so x=y by 3.9.

5.2. Let fEF such that N(f)^{l, ••-,«} and let x£A such
that x( — ,j) covers K whenever j^N(f). Let the least positive period

of x( —, j) be r¡. Then the least positive period of f(x) is
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r-    n    r.

Proof. The statement reduces to part of 4.2 if N(J) is empty. We

assume that N(f) has n—k elements where l^k^n. Without loss

of generality we may assume that N(f) = {¿+1, • ■ ■ ,«}. Then the

function/' on Vk such that/'(«) =/((m(1), • • ■ , u(k), 0, • • • , 0)) is

nontrivial on Vk. Let x' be the Ft-sequence x'(j) = (x(j, 1), • • • ,

xij, k)). Then x' covers Vk and so by 4.2, the least positive periods of

fix') =/(x) and x' are the same; namely, by 2.4, rx ■ ■ ■ rk.

5.3. Let/ and x be as in 5.2. Let g and y be such that/(x) =giy).

Then N(g)QN(f) and x(-, i)=y(-, i) or l+y(-,i) if iEN(f).
Proof. Clearly, if jEN(g) or z( —,/) has period one then the least

positive period of g(z) is prime to p¡ for all z in X. Hence, by 5.2,

N(g)QNif), yi-, j) covers K if jé^if) and does not if jEN(f)
— Nig). If N(f) is empty, so is N(g) and the result follows from 5.1.

Suppose that N(f) is not empty and, without essential loss of general-

ity, that N(f)= {k + l, •••,«} for some k: i^k^n. We may con-

sistently define a function g' on Vk by: g'(u) = g((u(\), • • • , u(k),

y(0, £ + 1), • • • , y(0, «))). Then g' is nontrivial on Vk and g'(y')

=g(y) if we define y'(j) = {y(j, 1), • • • , y(j, k)). Define /' and x'

analogously; then f'(x') =/(x), /' is nontrivial on Vk and x' and y'

cover Vk. The second result now follows from 5.1 with « replaced by

k. This proves the assertion of the introduction on duplication in Q.

An immediate corollary of 5.3 is

5.4. Let x and y be maximal and suppose/(x) =g(y) for some/ and

g. Then N(f)=N(g) and x(-, i) =y(-, i) or l+y(-, i) for *$#(/).
5.5. Let ffi = 2pi_1 —1, i = l, ■•-,«, and let A be a subset of M

with gi • • • qn elements, one representative chosen from each equiva-

lence class of elements of M. Then Q= {/(x): xEA,fEF} by defini-

tion of the partial ordering in X. Let D be a proper subset of

B=[i, ■ ■ ■ , n} and let Q(D) = {f(x): xEA, N(f)=D}. If D has
« — k elements, it follows from 5.4 that Q(D) contains exactly

F(k)YLiED 0i distinct sequences. If D and D' are distinct subsets of

B then, by 5.4, Q(D)(~\Q(D') is empty. Thus, the number of distinct

sequences in (JQ(D) taken over all D with n — k elements is T(k)Ck

where Ck denotes the sum over all products of k distinct factors chosen

from among the qi. Finally, Q(B) = 2 = T(Q) and so we may write

m = T(0) + CiT(l)+ ■ ■ ■ +CnT(n).
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