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1. Introduction. Let

z=(Zl    H\

\Z3     Zi/

be a matrix of complex numbers, z* its conjugate transpose and / the

identity matrix. Let D be the domain E[z\l — zz*>0]. The set

£=E[z|zz* = /] forms a proper part of the boundary of D. Hua

[3; 4] has shown by means of representation theory that there exists

an orthonormal system (ONS) of homogeneous polynomials in D

with respect to the inner product JofgdVo- In this paper we exhibit

such a system {(pj} explicitly on D in a special case, only with respect

to the inner product

(1) (<Pj, <Pk) =  I <t>jfkdV = 8jk
J B

(dV Euclidean volume element on B). The functions turn out to be

certain hypergeometric functions multiplied by powers of Zy.

2. Calculation of the inner product.

Lemma. A parametrization of the set zz* = I is

Zj = reUl,

z2=[l- r2]1'2^,

z3 = [1 - r2]x'2eih,

Z4   =   -  rei(-9l+82+83))

(O^rgl, O^0,-^27r, j=l, 2, 3).

Proof. If we set Zj = rieie', then zz* = I if and only if r\+r22=l,

t\+ii = l, rir3+r2ri cos a = 0, r2r4 sin a = 0 (a= —0i+d2+d3 — 6i). The

last equation implies r2 = 0, r,i = 0 or a = nir (n = 0, +1, • • • )• Now

r2 = 0 implies n = l, r3 = 0, f« = l. However the set
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E[z I 2i2i =   1, Z434 =   1, Z2 =  Z3 = 0]

is the Cartesian product of 2 circles lying in the planes Re z2 = Re z3

= Im z2 = Im z3 = 0 and hence is a two-dimensional subset of the four-

dimensional set B and as such may be disregarded in the integration

over B. Similarly if r4 = 0. Thus we may take a= +ir. Hence nr3

= r2r4, also r2 = r3 and n = r4. Setting n = r, 04= +7r— f?i+02+^3, (1)

follows.

Now

dV = idzidz2dz3dzi/det2 z — iJdrddidd2d93/det2 z

[7], J being the Jacobian of z with respect to r and 0. But

7 = - 2ire2i(6i+B3\

and

det z = - e»92+«3>,

so that

/, 1     /» 2r    /» 2t    j% tr

fgrdrd6iddtdd3.
o  J o    Jo    Jo

In order to construct the ONS we must evaluate integrals of the

type

aJk   =   (Pjt  Pk),

where

(3) P; = zPizl(ziZi)'(z2z3j ' (j = 0, 1, • • • , r)

(cf. Lemma 3.2). By (1) and (2)

ajk = (-l)/+*16ir8 f  rl+2"+2''+2k(l - r2)«+2^'-^r.
J o

The substitution t = r2 transforms ajk into Dirichlet's integral which

has the value [8]

(-iy+k8Tr*(p + j + k)\(Q - j - k)\

(4) a*~ (P + Q + l)\

(0 = o+ 2r).

3. System of homogeneous polynomials. Let

a) pw = n^   QGo-ntf,
3-i y-i
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pj and qj being non-negative integers. By means of (2.1) and (2.2)

it is seen that (P, Q) 7^0 if and only if

pi — qi = a,

(2) P>~q*=-a,

pz — q3 = —a,

pi — <?4 = a,

where a is an integer.2 Thus setting qi=p, p2 = q, p3 = r, qi = s, we get

Lemma 1. Let P and Q be powers in Zj. The inner product (P, Q) t^O

if and only if

P(z)  = ZiZ2Z3Z4(ZiZ4) ,

V>) p  g r   , a
Q(Z)   =  ZiZ2Z3Z4(z2Z3)   ,

(p, q, r, 5 = 0, 1, 2, • • • ; a^sup (-p, -q, -r, -s)).

Lemma 2. Let

(i) PMr (z) = Pu(z) = ZiZ2(ziZ4) (z2z3)     ,

(h) PpQr (z) = P2j(z) = Ziz3(ziz4) (z2z3)     ,

(iii) Pp'r (z) = P3j(z) = ZiZ2(ziZi) (z2z3)     ,

(iv) Ppqr (z) = Pij(z) = z4z93(ziz4) (z2z-i)     ,

(j = 0, 1, ■ ■ ■ , r; p, q, r = 0,  1, 2, ■ • • )•  Then  (P<$, P$%)t±Q, if
and only if i = i', p = p', q = q' and r = r'.

Proof. Let P(z) be given by (1). Suppose £4 = min (pi, pi),

p3 = min (p2, pz). Define j = pi, p=pi—pit r = p3+pit q = p2 — p3. This

expresses P in the form (2.3). A power Q = zfzQ2zqiz'4 is nonorthogonal

to P if and only if, in case qi^pi,

Ii = P + j — a, Qi = q + r — (j — a), q3 = r - (j - a), o4 = j - a

(a = 0, 1, • ■ ■ , j), or, in case qi^pi,

qi = P + j + a,   q2 = q + r - j - a,   q3 = r - j - a,   o4 = j + a

(a = 0, 1, ■ ■ ■ , r—j), that is, in case

Q(z) = ziz2(zizt) (z2z3)   ' (k = 0, 1, ■ ■ ■ , r).

This proves (i) of Lemma 2 and similarly for the other parts.

2 Conditions (2) may be generalized to n by n matrices if integration is over D,

thus giving a procedure for subdividing the powers of a fixed degree into non-orthog-

onal subsets.
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4. ONS of homogeneous polynomials.

Theorem. An ONS of homogeneous polynomials on D orthonormal-

ized with respect to the inner product (1.1) is

(1) <t>™(z) = NpZPij(z)F(-j, -j-p;Q+2- 2j;Z)

(i = l, • • • , 4; j = 0, ■ ■ ■ , r; p, q, r = 0, 1, 2, • • • ; q^O for i = 2,

p9^0 for i = 3, pqj^O for i = 4) where F is the hyper geometric function

and Z = z2z3/zizi. The normalizing factor is

Proof. The hypergeometric function has the finite expansion

(a) F(-j, -j-p;Q + 2-2j;Z) = y£ Cj,j-,Z>,

(3)

(J)(P+J)(b) c, =    Vl,Aj-y/   •

r;:r)
Orthogonality. From (3.2) and Lemma 2 (</>*', 0S?)=O if /?**.

Similarly (0*', 0im')=O unless p = s, q — t and r = M. It only remains

to show that

(4) If, = («<•''•)), 0(«) = 0        fori^£,

(d)'-'^ = 4>^l). Without loss of generality we may assume k<j and

t = l. Then

i      k

* jk -^V    /   .    /   .  Cy,y— pCAr.A:—y.aj— y,k—}t

p-0 /i=0

(N = NpqrNpqr), or replacing j> by j —j> and ^ by k—p,

(5) /y* = N E C*m4,
m-o

where

;'
(6) Ija   =   E   Cj,a,a.

p-0

We prove (4) by induction on k for fixed j. Specifically we show that
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Ijo = NI'm = 0 and that I'J<r=0 for cr = 0, 1, • • • , k-1 implies 7^ = 0.

Hence ly*=0.

(i) For k = 0,

i
IjO   =    NCoO   /—I   OjyCLyO

y=0

— AjSjo,

where

(p+j)\(Q+l-2j)\
(7) Aj = (-1)'8tW -— -—

(Q + p+l)\

and

v-o \ >- / (Q + 1 - J - v)!

By using the binomial theorem and then differentiating the expres-

sion

(9) Dj-i,k(x, y) =  „■,.,■ x"+"y0-i-k(x - y)\
dxlcdy'~1~lc

(defined for k <j), we find that

Sj0 = A_i,o(i, l).

Upon differentiating (9) we see that P,-_i ,*■(#, y) equals x — y times a

polynomial in x and y. Hence Dj-i,k(l, 1)=0 for all k<j. Thus Sj0

and Ijo are both 0.

(ii) Let k be such that 0^k^j — l. Assuming by induction hy-

pothesis that I'jtJ = 0 for <r = 0, 1, • • • , k — 1, we find by using the bi-

nomial theorem on Dj_i,k(x, y) and then differentiating that Ijk is a

multiple of £>y_i,j.(l, 1). Thus I'jt and Ijk are 0 and the set (1) is

orthogonal.

Normality. We have to show that /yy=l. By (5) and the fact that

rM=0 for m = 0, 1, • • • ,j-l,

?
lyy        iVCyyiyy        iv   / , -^jvavj,

»—0

which by (2.4), (3b) and (7) has the value

r-o \ i» / (? + 1 — j — v
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Now the expression

Tj = (-l)'Aj —-.\xp+i f yQ~2'(x - y)'dy\

can be shown to equal /,-,• when x = 1 by first using the binomial

theorem and then performing the integration and differentiation.

On the other hand integrating Tj iteratively, then differentiating and

setting x = l, we find that only one term is different from 0 and its

value is

,   1W,     jKQ + P+i)KQ-2j)l
(-l)'Aj-

1 (Q+p+l-j)l(Q+l-j)l

which equals 1. Thus (1) is an ONS.

By analogous methods but much more complicated computations

it may be shown that the system

(10) ip" = MPZPij(z)F(-j, - j- piQ + A- 2j; Z)

(i = l, • • • , 4; j = 0, ■ ■ ■ , r; p, q, r = 0, 1, 2, • • • ; q^O for i = 2,

pj^O for i = 3, pq^O for t = 4) where

,.(fl      r4(i+l)/r-i+2\/o + r-i+2\

/Q + P + 3-j\/Q + 3-j\-yi2

\        P+j        )\   j+ 1     )\

forms an ONS on D with respect to the inner product

(12) f fgdVD.
Jx>

(Cf. [5], where some of the calculations are carried out and the gen-

eral procedure is explained.)

5. Completeness. Hua [4] has proved that the set of powers (3.1)

is complete on D ior functions of class L2'3 that is, if/ is an analytic

function with finite norm [/c|/| 2o3Fb]1/2, on D, and

f fPdVD = 0, (Pj = 0, 1, 2, • • • ;j = 1, • • • , 4),

then/=0 on D. Now each orthogonal set of (4.1) (j = 0, • ■ ■ , r) is

3 Class V- was first introduced by Bergman (cf. [l]).
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formed from r + 1 distinct powers of the type described in Lemma 2.

Thus

<t>a = E CjyPi,      (j = 0, - ■ ■ , r; Cyy 7* 0).

Consequently

i
Pij   =    2-1  djy<f>i,.

y-0

Furthermore the proofs of Lemmas 1 and 2 show that every power

P belongs to one and only one set {P,y} (*=T, • • • , 4). Conse-

quently {(p) is complete with respect to functions of class L2 on D.

Similarly for the ONS (4.10).

6. Expansion theorems. By a result due to Bergman [l ] any func-

tion / of class L2 on D has an orthogonal development

(1) S  =   22  antn, a„   =    f     ffindV,
n=0 J D

and (1) converges absolutely and continuously to/in D({ipn\ is any

convenient ordering of the ONS (4.10)). Also if \a„} is an arbitrary

sequence of constants such that X^lan|2 converges, then the series

S converges absolutely and continuously in D. In our case this gives

a theorem on the convergence of a series of hypergeometric functions.

Also (4.10) gives an expansion for the Bergman kernel function [6]

A-(z, t) = 12/[tt4 det4 (/ - zt*)],

namely,

K(z, t) = J2 M*)MO,
n=0

in terms of hypergeometric functions for all z, t in D. Analogous re-

sults hold for the Szego kernel,

1/[&V3 det2 (/ - zt*)]

[2], related to the ONS (4.1).
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