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BOUNDS FOR THE DETERMINANT OF THE SUM

OF HERMITIAN MATRICES1

MIROSLAV FIEDLER

Abstract. Best possible lower and upper bounds for the

determinant of the sum of two hermitian matrices in terms of the

eigenvalues of both matrices are obtained.

It is the main purpose of this note to prove the following

Theorem. Let A and B be hermitian nXn matrices with eigenvalues

ai^a¡| • • • ^oinandßi^ß^ ■ ■ ■ ^ßnrespectively. Then

n n

(1) min II («i + ßpi) = det(¿ + B) g max  JJ («»' + ßp<)
p    <=i p     i-i

(the minimum or maximum is taken over all permutations of indices

1, 2, ■ • • , n).

In particular, if a, +ßn ^ 0 (which is certainly true if both A and B

are positive semidefinite) then

(2) ft («•■ + ßu = àet(A + B) g O («•' + ßn+i-u ■
i=l i-1

These estimates are best possible in terms of the eigenvalues of A and B.

Proof. Let us first prove the

Lemma. Let P and Q be complex nXn matrices, det P^O. Then for

any complex e sufficiently small in modulus,

(3) det(P + tQ) = det P(l + « tr QP~l) + 0(e2).

Remark. As usual, tr Z means the trace, 22 z»> of the square

matrix Z = (z,k). We shall often use the formula

(4) tr AB =trBA.

Proof of the Lemma. If P = 7, the identity matrix, (3) is immedi-

ate. Then it suffices to use this for the second term in det(P+e0

= detPdet(7+€<2P-1).
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Now, let A and B be hermitian matrices with eigenvalues

«i= • • • ^a» and /3iâ * • ■ ̂ ßn, respectively.

Let us prove the left inequality in (1) first under the assumption

thatai>a2>  • ■ ■ >a„.

The matrix A is unitarily similar to ^4o = diag{ai, a2, ■ ■ ■ , an}

and B is unitarily similar to Po = diag{ft, ß2, ■ • • , ßn}. Clearly,

det(A+B) =det(^40+FP0F*) for some unitary matrix V.

The set Un oí all unitary nXn matrices being compact, there exists

a matrix   F0 G U„ such that

det(^o+F0PoF0*) =min det(Ao+VB0V*).
VeVn

Denote

(5) Bi=VoB0Vt

(6) Co = A0+VoB0Vt,

so that clearly

(7) det Coúdet(A+B).

Let us prove that if C0 is nonsingular then Co commutes with

Pi:

(8) PiCo = CoPi.

Assume that (8) is not fulfilled. Then the skew-hermitian matrix

5 = CölPi-PiCö1?i0, 5=-5*, so that

(9) tr ^(SiCo-1 - Cö^Pi) = tr SS* > 0.

For any real e, the matrix F(«)=exp £5 = J-r-í-5 + 5€252-t- • • • is

unitary. Choose now € small enough in modulus such that

(10) e det Co <0.

Then, according to the Lemma,

det(AB + V(e)BiV*(e)) = det(A0 + Pi + e(SBi - BiS)) + 0(e2)

= det Co(l + e tr(5Pi - BiS)C^) + 0(e2)

= det Co(l + e tr ^PiCo"1 - Co^Pi)) + 0(t2)

which is, for sufficiently small e in modulus, less than det Co by (9)

and (10).
This contradiction proves (8). By (5) and (6), Bi(A0 + Pi)

= (Ao+Bi)Bi or AoBi = BiAo.
Since A 0 is diagonal with distinct diagonal entries, Pi is easily seen

to be diagonal as well. It follows that for some permutation P0,
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5i = diag{/3p0i, ßPti2, ■ ■ ■ , ßPon} so that by (7), IL («í+ftv)
^ det(^4 -f- B), and the left-hand side is clearly equal to

minpIL (cti+ßpi).
Let us now show that the result is still valid if det C0 = 0 and/or if

we drop the assumption that the eigenvalues cti, ■ • • , an of A are

mutually distinct. The dependence of det Co on A is easily seen to be

continuous with no local extreme points. Hence we can construct a

sequence \Ak} of hermitian matrices with distinct roots converg-

ing to A and such that the corresponding matrices Cok from (6) are

all nonsingular. The eigenvalues a« = 0*2= • • • =«>.„ of Ak will then

converge, ak]—*aj,j = l, ■ • • , n, so that the left inequality in (1) will

be satisfied also for the limit.

The proof of the right inequality in (1) is similar; the sign of e will

then be chosen the same as the sign of the matrix for which the maxi-

mum is attained.

The inequalities (2) follow from (1). If an+ßn^0 then a.+ft-^O

for all i, j and clearly

IT (««■ + ßu = min II («< + ßPi),
i p      i

II (ai + ßn+i-i) = max  JJ (a* 4- ßPi)
i p       i

since, for i < j and i' < j',

(ai + ßi.)(aj + ßr) - (ai + &.)(«/ + ßt>) = - («< - <*,)(&< - ßj>) è 0

and every permutation can be expressed as a product of transposi-

tions. The proof is complete.

Let us add some remarks. First, the inequalities in (1) and the left

inequality in (2) can be generalized to the case of more than two

hermitian matrices. In particular, it follows that for any x real,

min  ] I (ai + ßpi + x) ^ det(.4 + B + xi) ^ max ü (a¿ + ßPi + x).
Pi Pi

Similarly, for any x such that x 4- a„ 4- j8„ = 0,

II («< + ßi + x) = det(A + B + xi) g II («¿ + ßn+i-i + x),
i i

and,  for any x satisfying x=ai-r-/?i, we have

II (* - «< - ßi) = det(x/ - A - B) g: II (x - ai- ßn+i-i)-
i i

Let us denote by Ek(xlt • • ■ , xn) the Mh elementary symmetric

function of Xi, • • • , x„. If 71, • • • , y„ are eigenvalues of C=A+B,
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it follows easily, by taking x very large, that, for any hermitian A

and B,

E2(ai + ß„, a2 + ßn~i, • • • , an + ßi) ^ £2(71» - ' ■ > 7«)

=  P2(ai+/3l,   •   •   •   ,an+ßn).

Since Pi(71, • • • , In) =Ei(ai+ßi, • • ■ , an+ßn), the last inequality

is equivalent to 22» 7t = 22< (oti+ßi)2 which is easily seen (the left-

hand side is tr(^4 +B)2 etc.) to be equivalent to von Neumann's in-

equality tr .4P g 22< a'ßi-
Let us show that the left inequality in (2) can be derived from a

result by Lidskiï [3], Wielandt [4]: The intersection of the convex

hull of points (cti+ßpi, a2+ßp2, • ■ • , an+ßPn) with the convex hull

of points (ßi + api, ß2 + ap2, ■ • ■ , ßn + otpn) contains the point

(711 • • • , 7n). If otn+ßn^O, all these points are in the nonnegative

orthant where the region

n

n Xi ̂ min n («.•+ßpi) = n («<+&)
.=1     p i i

is convex. Hence det(A +B) = H?-=i T.^ IT< (cti+ßi).
Since in the nonnegative orthant the region

P*(*i, ■••,*») è min £*(«i + ßpi, a2 + ßP2, ■ ■ ■ , an + ßp„)
p

=  Ek(ctl + ßl, «2 + ß2,   ■   •    ■   , dn + ßn)

is convex for each ¿ = 1,2, ■ • • , n, the same argument shows that, if

Kn+ßn^0, then, for k = l, ■ ■ ■ , n,

(11) £*(7i, 72, • • • , 7») ^ Ek(ai + ßi, a2 + ß2, ■ ■ ■ ,an+ ß»).

This is of course also the best possible estimate for the sum of all

principal minors of order k of the matrix A +B in terms of the eigen-

values of the (hermitian) matrices A and P.

The same argument applied to the functions Qk(xi, • ■ • , xn)

= Ek(xi, • ■ ■ , x„)/Ek-i(xi, • ■ ■ , Xn) (k = 2, • ■ ■ , n) which are also

convex in the nonnegative orthant (cf. [l ]) shows that even

Qk(yi, ■ • ■ , 7n) ^ min Qk(oii+ ßpi, • • ■ ,an+ ßpn)

(12) P
= Qk(ai + ßh ■ ■ ■ , a„ + ßn) for k = 2, ■ • ■ , n.

This last equality follows from the following assertion:

Let Pi, P2 be permutations of 1, 2, • • • , n such that Pik 7^P2k only

for k = i and k =/, i <j (so that P2 is a product of Pi and a transposi-

tion). If Pii <Pij, then
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(13)   Qk(ai + ßPli, ••-,«» + ßPl„) g Qkiai + ßPtl, ••-,«„ + ßP%n).

To show this, we can assume i = n — l,j = n and Pi(n — 1) <Pi(m).

Then, (13) is equivalent to

/Ekiai+ßPli, ■ ■ ■ , an+ßpin)    Ek-iiai+ßp^, • • • , an+ßpin)\
det I 1 ̂  0.

\Ek(ai+ßpti, ■ ■ ■ , an+ßpin)    Ek-i(ai+ßPii, ■ ■ ■ , an+ßp2n)/

Using the formula

Ek(Zl,   ■   ■   •  ,Zn)   =  Ek(zh   •   •   •  , Zn-2) + iZn-1 +   Zre)P*_l(Zl,   •   •   • , Z„_2)

+ Zn-lZnEk-2iZl,   ■   ■   ■   ,  Zn-2)

and the notation

Ek = E/ciai 4- ßp,i, • • • , an-2 4- /3p1(„_2)),

one shows easily that the above determinant is equal to

— (a„_i — ajißp^n-i) — /3pin)[(an_i + an + ßp^n-i) + ßpin)

2

•(P/c-2 — Ek_$Ek-i) -f- Ek^2Ek-i— Ek_3Ek¡

since P2(w —1) =Pi(w), P2(m) =Pi(w —1). However, the well-known

inequalities (cf. [2]) yield El_2£Ek-»Ek-u Ek-2Ek-i^Ek_$Ek, so that

the last expression is nonpositive and (13) is true.

It is easy to see that the system (12), together with Pi(7i, • • • , y„)

= Eiiai+ßi, • - • ,an+ßn) is stronger than the system (11).
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