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Abstract. For nearly integrable and Tonelli system

$$
H_{\epsilon}=H_{0}(p)+\epsilon H_{1}(q, p, t) . \quad(q, p, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T},
$$

we give the perturbation estimates of weak KAM solution $u_{\epsilon}$ with respect to parameter $\epsilon$ and prove the stability of the Mather set $\tilde{\mathcal{M}}_{\epsilon}$, Aubry set $\tilde{\mathcal{A}}_{\epsilon}$, Mañé set $\tilde{\mathcal{N}}_{\epsilon}$ and even the backward (forward) calibrated curves under the perturbation.

## 1. Introduction

We denote by $\mathbb{T}^{n} \times \mathbb{R}^{n}$ the cotangent bundle $T^{*} \mathbb{T}^{n}$, that we endow with its usual coordinates $(q, p)$ and its canonical symplectic form $\Omega=\sum_{i=1}^{n} d q_{i} \Lambda d p_{i}$, where $\mathbb{T}^{n}=\mathbb{R}^{n} / \mathbb{Z}^{n}$.

Given $r \geq 2$ and a non-decreasing dominant function $C(x): \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, let

$$
\mathcal{S}=\left\{f \in C^{r}\left(\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}, \mathbb{R}\right):\|f(q, p, t)\|_{C^{r}} \leq C(K), \text { for all }\|p\| \leq K\right\}
$$

We consider the following $C^{r}$ nearly integrable Hamiltonian:

$$
\begin{equation*}
H_{\epsilon}(q, p, t)=H_{0}(p)+\epsilon H_{1}(q, p, t), \quad H^{1} \in \mathcal{S}, \quad(q, p, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}, \tag{1.1}
\end{equation*}
$$

where the integrable system $H_{0}(p)$ is strictly convex and superlinear, and we also assume $H_{\epsilon}$ satisfies the following Tonelli conditions:
(L1) Convexity: For each $(q, t) \in \mathbb{T}^{n} \times \mathbb{T}$, the Hamiltonian $H_{\epsilon}$ is strictly convex in $p$ coordinate, i.e., the Hessian $\frac{\partial^{2} H_{\epsilon}}{\partial p_{i} \partial p_{j}}$ is definitely positive.
(L2) Superlinearity:

$$
\lim _{\|p\| \rightarrow+\infty} \frac{H_{\epsilon}(q, p, t)}{\|p\|}=+\infty, \quad \text { uniformly on }(q, t) .
$$

(L3) Completeness: All solutions of the Hamiltonian equation are well defined for the whole $t \in \mathbb{R}$.

[^0]We also denote by $\mathbb{T}^{n} \times \mathbb{R}^{n}$ the tangent bundle $T \mathbb{T}^{n}$, and we obtain the associated $C^{r}$ Lagrangian

$$
\begin{equation*}
L_{\epsilon}(q, v, t)=\left\langle v, \pi_{p} \circ \mathcal{L}^{-1}(q, v, t)\right\rangle-H_{\epsilon} \circ \mathcal{L}^{-1}(q, v, t) . \tag{1.2}
\end{equation*}
$$

Here $\mathcal{L}: \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T} \rightarrow \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}, \mathcal{L}(q, p, t)=\left(q, \frac{\partial H_{\epsilon}(q, p, t)}{\partial p}, t\right)$ is the LegendreFenchel transformation, and $\pi_{p}$ denotes the natural projection $\pi_{p}(q, p, t)=p$. Thus, $L_{\epsilon}$ also satisfies Tonelli conditions:
(L1) Convexity: For each $(q, t) \in \mathbb{T}^{n} \times \mathbb{T}, L_{\epsilon}$ is strictly convex in $v$ coordinate, i.e., the Hessian $\frac{\partial^{2} L_{e}}{\partial v_{i} \partial v_{j}}$ is definitely positive.
(L2) Superlinearity:

$$
\lim _{\|v\| \rightarrow+\infty} \frac{L_{\epsilon}(q, v, t)}{\|v\|}=+\infty, \quad \text { uniformly on }(q, t)
$$

(L3) Completeness: All solutions of the Euler Lagrange equation are well defined for the whole $t \in \mathbb{R}$.
Because $H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right) \cong \mathbb{R}^{n}$, from now on, unless otherwise specified, we use the same symbol $c=\left(c_{1}, \cdots, c_{n}\right) \in \mathbb{R}^{n}$ to denote both the cohomology class in $H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ and the closed 1-form $\sum_{i=1}^{n} c_{i} d q_{i}$ of torus $T^{n}$.

Let's review some basic facts for nearly integrable systems. Classical KAM theory asserts that a set of nearly full measure in phase space consists of invariant tori carrying quasi-periodic motions ([2], [16], [21). In addition, the Nekhoroshev estimates tell us that all solutions stay stable for an exponentially long time under some steepness conditions (e.g. [22]). However, for the whole time, the phenomenon of instability may occur, such as Arnold diffusion (e.g. [8, [9, [15).

The perturbation estimates and regularity of weak KAM solutions (see Section 2 ) in the normally hyperbolic invariant cylinders are very important in construction of diffusion orbits (e.g. 3], [10, [24]) and propagation of singularities [7]. It was proved by [12] that if Mather's $\alpha$ function $\alpha(c)$ is twice differentiable at $c_{0}$, then

$$
\int_{\mathbb{T}^{n}}\left\|\left(c+d_{x} u^{c}\right)-\left(c_{0}+d_{x} u^{c_{0}}\right)\right\|^{2} d \sigma \leq C\left\|c-c_{0}\right\|^{2}
$$

for $\left\|c-c_{0}\right\| \ll 1$, where $\sigma$ is the projection on $\mathbb{T}^{n}$ of some Mather measure $\mu$ supported on the Mather set $\tilde{\mathcal{M}}\left(c_{0}\right)$. Moreover, it was shown by [17 that if $\tilde{\mathcal{M}}\left(c_{0}\right)$ is a real analytic quasi-periodic invariant torus with a Diophantine frequency, then

$$
\left\|\left(c+d_{x} u^{c}\right)-\left(c_{0}+d_{x} u^{c_{0}}\right)\right\| \leq C\left\|c-c_{0}\right\|
$$

for $\left\|c-c_{0}\right\| \ll 1$. We also refer the readers to ( 11, , 14]) for the $\epsilon$-regularity of weak KAM solutions. Notice that all of these results (1], [12], [14, [17) were established for time-independent Hamiltonians. In Theorem 1.1, we give the $\epsilon$-regularity of weak KAM solutions for time-dependent nearly integrable Hamiltonians. Furthermore, Example 1.3 illustrates that Theorem 1.1 may not be true for general Hamiltonians, even when the Hamiltonian is time-independent.

For nearly integrable Hamiltonians, 6] provides an estimate on the speed of minimal orbits by using the globally topological trick. For quasi-integrable exact maps, 4 provides the same estimate on the speed of minimal orbits in an invariant set with homoclinic orbits for each resonant frequency. However, in Theorem 1.2, combining Mather's variational theory and Fathi's weak KAM theory, we also give similar estimates to those in [4] and [6. Furthermore, we give the perturbation
estimates of globally minimal invariant sets such as the Mather sets, Aubry sets and Mañé sets. Theorem 1.2 also gives the perturbation size of all backward (resp. forward) calibrated curves. This can be viewed as the complement to KAM theory and Nekhoroshev estimates.

Theorem 1.1. Given $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$, there exists a small number $\epsilon_{0}=\epsilon_{0}\left(H_{0}, c\right)>$ 0 and a constant $D=D\left(H_{0}, c\right)>0$ such that for all $\epsilon$ with $|\epsilon|<\epsilon_{0}$, Hamiltonian systems (1.1) and its associated Lagrangian (1.2) have the following estimates: for each weak KAM solution $u_{\epsilon}^{c}$ of $L_{\epsilon}-c$ and $u_{0}^{c}$ of $L_{0}-c$, we have

$$
\left\|u_{\epsilon}^{c}(x, t)-u_{\epsilon}^{c}(y, s)\right\| \leq D \sqrt{\epsilon}(\|x-y\|+|s-t|)
$$

and

$$
\left\|d u_{\epsilon}^{c}(q, t)-d u_{0}^{c}(q, t)\right\| \leq D \sqrt{\epsilon}, \quad \text { for almost all }(q, t) \in \mathbb{T}^{n} \times \mathbb{T}
$$

Theorem 1.2. Given $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$, there exists a small number $\epsilon_{0}=\epsilon_{0}\left(H_{0}, c\right)>$ 0 and a constant $D=D\left(H_{0}, c\right)>0$ such that for all $\epsilon$ with $|\epsilon|<\epsilon_{0}$, we have
(1) For each curve $\gamma_{\epsilon}(t):(-\infty,+\infty) \rightarrow \mathbb{T}^{n}$ which is calibrated by a weak KAM solution $u_{\epsilon}^{c}$ of Lagrangian (1.2), i.e., for all $t_{1}<t_{2} \in \mathbb{R}$ such that $u_{\epsilon}^{c}\left(\gamma_{\epsilon}\left(t_{2}\right), t_{2}\right)-$ $u_{\epsilon}^{c}\left(\gamma_{\epsilon}\left(t_{1}\right), t_{1}\right)=\int_{t_{1}}^{t_{2}}\left(L_{\epsilon}-c+\alpha_{\epsilon}(c)\right)\left(d \gamma_{\epsilon}(s), s\right) d s$, we have

$$
\left\|\dot{\gamma}_{\epsilon}(t)-\dot{\gamma}_{\epsilon}(0)\right\| \leq D \sqrt{\epsilon}, \quad \forall t \in \mathbb{R}
$$

(2) For each backward curve $\gamma_{\epsilon}(t):\left(-\infty, t_{0}\right] \rightarrow \mathbb{T}^{n}$ which is calibrated by a weak KAM solution $u_{\epsilon}^{c}$ of Lagrangian (1.2), i.e., for all $t_{1}<t_{2} \in\left(-\infty, t_{0}\right)$ such that $u_{\epsilon}^{c}\left(\gamma_{\epsilon}\left(t_{2}\right), t_{2}\right)-u_{\epsilon}^{c}\left(\gamma_{\epsilon}\left(t_{1}\right), t_{1}\right)=\int_{t_{1}}^{t_{2}}\left(L_{\epsilon}-c+\alpha_{\epsilon}(c)\right)\left(d \gamma_{\epsilon}(s), s\right) d s$, we have

$$
\left\|\dot{\gamma}_{\epsilon}(t)-\dot{\gamma}_{\epsilon}(0)\right\| \leq D \sqrt{\epsilon}, \quad \forall t \leq t_{0}
$$

(3) For each minimal orbit $\gamma_{\epsilon}(t)$ in the Mather set $\mathcal{M}_{\epsilon}(c)$ (resp. Aubry set $\mathcal{A}_{\epsilon}(c)$, Mañé set $\mathcal{N}_{\epsilon}(c)$ ), we have

$$
\left\|\dot{\gamma}_{\epsilon}(t)-\dot{\gamma}_{\epsilon}(0)\right\| \leq D \sqrt{\epsilon}, \quad \forall t \in \mathbb{R}
$$

In addition, the Mather set $\tilde{\mathcal{M}}_{\epsilon}(c)\left(\right.$ resp. $\left.\tilde{\mathcal{A}}_{\epsilon}(c), \tilde{\mathcal{N}}_{\epsilon}(c)\right)$ of Lagrangian (1.2) is contained in a $D \sqrt{\epsilon}$ neighbourhood of the Mather set $\tilde{\mathcal{M}}_{0}(c)$ (resp. $\tilde{\mathcal{A}}_{\epsilon}(c)$, $\left.\tilde{\mathcal{N}}_{\epsilon}(c)\right)$ of $L_{0}$, i.e., $d_{H}\left(\tilde{\mathcal{M}}_{\epsilon}(c), \tilde{\mathcal{M}}_{0}(c)\right) \leq D \sqrt{\epsilon}$

$$
\left(\text { resp. } \quad d_{H}\left(\tilde{\mathcal{A}}_{\epsilon}(c), \tilde{\mathcal{A}}_{0}(c)\right) \leq D \sqrt{\epsilon}, \quad d_{H}\left(\tilde{\mathcal{N}}_{\epsilon}(c), \tilde{\mathcal{N}}_{0}(c)\right) \leq D \sqrt{\epsilon}\right),
$$

where $d_{H}(A, B)$ denotes the Hausdorff distance, i.e.,

$$
d_{H}(A, B)=\max \left\{\sup _{a \in A} \inf _{b \in B} d(a, b), \sup _{b \in B} \inf _{a \in A} d(a, b)\right\} .
$$

The following example shows that Theorem 1.1 may not be true for general Hamiltonians.

Example 1.3. We take $H_{\epsilon}(q, p)=H_{0}(q, p)+\epsilon H_{1}(q, p),(q, p) \in \mathbb{T} \times \mathbb{R}$, where $H_{0}(q, p)=\frac{1}{2} p^{2}+\delta(\cos (2 \pi q)-1)$ and $H_{1}(q, p)=p$, we also let $\epsilon \ll \delta$. Notice that $H_{\epsilon}$ is not nearly integrable. It's easy to compute the associated Lagrangian of $H_{\epsilon}$ :

$$
L_{\epsilon}(q, v)=L_{0}(q, v)+\epsilon L_{1}(q, v, \epsilon)=\frac{1}{2} v^{2}-\delta(\cos (2 \pi q)-1)-\epsilon\left(v-\frac{\epsilon}{2}\right)
$$

(1) $\epsilon=0$, the weak KAM solution $u_{0}(q)$ is a 1-periodic function and satisfies:

$$
d_{q} u_{0}=\left\{\begin{array}{l}
2 \sqrt{\delta} \sin (\pi q), \quad 0 \leq q<\frac{1}{2} \\
-2 \sqrt{\delta} \sin (\pi q), \quad \frac{1}{2}<q \leq 1
\end{array}\right.
$$

(2) $0<\epsilon<\frac{4}{\pi} \sqrt{\delta}$, the weak KAM solution $u_{\epsilon}(q)$ is 1-periodic and satisfies:

$$
d_{q} u_{\epsilon}=\left\{\begin{array}{l}
2 \sqrt{\delta} \sin (\pi q)-\epsilon, \quad 0 \leq q<a(\epsilon) \\
-2 \sqrt{\delta} \sin (\pi q)-\epsilon, \quad a(\epsilon)<q \leq 1
\end{array}\right.
$$

where $a(\epsilon)$ is determined by the equation $\cos (\pi a(\epsilon))=-\epsilon /\left(\frac{4 \sqrt{\delta}}{\pi}\right)$ and $a(\epsilon) \geq \frac{1}{2}$.
We have,

$$
\begin{aligned}
\left\|d_{q} u_{\epsilon}-d_{q} u_{0}\right\| & =\max _{q \in[0,1]}\left|d_{q} u_{\epsilon}-d_{q} u_{0}\right| \geq \max _{\frac{1}{2} \leq q<a(\epsilon)}\left|d_{q} u_{\epsilon}-d_{q} u_{0}\right| \\
& \geq|2 \sqrt{\delta} \sin (\pi q)-\epsilon-(-2 \sqrt{\delta} \sin (\pi q))| \\
& =4 \sqrt{\delta} \sqrt{1-\epsilon^{2} /\left(\frac{4 \sqrt{\delta}}{\pi}\right)^{2}}-\epsilon=\sqrt{16 \delta-\pi^{2} \epsilon^{2}}-\epsilon .
\end{aligned}
$$

Then for $0<\epsilon<\frac{3 \sqrt{\delta}}{\pi},\left\|d_{q} u_{\epsilon}-d_{q} u_{0}\right\| \geq 7 \sqrt{\delta}-\frac{3 \sqrt{\delta}}{\pi}>\sqrt{\delta}$.
In view of $\epsilon \ll \delta$ and that $\delta$ is fixed, so $\left\|d_{q} u_{\epsilon}-d_{q} u_{0}\right\| \leq O\left(\epsilon^{\kappa}\right),(0<\kappa<1)$ cannot hold. Therefore, Theorem 1.1 is not true in this case.

## 2. Brief introduction to Mather theory and weak KAM theory

Let's review some basic results of Mather theory ([19, [20]) first. Let $M$ be a compact connected $C^{\infty}$ manifold, and $T M$ be its tangent bundle. Let $L: T M \times \mathbb{T} \rightarrow$ $\mathbb{R}$ be a $C^{r}(r \geq 2)$ Tonelli Lagrangian, where $\mathbb{T}=\mathbb{R} / \mathbb{Z}$.

The Tonelli conditions imply that the Legendre-Fenchel transformation $\mathcal{L}$ is a $C^{r-1}$ diffeomorphism of $T M \times \mathbb{T}$ onto $T^{*} M \times \mathbb{T}$,

$$
\mathcal{L}(q, v, t)=\left(q, \frac{\partial L}{\partial v}(q, v, t), t\right)
$$

Therefore, we obtain the associated Hamiltonian $H(q, p, t)=\langle p, v\rangle-L(q, v, t)$, where $v=v(q, p, t)$ is implicitly determined by $p=\frac{\partial L}{\partial v}(q, v, t)$.

Let $I=[a, b]$ be an interval, and $\gamma: I \rightarrow M$ be an absolutely continuous curve. We denote by

$$
A(\gamma)=\int_{a}^{b} L(d \gamma(t), t) d t
$$

the action of $\gamma$. An absolute curve $\gamma: I \rightarrow M$ is called a minimizer or action minimizing curve if

$$
A(\gamma)=\min _{\substack{\xi(a)=\gamma(a), \xi(b)=\gamma(b) \\ \xi \in C^{a}(I, M)}} \int_{a}^{b} L(d \xi(t), t) d t
$$

We call $\gamma:(-\infty,+\infty) \rightarrow M$ a globally minimizing curve if for all $a<b, \gamma$ is a minimizer on $[a, b]$. Notice that the minimizer satisfies the Euler Lagrange equation.

Let $\mathcal{M}_{L}$ be the space of Euler Lagrangian flow invariant probability measures on $T M \times \mathbb{T}$. To each $\mu \in \mathcal{M}_{L}$, note that $\int \lambda d \mu=0$ for each exact 1-form $\lambda$. Therefore, given $c \in H^{1}(M, \mathbb{R})$ and a closed 1-form $\eta_{c} \in c=\left[\eta_{c}\right]$, we can define Mather's $\alpha$ function

$$
\alpha(c)=-\inf _{\mu \in \mathcal{M}_{L}} A_{c}(\mu)=-\inf _{\mu \in \mathcal{M}_{L}} \int_{T M \times \mathbb{T}} L-\eta_{c} d \mu
$$

It's easy to check that $\alpha(c)$ is finite everywhere, convex and superlinear.

We associate to $\mu \in \mathcal{M}_{L}$ its rotation vector $\rho(\mu) \in H_{1}(M, \mathbb{R})$ in the following sense:

$$
\left\langle\rho(\mu),\left[\eta_{c}\right]\right\rangle=\int_{T M \times \mathbb{T}} \eta_{c} d \mu, \quad \forall c \in H^{1}(M, \mathbb{R})
$$

So we can define Mather's $\beta$ function:

$$
\beta(h)=\inf _{\mu \in \mathcal{M}_{L}, \rho(\mu)=h} \int L d \mu .
$$

$\beta$ is finite, convex, and superlinear and $\beta$ is the Legendre-Fenchel dual of $\alpha$.
Let $\mathcal{M}^{c}=\left\{\mu \in \mathcal{M}_{L} \mid A_{c}(\mu)=-\alpha(c)\right\}, \mathcal{M}_{h}=\left\{\mu \in \mathcal{M}_{L} \mid \rho(\mu)=h, A(\mu)=\beta(h)\right\}$. $\mu \in \mathcal{M}_{L}$ is called a $c-$ minimal measure if $\mu \in \mathcal{M}^{c}$ and we can define the Mather set:

$$
\tilde{\mathcal{M}}(c)=\bigcup_{\mu \in \mathcal{M}^{c}} \operatorname{supp} \mu
$$

To study more properties of dynamic systems, we need to find "larger" invariant sets and study their topology structure. First, we define a function $\Phi_{c}$,

$$
\begin{gathered}
\Phi_{c}:(M \times \mathbb{T}) \times(M \times \mathbb{T}) \rightarrow \mathbb{R} \\
\left((x, \tau),\left(x^{\prime}, \tau^{\prime}\right)\right) \mapsto \inf _{\substack{t^{\prime}>t, t \equiv \tau \bmod 1 \\
t^{\prime} \equiv \tau^{\prime} \bmod 1, \gamma \in \Gamma}} \int_{t}^{t^{\prime}}\left(L-\eta_{c}+\alpha(c)\right)(d \gamma(s), s) d s,
\end{gathered}
$$

where $\Gamma$ is a set of absolutely continuous curves $\gamma$ satisfying $\gamma(t)=x, \gamma\left(t^{\prime}\right)=x^{\prime}$, and $\eta_{c}$ is a closed 1-form such that $\left[\eta_{c}\right]=c \in H^{1}(M, \mathbb{R})$. A curve $\gamma: \mathbb{R} \rightarrow M$ is called $c$-semi-static if

$$
A_{c}\left(\gamma \mid\left[t, t^{\prime}\right]\right)=\Phi_{c}\left((\gamma(t), t \bmod 1),\left(\gamma\left(t^{\prime}\right), t^{\prime} \bmod 1\right)\right)
$$

A curve $\gamma: \mathbb{R} \rightarrow M$ is called $c$-static if

$$
A_{c}\left(\gamma \mid\left[t, t^{\prime}\right]\right)=-\Phi_{c}\left(\left(\gamma\left(t^{\prime}\right), t^{\prime} \bmod 1\right),(\gamma(t), t \bmod 1)\right)
$$

Thus, we define the Aubry set $\tilde{\mathcal{A}}(c)$ and the Mañé set $\tilde{\mathcal{N}}(c)$ in $T M \times \mathbb{T}$ as

$$
\begin{aligned}
& \tilde{\mathcal{A}}(c)=\bigcup\{(d \gamma(t), t \bmod 1) \mid \gamma \text { is } c \text {-static }\} \\
& \tilde{\mathcal{N}}(c)=\bigcup\{(d \gamma(t), t \bmod 1) \mid \gamma \text { is } c \text {-semi-static }\}
\end{aligned}
$$

Then, we have the following relation:

$$
\tilde{\mathcal{M}}(c) \subseteq \tilde{\mathcal{A}}(c) \subseteq \tilde{\mathcal{N}}(c)
$$

Let $\pi: T M \times \mathbb{T} \rightarrow M \times \mathbb{T}$ be the natural projection. We denote

$$
\mathcal{M}(c) \triangleq \pi \circ \tilde{\mathcal{M}}(c), \mathcal{A}(c) \triangleq \pi \circ \tilde{\mathcal{A}}(c), \mathcal{N}(c) \triangleq \pi \circ \tilde{\mathcal{N}}(c)
$$

Now, we will review some basic results of weak KAM theory. For the autonomous case, see [13]. For the non-autonomous case, see e.g. [5], 11], [23].

Definition 2.1. We say $u^{-}: M \times \mathbb{T} \rightarrow \mathbb{R}$ is a backward weak KAM solution if
(1) $u^{-}$is dominated by $L+\alpha(0)$, i.e.,

$$
u^{-}(x, s)-u^{-}(y, t) \leq \Phi_{0}((y, t),(x, s))
$$

(2) For each $(x, s) \in M \times \mathbb{T}$, there exists a calibrated curve $\gamma:(-\infty, s] \rightarrow M$ such that

$$
u^{-}(x, s)-u^{-}(\gamma(t), t)=A(\gamma \mid[t, s])+\alpha(0)(s-t), \quad \forall t \in(-\infty, s] .
$$

Similarly, we can also define the forward weak KAM solution $u^{+}$.
The Lax-Oleinik semigroup is well known in PDE and in Calculus of Variations. Now we will introduce the associated Lax-Oleinik operator on $C^{0}(M \times \mathbb{T}, \mathbb{R})$ for non-autonomous and time 1-periodic Lagrangian:

$$
\begin{aligned}
T_{\eta_{c}, n}^{-} & : C^{0}(M \times \mathbb{T}, \mathbb{R}) \rightarrow C^{0}(M \times \mathbb{T}, \mathbb{R}), \\
T_{\eta_{c}, n}^{-} u(x, t) & =\inf _{\substack{\gamma \in C^{a c} \\
\gamma(t)=x}}\left(u(\gamma(t-n), t-n)+\int_{t-n}^{t}\left(L-\eta_{c}+\alpha(c)\right)(d \gamma(s), s) d s\right),
\end{aligned}
$$

where $n \in \mathbb{N}$. The sequence $\left\{T_{\eta_{c}, n}^{-}\right\}_{n \in \mathbb{N}}$ constitutes a semigroup.
Proposition 2.2 ([13], [23]). There exist backward weak KAM solutions corresponding to the Lagrangian $L-\eta_{c}$. Let $v_{c}^{-}$be any backward weak KAM solution; then
(1) $T_{\eta_{c}, n}^{-} v_{c}^{-}=v_{c}^{-}$, for all $n$. In addition, $v_{c}^{-}$is Lipschitz and it is a viscosity solution of the following Hamilton-Jacobi equation:

$$
\partial_{t} f+H\left(q, d_{q} f+\eta_{c}, t\right)=\alpha(c)
$$

(2) If the curve $\gamma:(-\infty, s] \rightarrow M$ is calibrated by $v_{c}^{-}$, then $\gamma$ is $c$-semi-static and $v_{c}^{-}$is differentiable at $(\gamma(t), t)$ for all $t \in(-\infty, s)$, i.e.,

$$
\begin{gathered}
d_{q} v_{c}^{-}(\gamma(t), t)=\frac{\partial\left(L-\eta_{c}\right)}{\partial v}(d \gamma(t), t), \\
d_{t} v_{c}^{-}(\gamma(t), t)=-H\left(q, \frac{\partial\left(L-\eta_{c}\right)}{\partial v}(d \gamma(t), t)+\eta_{c}, t\right)+\alpha(c) .
\end{gathered}
$$

## 3. Proof of the main theorems

In this section, we turn to the proof of Theorem 1.1 and Theorem 1.2. We need the following lemmas. In this section, for all $K \in \mathbb{Z}^{+}$, we define the following set by using Legendre-Fenchel transformation $\mathcal{L}$ :

$$
\begin{aligned}
\mathcal{D}_{\epsilon}(K) & =\mathcal{L}\left\{(q, p, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}:\|p\| \leq K\right\} \\
& =\left\{(q, v, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}: \exists p,\|p\| \leq K \text { such that } v=\partial_{p} H_{\epsilon}(q, p, t)\right\}
\end{aligned}
$$

Lemma 3.1. The associated Lagrangian $L_{\epsilon}$ (with respect to $H_{\epsilon}$ ) has the form $L_{\epsilon}=L_{0}(v)+\epsilon L_{1}(q, v, t, \epsilon)$ and

$$
\left\|L_{1}(q, v, t, \epsilon)\right\|_{C^{0}} \leq C(K), \quad \forall(q, v, t) \in \mathcal{D}_{\epsilon}(K)
$$

where $L_{0}(v)$ is the associated Lagrangian of $H_{0}(p)$, and $C(x): \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$is the non-decreasing dominant function in (1.1).

Proof. Because $H_{0}(p)$ is convex in $p$, we have

$$
\begin{aligned}
H_{0}(p) & \geq H_{0}\left(\partial_{v} L_{0}(v)\right)-\left\langle\partial_{p} H_{0}\left(\partial_{v} L_{0}(v)\right), p-\partial_{v} L_{0}(v)\right\rangle \\
& =H_{0}\left(\partial_{v} L_{0}(v)\right)-\left\langle v, p-\partial_{v} L_{0}(v)\right\rangle
\end{aligned}
$$

Then for $(q, v, t) \in \mathcal{D}_{\epsilon}(K)$,

$$
\begin{aligned}
L_{\epsilon}(q, v, t) & =\sup _{\|p\| \leq K}\left\{\langle p, v\rangle-H_{0}(p)-\epsilon H_{1}(q, p, t)\right\} \\
& \leq \sup _{\|p\| \leq K}\left\{\langle p, v\rangle-H_{0}\left(\partial_{v} L_{0}(v)\right)-\left\langle v, p-\partial_{v} L_{0}(v)\right\rangle-\epsilon H_{1}\right\} \\
& =\sup _{\|p\| \leq K}\left\{\left\langle\partial_{v} L_{0}(v), v\right\rangle-H_{0}\left(\partial_{v} L_{0}(v)\right)-\epsilon H_{1}\right\} \\
& =\sup _{\|p\| \leq K}\left\{L_{0}(v)-\epsilon H_{1}\right\} \leq L_{0}(v)+\epsilon C(K) .
\end{aligned}
$$

In addition,

$$
\begin{aligned}
L_{\epsilon}(q, v, t) & =\sup _{p}\left\{\langle p, v\rangle-H_{0}(p)-\epsilon H_{1}\right\} \\
& \geq\left\langle\partial_{v} L_{0}(v), v\right\rangle-H_{0}\left(\partial_{v} L_{0}(v)\right)-\epsilon H_{1}\left(q, \partial_{v} L_{0}(v), t\right) \\
& =L_{0}(v)-\epsilon H_{1}\left(q, \partial_{v} L_{0}(v), t\right) \geq L_{0}(v)-\epsilon C(K) .
\end{aligned}
$$

This completes the proof.
Lemma 3.2. There exist two constants $R_{0}=R_{0}\left(H_{0}\right)>0, K_{0}=K_{0}\left(H_{0}\right)>0$ large enough and a small constant $\epsilon_{1}=\epsilon_{1}\left(H_{0}\right)>0$, such that $\left\{(q, v, t):\|v\| \leq R_{0}\right\} \subseteq$ $\mathcal{D}_{\epsilon}\left(K_{0}\right)$ and
(1) For all $v \in \mathbb{R}^{n}$ with $\|v\| \geq \frac{R_{0}}{2}$, we have $L_{0}(v) \geq A+2$, where $A=\max _{\|v\| \leq 2 \sqrt{n}} L_{0}(v)$.
(2) For all $\epsilon,|\epsilon|<\epsilon_{1}$, each minimizing curve $\gamma(t)$ of $L_{\epsilon}:\left[t_{1}, t_{2}\right] \rightarrow \mathbb{T}^{n}, t_{2}-t_{1} \geq 1$ satisfies

$$
\|\dot{\gamma}(t)\| \leq R_{0}-1, \quad \forall t \in\left[t_{1}, t_{2}\right] .
$$

(3) For all $\epsilon,|\epsilon|<\epsilon_{1}$, the weak KAM solution $u_{\epsilon}$ of $L_{\epsilon}$ satisfies:

$$
\left|u_{\epsilon}(x, t)-u_{\epsilon}(y, t)\right| \leq K_{0}\|x-y\| .
$$

Proof. (1) is a straight consequence of the property of superlinearity.
For the proof of (2), it's enough to show this lemma for $t_{2}-t_{1}=1$. Indeed, for general $\left[t_{1}, t_{2}\right]$ and $t \in\left[t_{1}, t_{2}\right]$, we can find an interval of the form $[c, c+1]$, with $t \in[c, c+1] \subseteq\left[t_{1}, t_{2}\right]$.

For simplicity, we assume $\left[t_{1}, t_{2}\right]=[0,1]$. Obviously, we can find a geodesic segment connecting $\gamma(0)$ to $\gamma(1)$ in $T^{n}$, and parameterize it by the time interval $[0,1]$ with speed of constant norm. We denote by $\eta(t):[0,1] \rightarrow \mathbb{T}^{n}, \eta(0)=\gamma(0), \eta(1)=$ $\gamma(1),\|\dot{\eta}(t)\|=d(\gamma(0), \gamma(1)) \leq \operatorname{diam}\left(\mathbb{T}^{n}\right)=\operatorname{diam}\left(\mathbb{R}^{n} / \mathbb{Z}^{n}\right)=\sqrt{n}$.

Take a constant $R_{0}>0$ large enough, so $(\eta(s), \dot{\eta}(s), s) \in\{(q, v, t):\|v\| \leq \sqrt{n}\} \subseteq$ $\left\{(q, v, t):\|v\| \leq R_{0}\right\}$. There exists a constant $K_{0}$ such that $\left\{(q, v, t):\|v\| \leq R_{0}\right\} \subseteq$ $\mathcal{D}_{\epsilon}\left(K_{0}\right)$; notice that $R_{0}, K_{0}$ only depend on $H_{0}$.

Take a small number $\epsilon_{1}>0$ satisfying $\epsilon_{1} C\left(K_{0}\right)<1$. By Lemma 3.1, for all $|\epsilon|<\epsilon_{1}$, we have

$$
\int_{0}^{1} L_{\epsilon}(\gamma(s), \dot{\gamma}(s), s) d s \leq \int_{0}^{1} L_{\epsilon}(\eta(s), \dot{\eta}(s), s) d s \leq \int_{0}^{1} A+\epsilon C\left(K_{0}\right) d s<A+1
$$

where $A=\max _{\|v\| \leq 2 \sqrt{n}} L_{0}(v)$. Hence, there exists $\xi \in[0,1]$ such that

$$
\begin{equation*}
L_{\epsilon}(\gamma(\xi), \dot{\gamma}(\xi), \xi)<A+1 \tag{3.1}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
L_{\epsilon}(\gamma(\xi), v, \xi) \geq A+1 \quad \text { for all } \quad v,\|v\| \geq R_{0} \tag{3.2}
\end{equation*}
$$

We prove by contradiction. Indeed, suppose there exists $\left(\gamma(\xi), v_{1}, \xi\right),\left\|v_{1}\right\| \geq R_{0}$ such that

$$
\begin{equation*}
L_{\epsilon}\left(\gamma(\xi), v_{1}, \xi\right)<A+1 \tag{3.3}
\end{equation*}
$$

Since we already know that for all $\left(\gamma(\xi), v_{2}, \xi\right),\left\|v_{2}\right\| \leq \sqrt{n}<\frac{R_{0}}{2}$,

$$
\begin{equation*}
L_{\epsilon}\left(\gamma(\xi), v_{2}, \xi\right) \leq A+\epsilon C\left(K_{0}\right)<A+1 \tag{3.4}
\end{equation*}
$$

Moreover, Lemma $3.2(1)$ implies that for all $\left(\gamma(\xi), v_{3}, \xi\right), \frac{R_{0}}{2} \leq\left\|v_{3}\right\|<R_{0}$,

$$
\begin{equation*}
L_{\epsilon}\left(\gamma(\xi), v_{3}, \xi\right) \geq A+2-\epsilon C\left(K_{0}\right)>A+1 \tag{3.5}
\end{equation*}
$$

Therefore, (3.3), (3.4) and (3.5) lead to a contradiction to the strict convexity of $L_{\epsilon}(\gamma(\xi), \ldots, \xi)$.

By (3.1), (3.2) and (3.5), we obtain

$$
\|\dot{\gamma}(\xi)\| \leq \frac{R_{0}}{2}
$$

Denote by $\Phi_{\epsilon}^{T}$ the time $T$ map of Lagrangian flow. Since $R_{0}$ is very large and $\epsilon_{1}$ is very small, it's not hard to check that $\left\|\Phi_{\epsilon}^{T}(\gamma(\xi), \dot{\gamma}(\xi), \xi)\right\| \leq \frac{2}{3} R_{0} \leq R_{0}-1, \forall|T| \leq$ 1 , which completes (2).

Finally, we turn to the proof of (3). Taking a differentiable point $(x, t)$ of $u_{\epsilon}$, there exists a backward minimizing curve $\gamma(s):(-\infty, t] \rightarrow \mathbb{T}^{n}$ such that $\gamma(t)=x$ and $d_{q} u_{\epsilon}(x, t)=\partial_{v} L_{\epsilon}(\gamma(t), \dot{\gamma}(t), t)$ by Proposition 2.2. By Lemma3.2(2), we obtain

$$
\|\dot{\gamma}(t)\| \leq R_{0}, \quad\left\|d_{q} u_{\epsilon}(x, t)\right\|=\left\|\partial_{v} L_{\epsilon}(\gamma(t), \dot{\gamma}(t), t)\right\| \leq K_{0}
$$

Because $u_{\epsilon}$ is Lipschitz and differentiable almost everywhere, we have

$$
\left|u_{\epsilon}(x, t)-u_{\epsilon}(y, t)\right| \leq K_{0}\|x-y\| .
$$

Lemma 3.3. Let $\epsilon_{1}, K_{0}$ be the constants as in Lemma 3.2. Then, for all $\epsilon$ such that $|\epsilon|<\epsilon_{1}$, we have

$$
\left|\alpha_{\epsilon}(0)-\alpha_{0}(0)\right| \leq \epsilon C\left(K_{0}\right)
$$

where $\alpha_{\epsilon}(\cdot)$ (resp. $\left.\alpha_{0}(\cdot)\right)$ is the $\alpha$-function with respect to $L_{\epsilon}\left(\right.$ resp. $\left.L_{0}\right)$.
Proof. It's not hard to obtain that $\alpha_{0}(c)=H_{0}(c)$. By the Legendre-Fenchel inequality, $L_{\epsilon}(q, v, t)+H_{\epsilon}(q, 0, t) \geq 0$, so

$$
L_{\epsilon}(q, v, t) \geq-H_{\epsilon}(q, 0, t) \geq-\max _{q \in \mathbb{T}^{n}, t \in \mathbb{T}} H_{\epsilon}(q, 0, t)
$$

It follows

$$
\begin{aligned}
-\alpha_{\epsilon}(0) & =\inf _{\mu} \int_{\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}} L_{\epsilon} d \mu \geq \inf _{\mu} \int_{\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}}-\max _{q \in \mathbb{T}^{a}, t \in \mathbb{T}} H_{\epsilon}(q, 0, t) d \mu \\
& =-\max _{q \in \mathbb{T}^{n}, t \in \mathbb{T}} H_{\epsilon}(q, 0, t), \\
\alpha_{\epsilon}(0) & \leq \max _{q \in \mathbb{T}^{n}, t \in \mathbb{T}} H_{\epsilon}(q, 0, t) \leq H_{0}(0)+\epsilon C\left(K_{0}\right)=\alpha_{0}(0)+\epsilon C\left(K_{0}\right) .
\end{aligned}
$$

Let $v_{0}=\partial_{p} H_{0}(0)$ and take a closed curve $\gamma(t)=(t, 0,0, \ldots, 0) \subseteq \mathbb{T}^{1} \times \mathbb{T}^{n-1}$; then $\tilde{\gamma}(t)=\left(\gamma(t), v_{0}, t\right)$ gives a closed curve on $\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}$. This introduces a probability measure $\mu_{\tilde{\gamma}}$ on $\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}$ defined by,

$$
\int_{\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}} \Psi \mathrm{d} \mu_{\tilde{\gamma}}=\int_{0}^{1} \Psi\left(\gamma(t), v_{0}, t\right) \mathrm{d} t
$$

for all continuous function $\Psi$ with compact support. Thus, by an equivalent definition of $\alpha$ function (see Section 1 of [18]), we have

$$
\begin{aligned}
-\alpha_{\epsilon}(0) & \leq \int L_{\epsilon} \mathrm{d} \mu_{\tilde{\gamma}}=L_{0}\left(v_{0}\right)+\int_{0}^{1} \epsilon L_{1}\left(\gamma(t), v_{0}, t, \epsilon\right) \mathrm{d} t \\
& =-H_{0}(0)+\epsilon \int_{0}^{1} L_{1}\left(\gamma(t), v_{0}, t, \epsilon\right) \mathrm{d} t \leq-\alpha_{0}(0)+\epsilon C\left(K_{0}\right)
\end{aligned}
$$

The last inequality follows from Lemma 3.1. Thus, $\alpha_{\epsilon}(0) \geq \alpha_{0}(0)-\epsilon C\left(K_{0}\right)$. This leads to our conclusion.

For brevity, given $f \in C^{r}\left(\mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T}\right)$, we denote by $\frac{\partial^{2} f}{\partial p^{2}}$ the Hessian matrix $\left(\frac{\partial^{2} f}{\partial p_{i} \partial p_{j}}\right)_{n \times n}$, by $\frac{\partial^{2} f}{\partial p \partial q}$ the Hessian matrix $\left(\frac{\partial^{2} f}{\partial p_{i} \partial q_{j}}\right)_{n \times n}$ and by $\frac{\partial^{2} f}{\partial q^{2}}$ the Hessian matrix $\left(\frac{\partial^{2} f}{\partial q_{i} \partial q_{j}}\right)_{n \times n}$.
Lemma 3.4. There exists a constant $\epsilon_{2}=\epsilon_{2}\left(H_{0}\right)>0$ such that for all $\epsilon,|\epsilon|<\epsilon_{2}$, we have the following estimates: There exists a constant $\lambda_{0}=\lambda_{0}\left(H_{0}\right) \in(0,1)$ such that

$$
\begin{equation*}
\lambda_{0} I d \leq \frac{\partial^{2} H_{\epsilon}(p)}{\partial p^{2}} \leq \frac{1}{\lambda_{0}} I d,\left\|\frac{\partial^{2} H_{\epsilon}}{\partial p \partial q}\right\|_{C^{0}} \leq \epsilon C\left(K_{0}\right),\left\|\frac{\partial^{2} H_{\epsilon}}{\partial q^{2}}\right\|_{C^{0}} \leq \epsilon C\left(K_{0}\right) \tag{3.6}
\end{equation*}
$$

for all $(q, p, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T},\|p\| \leq K_{0}$.

$$
\begin{equation*}
\lambda_{0} I d \leq \frac{\partial^{2} L_{\epsilon}(v)}{\partial v^{2}} \leq \frac{1}{\lambda_{0}} I d,\left\|\frac{\partial^{2} L_{\epsilon}}{\partial v \partial q}\right\|_{C^{0}} \leq \frac{\epsilon C\left(K_{0}\right)}{\lambda_{0}},\left\|\frac{\partial^{2} L_{\epsilon}}{\partial q^{2}}\right\|_{C^{0}} \leq \frac{2 \epsilon C\left(K_{0}\right)}{\lambda_{0}} \tag{3.7}
\end{equation*}
$$

for all $(q, v, t) \in \mathcal{D}_{\epsilon}\left(K_{0}\right)$.
Proof. Obviously, there exists a constant $\lambda \in(0,1)$ such that

$$
\lambda I d \leq \frac{\partial^{2} H_{0}(p)}{\partial p^{2}} \leq \frac{1}{\lambda} I d, \quad \forall(q, p, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T},\|p\| \leq K_{0}
$$

Moreover, we have

$$
\begin{aligned}
& \left(\lambda-\epsilon C\left(K_{0}\right)\right) I d \leq \frac{\partial^{2} H_{\epsilon}(p)}{\partial p^{2}} \leq\left(\frac{1}{\lambda}+\epsilon C\left(K_{0}\right)\right) I d, \\
& \left\|\frac{\partial^{2} H_{\epsilon}}{\partial p \partial q}\right\|_{C^{0}} \leq \epsilon C\left(K_{0}\right), \quad\left\|\frac{\partial^{2} H_{\epsilon}}{\partial q^{2}}\right\|_{C^{0}} \leq \epsilon C\left(K_{0}\right),
\end{aligned}
$$

for all $(q, p, t) \in \mathbb{T}^{n} \times \mathbb{R}^{n} \times \mathbb{T},\|p\| \leq K_{0}$. Since $C\left(K_{0}\right)$ is fixed, we choose $\epsilon_{2}$ sufficiently small and $\lambda_{0} \in(0,1)$, such that for all $\epsilon,|\epsilon|<\epsilon_{2}$,

$$
\lambda_{0} \leq \lambda-\epsilon C\left(K_{0}\right), \quad \frac{1}{\lambda}+\epsilon C\left(K_{0}\right) \leq \frac{1}{\lambda_{0}}
$$

Notice that $\lambda_{0}$ and $\epsilon_{2}$ only depend on the function $H_{0}$. Therefore, (3.6) holds.
On the other hand, it's not hard to obtain the following:

$$
\frac{\partial^{2} L_{\epsilon}}{\partial v^{2}}=\left(\frac{\partial^{2} H_{\epsilon}}{\partial p^{2}}\right)^{-1}, \frac{\partial^{2} L_{\epsilon}}{\partial q \partial v}=-\frac{\partial^{2} H_{\epsilon}}{\partial p \partial q} \frac{\partial^{2} L_{\epsilon}}{\partial v^{2}}, \frac{\partial^{2} L_{\epsilon}}{\partial q^{2}}=-\frac{\partial^{2} H_{\epsilon}}{\partial p \partial q} \frac{\partial^{2} L_{\epsilon}}{\partial v \partial q}-\frac{\partial^{2} H_{\epsilon}}{\partial q^{2}} .
$$

Thus we have

$$
\begin{aligned}
& \lambda_{0} I d \leq \frac{\partial^{2} L_{\epsilon}}{\partial v^{2}} \leq \frac{1}{\lambda_{0}} I d, \quad\left\|\frac{\partial^{2} L_{\epsilon}}{\partial q \partial v}\right\|_{C^{r-2}} \leq \frac{\epsilon C\left(K_{0}\right)}{\lambda_{0}} \\
& \left\|\frac{\partial^{2} L_{\epsilon}}{\partial q^{2}}\right\|_{C^{r-2}} \leq \frac{\left(\epsilon C\left(K_{0}\right)\right)^{2}}{\lambda_{0}}+\frac{\epsilon C\left(K_{0}\right)}{\lambda_{0}} \leq \frac{2 \epsilon C\left(K_{0}\right)}{\lambda_{0}}
\end{aligned}
$$

for all $(q, v, t) \in \mathcal{D}_{\epsilon}\left(K_{0}\right)$.
Now, we begin to prove Theorem 1.1.
Proof of Theorem 1.1. For simplicity, we just prove our theorem for $c=0 \in$ $H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$. Take $\epsilon_{0}=\min \left\{\epsilon_{1}, \epsilon_{2}\right\}$, where $\epsilon_{1}, \epsilon_{2}$ are the constants in Lemma 3.2 and Lemma 3.4

Let $u_{\epsilon}$ denote the weak KAM solution of $L_{\epsilon}$.
Step 1. First we claim that there exists $C_{0}=C_{0}\left(H_{0}\right)>0$ such that

$$
\begin{equation*}
\left|u_{\epsilon}(x+\Delta x, t)-u_{\epsilon}(x, t)\right| \leq C_{0} \sqrt{\epsilon}\|\Delta x\| . \tag{3.8}
\end{equation*}
$$

Since $u_{\epsilon}(x, t)$ can be viewed as a $\mathbb{Z}^{n+1}$-periodic function in $\mathbb{R}^{n} \times \mathbb{R}$, it's enough to prove

$$
\left|u_{\epsilon}(x+\Delta x, 0)-u_{\epsilon}(x, 0)\right| \leq C_{0} \sqrt{\epsilon}\|\Delta x\| \quad \text { for all } \quad x \in \mathbb{R}^{n},\|\Delta x\| \leq 1
$$

where $\Delta x=\left(\Delta x_{1}, \cdots, \Delta x_{n}\right)$. For general $t$, it can be proved similarly. From now on, we use the symbol $[x]$ to represent the integer part of $x$ and take

$$
N=\left[\frac{1}{\sqrt{\epsilon}}\right]
$$

By Proposition 2.2 (1), there exists a $C^{2}$ minimizer $\gamma_{0}(s):[0, N] \rightarrow \mathbb{R}^{n}$ with $\gamma_{0}(N)=x$, such that

$$
u_{\epsilon}(x, 0)=u_{\epsilon}(x, N)=u_{\epsilon}\left(\gamma_{0}(0), 0\right)+\int_{0}^{N} L_{\epsilon}\left(\gamma_{0}(s), \dot{\gamma}_{0}(s), s\right)+\alpha_{\epsilon}(0) d s
$$

Let $\eta(s) \triangleq \gamma_{0}(s)+s \frac{\Delta x}{N}, \eta(N)=x+\Delta x$. So

$$
u_{\epsilon}(x+\Delta x, 0) \leq u_{\epsilon}(\eta(0), 0)+\int_{0}^{N} L_{\epsilon}(\eta(s), \dot{\eta}(s), s)+\alpha_{\epsilon}(0) d s
$$

and

$$
\begin{equation*}
u_{\epsilon}(x+\Delta x, 0)-u_{\epsilon}(x, 0) \leq \int_{0}^{N} L_{\epsilon}(\eta(s), \dot{\eta}(s), s)-L_{\epsilon}\left(\gamma_{0}(s), \dot{\gamma}_{0}(s), s\right) d s \tag{3.9}
\end{equation*}
$$

Fix $s$ and use the integral form of the Taylor formula. We have

$$
\begin{aligned}
L_{\epsilon}(\eta(s), \dot{\eta}(s), s) & =L_{\epsilon}\left(\gamma_{0}(s), \dot{\gamma}_{0}(s), s\right)+\left\langle\frac{\partial L_{\epsilon}}{\partial q}\left(\gamma_{0}(s), \dot{\gamma}_{0}(s), s\right), \frac{\Delta x}{N} s\right\rangle \\
& +\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(\gamma_{0}(s), \dot{\gamma_{0}}(s), s\right), \frac{\Delta x}{N}\right\rangle+\mathcal{R}(s)
\end{aligned}
$$

where

$$
\begin{aligned}
\mathcal{R}(s) & =\int_{0}^{1}(1-t)\left(\frac{\Delta x}{N} s, \frac{\Delta x}{N}\right) M(t)\left(\frac{\Delta x}{N} s, \frac{\Delta x}{N}\right)^{T} d t \\
\text { and } M(t) & =\frac{\partial^{2} L_{\epsilon}}{\partial q \partial v}\left(t \eta(s)+(1-t) \gamma_{0}(s), t \dot{\eta}(s)+(1-t) \dot{\gamma}_{0}(s), s\right) .
\end{aligned}
$$

Because $\gamma_{0}$ is a minimizer, by Lemma 3.2 and $\|\Delta x\| \leq 1$, we have

$$
\left\|\dot{\gamma}_{0}(s)\right\| \leq R_{0}-1, \quad\|\dot{\eta}(s)\| \leq R_{0}, \quad \forall s \in[0, N] .
$$

Setting $v(t)=\left(t \eta(s)+(1-t) \gamma_{0}(s), t \dot{\eta}(s)+(1-t) \dot{\gamma}_{0}(s), s\right)$, we have

$$
\begin{equation*}
v(t) \in\left\{(q, v, t) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}:\|v\| \leq R_{0}\right\} \tag{3.10}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
\left(\frac{\Delta x}{N} s, \frac{\Delta x}{N}\right) M(t)\left(\frac{\Delta x}{N} s, \frac{\Delta x}{N}\right)^{T}= & \sum_{i, j=1}^{n} \frac{\partial^{2} L_{\epsilon}}{\partial q_{i} \partial q_{j}}(v(t))\left(\frac{\Delta x_{i}}{N} s\right)\left(\frac{\Delta x_{j}}{N} s\right) \\
& +2 \sum_{i, j=1}^{n} \frac{\partial^{2} L_{\epsilon}}{\partial q_{i} \partial v_{j}}(v(t))\left(\frac{\Delta x_{i}}{N} s\right)\left(\frac{\Delta x_{j}}{N}\right) \\
& +\sum_{i, j=1}^{n} \frac{\partial^{2} L_{\epsilon}}{\partial v_{i} \partial v_{j}}(v(t))\left(\frac{\Delta x_{i}}{N}\right)\left(\frac{\Delta x_{j}}{N}\right)
\end{aligned}
$$

Thus by (3.10), Lemma 3.2 and Lemma 3.4 we obtain

$$
|\mathcal{R}(s)| \leq n^{2}\left(\frac{2 C\left(K_{0}\right) \epsilon}{\lambda_{0} N^{2}} s^{2}+\frac{1}{\lambda_{0} N^{2}}+\frac{2 C\left(K_{0}\right) \epsilon}{\lambda_{0} N^{2}} s\right)\|\Delta x\|^{2}
$$

Using the Euler-Lagrange equation $\frac{d}{d t}\left(\frac{\partial L_{\epsilon}}{\partial v}\right)\left(d \gamma_{0}(s), s\right)=\frac{\partial L_{\epsilon}}{\partial q}\left(d \gamma_{0}(s), s\right)$,

$$
\begin{aligned}
((3.9) & \leq \int_{0}^{N}\left\langle\frac{\partial L_{\epsilon}}{\partial q}\left(d \gamma_{0}(s), s\right), s \frac{\Delta x}{N}\right\rangle+\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(d \gamma_{0}(s), s\right), \frac{\Delta x}{N}\right\rangle d s+\int_{0}^{N} \mathcal{R}(s) d s \\
& \leq\left.\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(d \gamma_{0}(s), s\right), s \frac{\Delta x}{N}\right\rangle\right|_{0} ^{N}+\int_{0}^{N} n^{2}\left(\frac{2 C\left(K_{0}\right) \epsilon s^{2}+1+2 C\left(K_{0}\right) \epsilon s}{\lambda_{0} N^{2}}\right)\|\Delta x\|^{2} d s \\
& \leq\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma}_{0}(N), N\right), \Delta x\right\rangle+\left(\frac{4 n^{2} C\left(K_{0}\right) N}{3 \lambda_{0}} \epsilon+\frac{n^{2}}{\lambda_{0} N}+\frac{C\left(K_{0}\right) \epsilon}{\lambda_{0}}\right)\|\Delta x\|^{2} \\
& \leq\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma}_{0}(N), N\right), \Delta x\right\rangle+C_{1} \sqrt{\epsilon}\|\Delta x\|^{2} .
\end{aligned}
$$

The last inequality follows from $N=\left[\frac{1}{\sqrt{\epsilon}}\right]$. Notice that $C_{1}$ only depends on $H_{0}$. Therefore,

$$
\begin{equation*}
u_{\epsilon}(x+\Delta x, 0)-u_{\epsilon}(x, 0) \leq\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma}_{0}(N), N\right), \Delta x\right\rangle+C_{1} \sqrt{\epsilon}\|\Delta x\|^{2} \tag{3.11}
\end{equation*}
$$

We set $\overrightarrow{e_{1}}=(1,0, \ldots, 0)^{T}, \overrightarrow{e_{i}}=(0, \ldots, 1, \ldots, 0)^{T} \in \mathbb{R}^{n}$, so by (3.11) we get

$$
\begin{gathered}
0=u_{\epsilon}\left(x \pm \overrightarrow{e_{i}}, 0\right)-u_{\epsilon}(x, 0) \leq\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma_{0}}(N), N\right), \pm \overrightarrow{e_{i}}\right\rangle+C_{1} \sqrt{\epsilon}\left\| \pm \overrightarrow{e_{i}}\right\| \\
\left|\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma_{0}}(N), N\right), \overrightarrow{e_{i}}\right\rangle\right| \leq C_{1} \sqrt{\epsilon}\left\| \pm \overrightarrow{e_{i}}\right\|=C_{1} \sqrt{\epsilon}
\end{gathered}
$$

From the Cauchy inequality,

$$
\left|\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma}_{0}(N), N\right), \Delta x\right\rangle\right|=\left|\sum_{i=1}^{n}\left\langle\frac{\partial L_{\epsilon}}{\partial v}\left(x, \dot{\gamma}_{0}(N), N\right), \Delta x_{i} \vec{e}_{i}\right\rangle\right| \leq C_{1} \sqrt{n \epsilon}\|\Delta x\| .
$$

Therefore, use (3.11) and we obtain

$$
u_{\epsilon}(x+\Delta x, 0)-u_{\epsilon}(x, 0) \leq C_{1}(\sqrt{n}+1) \sqrt{\epsilon}\|\Delta x\|, \quad \forall x \in \mathbb{R}^{n},\|\Delta x\| \leq 1
$$

Similarly, we can prove

$$
u_{\epsilon}(x, 0)-u_{\epsilon}(x+\Delta x, 0) \leq C_{1}(\sqrt{n}+1) \sqrt{\epsilon}\|-\Delta x\|, \quad \forall x \in \mathbb{R}^{n},\|\Delta x\| \leq 1 .
$$

Since $u_{\epsilon}(x, 0)$ is periodic in $x$,

$$
\left|u_{\epsilon}(x+\Delta x, 0)-u_{\epsilon}(x, 0)\right| \leq C_{1}(\sqrt{n}+1) \sqrt{\epsilon}\|\Delta x\|, \quad \forall x \in \mathbb{R}^{n} .
$$

For general $t$, we can prove similarly. Hence (3.8) holds.

Step 2. $u_{\epsilon}$ is a viscosity solution of the following Hamilton-Jacobi equation:

$$
\partial_{t} u_{\epsilon}+H_{\epsilon}\left(x, d_{x} u_{\epsilon}, t\right)=\alpha_{\epsilon}(0) .
$$

Suppose $u_{\epsilon}$ is differentiable at $(x, t)$. By (3.8), we have

$$
\left\|d_{x} u_{\epsilon}(x, t)\right\| \leq C_{1} \sqrt{n \epsilon}
$$

Then, there exists a constant $C_{2}=C_{2}\left(H_{0}\right)>0$ such that

$$
\begin{equation*}
\left|H_{0}\left(d_{x} u_{\epsilon}(x, t)\right)-H_{0}(0)\right| \leq C_{2} \sqrt{\epsilon} \tag{3.12}
\end{equation*}
$$

On the other hand, by Lemma 3.3 and (3.12), we obtain

$$
\begin{aligned}
\left|\partial_{t} u_{\epsilon}(x, t)\right| & =\left|\alpha_{\epsilon}(0)-H_{0}\left(d_{x} u_{\epsilon}(x, t)\right)-\epsilon H_{1}\left(x, d_{x} u_{\epsilon}(x, t), t\right)\right| \\
& =\left|\alpha_{\epsilon}(0)-H_{0}(0)+H_{0}(0)-H_{0}\left(d_{x} u_{\epsilon}(x, t)\right)-\epsilon H_{1}\left(x, d_{x} u_{\epsilon}(x, t), t\right)\right| \\
& \leq\left|\alpha_{\epsilon}(0)-\alpha_{0}(0)\right|+\left|H_{0}(0)-H_{0}\left(d_{x} u_{\epsilon}(x, t)\right)\right|+\left|\epsilon H_{1}\right| \\
& \leq \epsilon C\left(K_{0}\right)+C_{2} \sqrt{\epsilon}+\epsilon C\left(K_{0}\right) .
\end{aligned}
$$

Combining Step 1 with Step 2, we obtain that, for almost every $(x, t) \in \mathbb{R}^{n} \times \mathbb{R}$,

$$
\left\|d_{x} u_{\epsilon}(x, t)\right\| \leq C_{1}(\sqrt{n}+1) \sqrt{\epsilon}, \quad\left|\partial_{t} u_{\epsilon}(x, t)\right| \leq \epsilon C\left(K_{0}\right)+C_{2} \sqrt{\epsilon}+\epsilon C\left(K_{0}\right)
$$

Since $u_{\epsilon}(x, t)$ is Lipschitz and differentiable almost everywhere, it's easy to know that there exists a constant $D=D\left(H_{0}\right)$ such that

$$
\left|u_{\epsilon}(x, t)-u_{\epsilon}(y, s)\right| \leq D \sqrt{\epsilon}(\|x-y\|+\|t-s\|)
$$

This completes our proof.
Proof of Theorem 1.2. For simplicity, we just prove our theorem for $c=0 \in$ $H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$.
(1). Because $\gamma_{\epsilon}(t)$ is calibrated by some weak KAM solution $u_{\epsilon}$, by Proposition 2.2. $u_{\epsilon}$ must be differentiable at $\left(\gamma_{\epsilon}(t), t\right), \forall t \in(-\infty,+\infty)$. Thus,

$$
\begin{gathered}
\dot{\gamma}_{\epsilon}(t)=\frac{\partial H_{\epsilon}}{\partial p}\left(\gamma_{\epsilon}(t), d_{\gamma_{\epsilon}(t)} u_{\epsilon}, t\right)=\frac{\partial H_{0}}{\partial p}\left(d_{\gamma_{\epsilon}(t)} u_{\epsilon}\right)+\epsilon \frac{\partial H_{1}}{\partial p}\left(\gamma_{\epsilon}(t), d_{\gamma_{\epsilon}(t)} u_{\epsilon}, t\right), \\
\dot{\gamma}_{\epsilon}(0)=\frac{\partial H_{\epsilon}}{\partial p}\left(\gamma_{\epsilon}(0), d_{\gamma_{\epsilon}(0)} u_{\epsilon}, 0\right)=\frac{\partial H_{0}}{\partial p}\left(d_{\gamma_{\epsilon}(0)} u_{\epsilon}\right)+\epsilon \frac{\partial H_{1}}{\partial p}\left(\gamma_{\epsilon}(0), d_{\gamma_{\epsilon}(0)} u_{\epsilon}, 0\right) .
\end{gathered}
$$

Invoking the Taylor formula, there exists $\theta \in(0,1)$ such that

$$
\begin{aligned}
\left\|\dot{\gamma}_{\epsilon}(t)-\dot{\gamma}_{\epsilon}(0)\right\|= & \| \frac{\partial^{2} H_{0}}{\partial p^{2}}\left(\theta d_{\gamma_{\epsilon}(t)} u_{\epsilon}+(1-\theta) d_{\gamma_{\epsilon}(0)} u_{\epsilon}\right)\left(d_{\gamma_{\epsilon}(t)} u_{\epsilon}-d_{\gamma_{\epsilon}(0)} u_{\epsilon}\right) \\
& +\epsilon \frac{\partial H_{1}}{\partial p}\left(\gamma_{\epsilon}(t), d_{\gamma_{\epsilon}(t)} u_{\epsilon}, t\right)-\epsilon \frac{\partial H_{1}}{\partial p}\left(\gamma_{\epsilon}(0), d_{\gamma_{\epsilon}(0)} u_{\epsilon}, 0\right) \| .
\end{aligned}
$$

In view of Theorem 1.1 and Lemma 3.4, we conclude that

$$
\begin{aligned}
\left\|\dot{\gamma}_{\epsilon}(t)-\dot{\gamma}_{\epsilon}(0)\right\| & \leq \frac{1}{\lambda_{0}}\left\|d_{\gamma_{\epsilon}(t)} u_{\epsilon}-d_{\gamma_{\epsilon}(0)} u_{\epsilon}\right\|+2 \epsilon C\left(K_{0}\right) \\
& \leq \frac{2}{\lambda_{0}} D \sqrt{\epsilon}+2 \epsilon C\left(K_{0}\right) \leq 2\left(\frac{D}{\lambda_{0}}+C\left(K_{0}\right)\right) \sqrt{\epsilon}
\end{aligned}
$$

This completes the proof of (1).
Conclusion (2) can be proved in the same way.
The first part of (3) is similar to (1). Let's prove the second part. For integrable systems, one has $\tilde{\mathcal{M}}_{0}=\tilde{\mathcal{A}}_{0}=\tilde{\mathcal{N}}_{0}=\mathbb{T}^{n} \times\left\{\frac{\partial H_{0}}{\partial p}(0)\right\} \times \mathbb{T}$. Each minimal orbit $\gamma_{\epsilon}(t)$ in
the Mather set $\mathcal{M}_{\epsilon}$ is calibrated by some weak KAM solution $u_{\epsilon}$ (see, for instance, [5)

$$
\begin{aligned}
\left\|\dot{\gamma}_{\epsilon}(t)-\frac{\partial H_{0}}{\partial p}(0)\right\| & =\left\|\frac{\partial H_{0}}{\partial p}\left(d_{\gamma_{\epsilon}(t)} u_{\epsilon}\right)+\epsilon \frac{\partial H_{1}}{\partial p}\left(\gamma_{\epsilon}(t), d_{\gamma_{\epsilon}(t)} u_{\epsilon}, t\right)-\frac{\partial H_{0}}{\partial p}(0)\right\| \\
& \leq \frac{D \sqrt{\epsilon}}{\lambda_{0}}+\epsilon C\left(K_{0}\right) \sim O(\sqrt{\epsilon}), \quad \forall t \in(-\infty,+\infty)
\end{aligned}
$$

Then,

$$
d_{H}\left(\tilde{\mathcal{M}}_{\epsilon}, \tilde{\mathcal{M}}_{0}\right) \sim O(\sqrt{\epsilon})
$$

where $d_{H}$ is the Hausdorff distance. Similarly,

$$
d_{H}\left(\tilde{\mathcal{A}}_{\epsilon}, \tilde{\mathcal{A}}_{0}\right) \sim O(\sqrt{\epsilon}), \quad d_{H}\left(\tilde{\mathcal{N}}_{\epsilon}, \tilde{\mathcal{N}}_{0}\right) \sim O(\sqrt{\epsilon})
$$

This completes our proof.
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