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#### Abstract

The main results of the paper concern the existence of fixed points of nonlinear $F$-contraction and the sum of this type of mapping with a compact operator. The results of Krasnosel'skii type are obtained with a usage of the Hausdorff measure of noncompactness and condensing mappings. The presented new tools give the possibility to verify the existence problems of the solutions for some classes of integral equations.


## 1. Introduction and preliminaries

Krasnosel'skii's fixed point theorem about the sum of contraction and compact mappings is an important result merging two fundamental results in the fixed point theory, Banach contraction principle and Schauder fixed point theorem. The original statement of this theorem can be found in [15] and we may read it as follows: If $M$ is a nonempty closed convex and bounded subset of the Banach space $X$, $A: M \rightarrow X$ is a strict contraction, $B: M \rightarrow X$ is a compact mapping, i.e. continuous and maps a subset of $M$ into a compact subset of $X$, and $A(M)+B(M) \subset M$, then $A+B$ admits a fixed point. This result can be applied in many interesting contexts, especially in the theory of differential and integral equations. In the literature we can find many important contributions in this direction; see e.g. Burton's results in [2], where Krasnosel'skii's thesis is obtained for large contractions; in 3] Burton and Colleen Kirk combined the contractions with Schaefer's theorem [24]. In 17 Liu and Li investigated the case where the mappings are multivalued and the operator $I-A$ need not be injective. All these improvements have made it easier to apply the obtained more general results. However, a significant breakthrough was achieved when it started to involve the measure of noncompactness. Then it was possible to replace the difficulty of verifying the condition $A(M)+B(M) \subset M$ onto the weaker

$$
\begin{equation*}
(A+B)(M) \subset M . \tag{1.1}
\end{equation*}
$$

We recall the notion of the Hausdorff measure of noncompactness; i.e. for any bounded subset $C \subset X$, there is assigned a nonnegative number $\beta(C)$ by the formula

$$
\beta(C):=\inf \left\{r>0: C \subset \bigcup_{i=1}^{N} B\left(x_{i}, r\right), x_{i} \in X, i=1, \ldots, N\right\},
$$

[^0]where $B\left(x_{i}, r\right)$ denotes the closed ball centred at $x_{i}$ with a radius $r$. Some of the basic properties of the Hausdorff measure of noncompactness are the following: $\beta(C)=0$ if and only if $C$ is relatively compact (i.e. cl $C$ is compact), $\beta(C)=\beta(\mathrm{clC})$; if we assume that $D \subset X$ is bounded, then we also have $C \subset D$ implies $\beta(C) \leq$ $\beta(D)$ and $\beta(C+D) \leq \beta(C)+\beta(D)$. More information about the measure of noncompactness and its properties can be found e.g. in [1]. The classical fixed point results where measure of noncompactness is applied are due to Darbo [5] and Sadovskii [23]. If $M$ is a nonempty bounded closed convex subset of a Banach space $X, T: M \rightarrow M$ is a continuous mapping such that one of the following conditions holds:
(a) There exists $k \in[0,1)$ such that for any set $C \subset M$,
$$
\text { (Darbo) } \beta(T(C)) \leq k \beta(C) \text {. }
$$
(b) For any set $C \subset M$ with positive measure of noncompactness
$$
\text { (Sadovskii) } \quad \beta(T(C))<\beta(C) .
$$

Then $T$ has a fixed point.
The mappings satisfying the contraction condition in Darbo's and Sadovskii's results are called $k$-set contraction and $\beta$-condensing respectively. Using these results we can obtain the existence of a fixed point of $A+B$, provided that $A+B$ is $\beta$ condensing or a $k$-set contraction. In this way Przeradzki in his work [21] showed that the sum of a generalized contraction (sometimes called Krasnosel'skii's contraction) and compact mapping satisfying (1.1) has a fixed point. In the literature, one can find also other significant contributions inspired by Krasnosel'skii's result. For example Kryszewski and Mederski in their work [16] for the set-valued operators of Krasnosel'skii type (the sum $A+B$ was replaced by a general nonlinear operator) obtained fixed point results on the complete absolute neighbourhood retracts. In [6] Garcia-Falset et al. proved a Krasnosel'skii-Schaefer type theorem, where the investigated operators need not be weakly continuous.

As was mentioned, some authors made an effort to improve Krasnosel'skii's theorem by extending the family of mappings satisfying the appropriate new, more general contraction condition. There are many generalizations of Banach's contraction. One can mention here e.g. the recent paper by Włodarczyk 36, where the author proves fixed point results in a very general setting in the so-called quasitriangular spaces. In [36] there is also included a comprehensive list of references of the articles where other known contraction conditions have been investigated. In Kirk's handbook [13] we can also find out about the recent developments in metric fixed point theory. However many new defined contractions are special cases of the others. The information on this topic can be found for example in Rhoades' article [22] or in Jachymski's papers [11] and [12]. The inspiration for our investigations is the aforementioned Przeradzki article, where there were taken into consideration generalized contractions. If $X$ is a nonempty set and $(X, \mathrm{~d})$ is a metric space with a metric function $\mathrm{d}: X \times X \rightarrow \mathbb{R}$, then a mapping $T: X \rightarrow X$ is called a generalized contraction if there exists a function $\Gamma: X \times X \rightarrow[0, \infty)$ such that:
(Г1) $\sup _{a \leq \mathrm{d}(x, y) \leq b} \Gamma(x, y)<1$ for all $0<a \leq b$,
(Г2) $\mathrm{d}(T x, T y) \leq \Gamma(x, y) \mathrm{d}(x, y)$ for all $x, y \in X$.
Many known contractions are equivalent to generalized contractions; for details see [12. Przeradzki showed that generalized contractions are a proper generalization
of the so-called large contractions (introduced by Burton in [2]), i.e. the mappings $T: X \rightarrow X$ such that for every $\varepsilon>0$ there exists $\delta>0$ such that for all $x, y \in X$,

$$
\mathrm{d}(x, y) \geq \varepsilon \text { implies } \mathrm{d}(T x, T y)<\varepsilon
$$

Przeradzki in 21] also showed that generalized contractions are $\beta$-condensing, which together with Sadovskii's result and condition (1.1) derived a significant improvement of Krasnosel'skii's result. On the other hand, in [35] there was introduced a new type of contraction condition, called $F$-contraction, i.e. a mapping $T: X \rightarrow X$ satisfying

$$
\tau+F(\mathrm{~d}(T x, T y)) \leq F(\mathrm{~d}(x, y)) \text { for all } x, y \in X \text { with } T x \neq T y
$$

where $\tau>0$ and $F:(0, \infty) \rightarrow \mathbb{R}$ satisfies the following conditions:
(F1) for all $t_{1}, t_{2}>0, t_{1}>t_{2}$ implies $F\left(t_{1}\right)>F\left(t_{2}\right)$;
(F2) for any sequence $\left(t_{n}\right) \subset(0, \infty), t_{n} \rightarrow 0$ if and only if $F\left(t_{n}\right) \rightarrow-\infty$;
(F3) there exists $k \in(0,1)$ satisfying $\lim _{t \rightarrow 0^{+}} t^{k} F(t)=0$.
It was also proved that every $F$-contraction defined on a complete metric space has a unique fixed point. Using concrete forms of $F$ it is possible to obtain other known types of contractions; e.g. for $F(t)=\ln (t), t>0$, we get a Banach contraction (for details, see [35]). Many articles concerning $F$-contractions and their extensions have appeared so far; see e.g. [7-10, 18, 20, 25-34]. Turinici in [32] observed that the condition (F2) can be relaxed to the form
(F2') $\lim _{t \rightarrow 0^{+}} F(t)=-\infty$.
Then the implication
(F2")] $F\left(t_{n}\right) \rightarrow-\infty \Rightarrow t_{n} \rightarrow 0$
can be derived from (F1). In the present paper, we are going to reconsider this type of mapping in a broader setting, i.e. with $\tau$ taken as a function. A mapping $T: X \rightarrow X$ is said to be a $(\varphi, F)$-contraction (or nonlinear $F$-contraction) if there exist the functions $F:(0, \infty) \rightarrow \mathbb{R}$ and $\varphi:(0, \infty) \rightarrow(0, \infty)$ satisfying
(H1) $F$ satisfies (F1) and (F2');
(H2) $\liminf _{s \rightarrow t^{+}} \varphi(s)>0$ for all $t \geq 0$;
(H3) $\varphi(\mathrm{d}(x, y))+F(\mathrm{~d}(T x, T y)) \leq F(\mathrm{~d}(x, y))$ for all $x, y \in X$ such that $T x \neq T y$. Nonlinear $F$-contractions have been studied e.g. in [14], however observe that in the present investigations we omit the condition (F3). The proposed type of the contraction condition is not a special case of a generalized contraction. In the following, there is presented the example of a $(\varphi, F)$-contraction which is not a generalized contraction.

Example 1.1. Let ( $x_{n}$ ) be a sequence given by the formula

$$
x_{n}:=n-2+2^{-n+1}, n \geq 1 .
$$

The set $X=\left\{x_{n}: n \in \mathbb{N}\right\}$ together with the metric $\mathrm{d}(x, y)=|x-y|, x, y \in X$, is a complete metric space. Consider the mapping $T: X \rightarrow X$ defined by the formula

$$
T x_{n}:= \begin{cases}x_{n-1}, & \text { for } n \geq 2, \\ x_{1}, & \text { for } n=1 .\end{cases}
$$

First, observe that $T$ is not a generalized contraction. Indeed, taking any $n \in \mathbb{N}$ we have

$$
\left|x_{n+1}-x_{n}\right|=1-2^{-n}
$$

and hence

$$
\frac{1}{2} \leq\left|x_{n+1}-x_{n}\right|<1 \text { for all } n \in \mathbb{N}
$$

If there existed a function $\Gamma$ satisfying ( $\Gamma 2$ ), then for all $n \geq 2$ we would get

$$
\Gamma\left(x_{n+1}, x_{n}\right) \geq \frac{\left|T x_{n+1}-T x_{n}\right|}{\left|x_{n+1}-x_{n}\right|}=\frac{\left|x_{n}-x_{n-1}\right|}{\left|x_{n+1}-x_{n}\right|}=\frac{2^{n}-2}{2^{n}-1} .
$$

In consequence, by ( $\Gamma 1$ ), we would obtain

$$
1>\sup _{\frac{1}{2} \leq \mathrm{d}(x, y) \leq 1} \Gamma(x, y) \geq \Gamma\left(x_{n+1}, x_{n}\right) \geq \frac{2^{n}-2}{2^{n}-1}
$$

Tending with $n \rightarrow \infty$ we get a contradiction. In order to show that $T$ is a nonlinear $F$-contraction let us consider the mapping $\varphi:(0, \infty) \rightarrow(0, \infty)$ by the formula

$$
\varphi(t):= \begin{cases}-t+1, & \text { for } \quad 0<t<1 \\ -t+n, & \text { for } \quad n-1 \leq t<n, n \geq 2\end{cases}
$$

Obviously $\liminf \operatorname{itt}_{s \rightarrow+} \varphi(s)>0$ for any $t \geq 0$, and for any $m, n \in \mathbb{N}, 2 \leq m<n$ we have

$$
\left|x_{m}-x_{n}\right|=n-m+2^{-n+1}-2^{-m+1} \text { and } n-m-1<\left|x_{m}-x_{n}\right|<n-m
$$

Hence we get

$$
\begin{aligned}
\frac{\left|T x_{m}-T x_{n}\right|}{\left|x_{m}-x_{n}\right|} \mathrm{e}^{\left|T x_{m}-T x_{n}\right|-\left|x_{m}-x_{n}\right|} & <\mathrm{e}^{x_{n-1}-x_{m-1}-\left(x_{n}-x_{m}\right)} \\
& =\mathrm{e}^{2^{-n+1}-2^{-m+1}}=\mathrm{e}^{-\varphi\left(\left|x_{m}-x_{n}\right|\right)}
\end{aligned}
$$

Next, for any $m \geq 3$ we obtain

$$
\left|x_{1}-x_{m}\right|=m-2+2^{-m+1} \text { and } m-2<\left|x_{1}-x_{m}\right|<m-1,
$$

which gives

$$
\begin{aligned}
\frac{\left|T x_{1}-T x_{m}\right|}{\left|x_{1}-x_{m}\right|} \mathrm{e}^{\left|T x_{1}-T x_{m}\right|-\left|x_{1}-x_{m}\right|} & <\mathrm{e}^{x_{m-1}-x_{m}} \\
& =\mathrm{e}^{2^{-m+1}-1}=\mathrm{e}^{-\varphi\left(\left|x_{1}-x_{m}\right|\right)}
\end{aligned}
$$

Now, after some simple calculations we can observe that $T$ satisfies (H3) for $F(t)=$ $\ln t+t, t>0$.

In the present paper first we prove a fixed point theorem for nonlinear $F$ contractions; next we show that some of these contractions are $\beta$-condensing. Finally, using Sadovskii's result, we get that the sum of compact mapping with a $(\varphi, F)$-contraction has a fixed point. In the last section we apply our results to certain classes of integral equations.

Within the article we will use the following notation: $\mathbb{N}$ denotes the set of all positive integers, $\mathbb{Q}$ the set of all rational numbers, $\mathbb{R}$ and $\mathbb{R}^{+}$the set of all real numbers and all nonnegative real numbers respectively.

## 2. The results

First we enunciate a fixed point result concerning nonlinear $F$-contractions. Observe that in the proof of this fact we will not use the condition (F3).

Theorem 2.1. Let $(X, d)$ be a complete metric space and let $T: X \rightarrow X$ be a $(\varphi, F)$-contraction. Then $T$ has a unique fixed point.

Proof. $T$ has at most one fixed point, which is an immediate consequence of (H3) and the fact that $\varphi>0$.

Take any $x_{0} \in X$ and define the sequence $x_{n}=T^{n} x_{0}, n=1,2, \ldots$ Denote the sequence $\gamma_{n}=\mathrm{d}\left(x_{n-1}, x_{n}\right), n \in \mathbb{N}$. Without loss of generality we can assume that $\gamma_{n}>0$ for all $n \in \mathbb{N}$. From (H3) we have

$$
F\left(\gamma_{n+1}\right) \leq F\left(\gamma_{n}\right)-\varphi\left(\gamma_{n}\right)<F\left(\gamma_{n}\right) \text { for all } n \in \mathbb{N} .
$$

From the above and from (F1) we get that $\left(\gamma_{n}\right)$ is decreasing, and hence, $\gamma_{n} \searrow t$, $t \geq 0$. From (H2) there exists $c>0$ and $n_{0} \in \mathbb{N}$ such that $\varphi\left(\gamma_{n}\right)>c$ for all $n \geq n_{0}$. In consequence, we have

$$
\begin{aligned}
F\left(\gamma_{n}\right) & \leq F\left(\gamma_{n-1}\right)-\varphi\left(\gamma_{n-1}\right) \leq \cdots \leq F\left(\gamma_{1}\right)-\sum_{i=1}^{n-1} \varphi\left(\gamma_{i}\right) \\
& =F\left(\gamma_{1}\right)-\sum_{i=1}^{n_{0}-1} \varphi\left(\gamma_{i}\right)-\sum_{i=n_{0}}^{n-1} \varphi\left(\gamma_{i}\right)<F\left(\gamma_{1}\right)-\left(n-n_{0}\right) c, n>n_{0}
\end{aligned}
$$

Tending with $n \rightarrow \infty$ we get $F\left(\gamma_{n}\right) \rightarrow-\infty$ and, by (F2"), $\gamma_{n} \rightarrow 0$.
To show that $\left(x_{n}\right)$ is the Cauchy sequence, we will use the technique due to Turinici [32]. Suppose on the contrary that $\left(x_{n}\right)$ is not Cauchy. From (F1) the set $\Delta$ of all discontinuity points of $F$ is at most countable. There exists $\eta>0, \eta \notin \Delta$ such that for every $k \geq 0$ one can find $m_{k}, n_{k} \in \mathbb{N}$ satisfying

$$
\begin{equation*}
k \leq m_{k}<n_{k} \text { and } \mathrm{d}\left(x_{m_{k}}, x_{n_{k}}\right)>\eta . \tag{2.2}
\end{equation*}
$$

Denote by $\bar{m}_{k}$ the least of $m_{k}$ satisfying (2.2) and by $\bar{n}_{k}$ the least of $n_{k}$ such that $\bar{m}_{k}<n_{k}$ and $\mathrm{d}\left(x_{\bar{m}_{k}}, x_{n_{k}}\right)>\eta$. Naturally

$$
\begin{equation*}
\mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)>\eta \text { for all } k \geq 0 . \tag{2.3}
\end{equation*}
$$

Observe that taking $k_{0} \in \mathbb{N}$ such that $\gamma_{k}<\eta$ for all $k \geq k_{0}$, we have

$$
\eta<\mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right) \leq \mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}-1}\right)+\mathrm{d}\left(x_{\bar{n}_{k}-1}, x_{\bar{n}_{k}}\right) \leq \eta+\gamma_{\bar{n}_{k}}, \text { for all } k \geq k_{0} .
$$

Tending with $k \rightarrow \infty$ we obtain

$$
\begin{equation*}
\mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right) \rightarrow \eta \tag{2.4}
\end{equation*}
$$

Also observe that for all $k \geq 0$ we have

$$
\mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)-\gamma_{\bar{m}_{k}+1}-\gamma_{\bar{n}_{k}+1} \leq \mathrm{d}\left(x_{\bar{m}_{k}+1}, x_{\bar{n}_{k}+1}\right) \leq \gamma_{\bar{m}_{k}+1}+\mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)+\gamma_{\bar{n}_{k}+1} .
$$

Again, tending with $k \rightarrow \infty$ we have

$$
\begin{equation*}
\mathrm{d}\left(x_{\bar{m}_{k}+1}, x_{\bar{n}_{k}+1}\right) \rightarrow \eta . \tag{2.5}
\end{equation*}
$$

Finally observe that from (H3) we get

$$
\varphi\left(\mathrm{d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)\right) \leq F\left(\mathrm{~d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)\right)-F\left(\mathrm{~d}\left(x_{\bar{m}_{k}+1}, x_{\bar{n}_{k}+1}\right)\right), k \geq 0 .
$$

Now, from the above inequality, using (2.3)-(2.5) and the fact that $F$ is continuous at $\eta$ one gets

$$
\begin{aligned}
\liminf _{s \rightarrow \eta^{+}} \varphi(s) & \leq \liminf _{k \rightarrow \infty} \varphi\left(\mathrm{~d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)\right) \leq \lim _{k \rightarrow \infty}\left(F\left(\mathrm{~d}\left(x_{\bar{m}_{k}}, x_{\bar{n}_{k}}\right)\right)-F\left(\mathrm{~d}\left(x_{\bar{m}_{k}+1}, x_{\bar{n}_{k}+1}\right)\right)\right) \\
& =0
\end{aligned}
$$

which contradicts (H2). Therefore $\left(x_{n}\right)$ is Cauchy.
The completeness of $X$ and the continuity of $T$ end the proof.
Before we prove that some class of nonlinear $F$-contractions consists of $\beta$ condensing mappings we introduce a notion which will enable us to measure how much a given function is discontinuous. It will help us to prove that $(\varphi, F)$ contractions can be condensing even for discontinuous $F$.

Let $U$ be a nonempty subset of $\mathbb{R}, x_{0} \in U, f: U \rightarrow \mathbb{R}$ a function and $\eta \geq 0$.
Definition 2.1. We say that $f$ is continuous at $x_{0}$ with accuracy $\eta$ if for any $\varepsilon>\eta$ there exists $\delta>0$ such that for all $x \in U,\left|f(x)-f\left(x_{0}\right)\right|<\varepsilon$ whenever $\left|x-x_{0}\right|<\delta$. The set of all $\eta \geq 0$ such that $f$ is continuous at $x_{0}$ with accuracy $\eta$ will be denoted by $\operatorname{disc}\left(f, x_{0}\right)$.

Remark 2.1. Note that the $\operatorname{set} \operatorname{disc}\left(f, x_{0}\right)$ is closed. Indeed, if we assume that $\operatorname{disc}\left(f, x_{0}\right)$ is nonempty and consider a sequence $\left(\eta_{n}\right) \subset \operatorname{disc}\left(f, x_{0}\right), \eta_{n} \rightarrow \eta \in \mathbb{R}$, then taking any $\varepsilon>\eta$ one can find $N \in \mathbb{N}$ such that $\varepsilon>\eta_{N}$. Since $f$ is continuous with accuracy $\eta_{N}$, there exists $\delta>0$ such that $\left|x-x_{0}\right|<\delta$ implies $\left|f(x)-\left(x_{0}\right)\right|<\varepsilon$. In consequence $f$ is continuous at $x_{0}$ with accuracy $\eta$, i.e. $\eta \in \operatorname{disc}\left(f, x_{0}\right)$.

In light of the above remark we can establish the following definition.
Definition 2.2. If $\operatorname{disc}\left(f, x_{0}\right) \neq \varnothing$, then the measure of discontinuity of $f$ at $x_{0}$, denoted by $\sigma\left(f, x_{0}\right)$, will be called the nonnegative number given by the formula

$$
\begin{equation*}
\sigma\left(f, x_{0}\right):=\min \operatorname{disc}\left(f, x_{0}\right) . \tag{2.6}
\end{equation*}
$$

In case $\operatorname{disc}\left(f, x_{0}\right)=\varnothing$ we put $\sigma\left(f, x_{0}\right):=\infty$.
Lemma 2.1. If $\sigma\left(f, x_{0}\right)<\infty$, then for any sequence $\left(x_{n}\right) \subset U$ such that $x_{n} \rightarrow x_{0}$, the following inequalities hold:

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} f\left(x_{n}\right)-\sigma\left(f, x_{0}\right) \leq f\left(x_{0}\right) \leq \liminf _{n \rightarrow \infty} f\left(x_{n}\right)+\sigma\left(f, x_{0}\right) . \tag{2.7}
\end{equation*}
$$

Proof. Suppose that $\limsup _{n \rightarrow \infty} f\left(x_{n}\right)-\sigma\left(f, x_{0}\right)>f\left(x_{0}\right)$. There exists $c>f\left(x_{0}\right)$ and a subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n}\right)$ satisfying

$$
f\left(x_{n_{k}}\right)-\sigma\left(f, x_{0}\right) \geq c \text { for all } k \in \mathbb{N} .
$$

Letting $\varepsilon=\sigma\left(f, x_{0}\right)+c-f\left(x_{0}\right)$ and taking any $\delta>0$ one can find $N \in \mathbb{N}$ such that $\left|x_{n_{N}}-x_{0}\right|<\delta$ and $\left|f\left(x_{n_{N}}\right)-f\left(x_{0}\right)\right| \geq f\left(x_{n_{N}}\right)-f\left(x_{0}\right) \geq c+\sigma\left(f, x_{0}\right)-f\left(x_{0}\right)=\varepsilon$, which gives that $f$ is not continuous at $x_{0}$ with accuracy $\sigma\left(f, x_{0}\right)$, which is impossible. By an analogous argument we prove the second inequality.

Observe that from the definition of the measure of discontinuity, the equality $\sigma\left(f, x_{0}\right)=0$ easily implies the continuity of the function $f$ at $x_{0}$, and then inequality (2.7) takes the form $\lim _{n \rightarrow \infty} f\left(x_{n}\right)=f\left(x_{0}\right)$.

A straightforward consequence of Lemma 2.1 is the following.

Remark 2.2. If $\sigma\left(f, x_{0}\right)<\infty$, then for any sequence $\left(x_{n}\right) \subset U$ such that $x_{n} \rightarrow x_{0}$ the following holds:

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} f\left(x_{n}\right)-\liminf _{n \rightarrow \infty} f\left(x_{n}\right) \leq 2 \sigma\left(f, x_{0}\right) \tag{2.8}
\end{equation*}
$$

## Example 2.1.

1) For the Dirichlet function $I_{\mathbb{Q}}: \mathbb{R} \rightarrow\{0,1\}$, where $I_{\mathbb{Q}}(x)=1$ for $x \in \mathbb{Q}$ and $I_{\mathbb{Q}}(x)=0$ otherwise, $\sigma\left(I_{\mathbb{Q}}, x_{0}\right)=1$ for every $x_{0} \in \mathbb{R}$.
2) Consider the function $f:(-\infty, 0) \rightarrow(-\infty, 0)$ of the form

$$
f(t)= \begin{cases}t-1, & \text { if } t<-1 \\ t-\frac{1}{n+1} & \text { if } t \in\left[-\frac{1}{n},-\frac{1}{n+1}\right), n \in \mathbb{N}\end{cases}
$$

Then $\sigma\left(f,-\frac{1}{n}\right)=\frac{1}{n(n+1)}$ and $\sigma(f, x)=0$ for $x \neq-\frac{1}{n}, n \in \mathbb{N}$.
3) If $f(t)=1 / t, t>0$ and $f(0)=0$, then $\sigma(f, 0)=\infty$.

Now, we are in a position to state our main results.
Theorem 2.2. Let $(X, d)$ be a metric space and let $T: X \rightarrow X$ be a $(\varphi, F)$ contraction. If

$$
\begin{equation*}
\liminf _{s \rightarrow t} \varphi(s)>2 \sigma(F, t) \tag{2.9}
\end{equation*}
$$

for all $t>0$, then $T$ is $\beta$-condensing.
Proof. First, observe that by (F1) we have $\sigma(F, t)<\infty$ and thus inequality (2.9) is valid. Take any $C \subset X$ with positive Hausdorff measure of noncompactness. Since $2 \sigma(F, \beta(C))<\liminf _{s \rightarrow \beta(C)} \varphi(s)$, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
2 \sigma(F, \beta(C))<\varphi(s) \text { for all } s \in[\beta(C)-\varepsilon, \beta(C)+\varepsilon] . \tag{2.10}
\end{equation*}
$$

Applying to $F$ Remark 2.2 and using (F1) we have

$$
\begin{equation*}
\lim _{t \rightarrow \beta(C)^{+}} F(t)-\lim _{t \rightarrow \beta(C)^{-}} F(t) \leq 2 \sigma(F, \beta(C))<\varphi(s) \tag{2.11}
\end{equation*}
$$

for all $s \in[\beta(C)-\varepsilon, \beta(C)+\varepsilon]$. Taking in (2.10) appropriately small enough $\varepsilon$, we can deduce from (2.11) the inequality

$$
\begin{equation*}
F(r)-F(t)<\varphi(s) \tag{2.12}
\end{equation*}
$$

for all $r \in(\beta(C), \beta(C)+\varepsilon], t \in[\beta(C)-\varepsilon, \beta(C)), s \in[\beta(C)-\varepsilon, \beta(C)+\varepsilon]$. Consider $R=\beta(C)+\varepsilon$ and take a finite $R$-net of $C$, i.e.

$$
\begin{equation*}
C \subset \bigcup_{i=1}^{k} B\left(x_{i}, R\right), x_{1}, \ldots, x_{k} \in X \tag{2.13}
\end{equation*}
$$

Denote $R^{\prime}=\beta(C)-\varepsilon$. We will show that the open balls $B\left(T x_{i}, R^{\prime}\right), 1 \leq i \leq k$, cover $T(C)$. Let $y \in T(C)$ and let $x \in C$ be such that $T x=y$. From (2.13) there exists $i \in\{1, \ldots, k\}$ such that $\mathrm{d}\left(x, x_{i}\right)<R$. If $T x=T x_{i}$, then obviously $\mathrm{d}\left(y, T x_{i}\right)<R^{\prime}$. Suppose that $T x \neq T x_{i}$ and consider two cases. If $0<\mathrm{d}\left(x, x_{i}\right)<R^{\prime}$, then, since $T$ is a $(\varphi, F)$-contraction, we have

$$
F\left(\mathrm{~d}\left(T x, T x_{i}\right)\right) \leq F\left(\mathrm{~d}\left(x, x_{i}\right)\right)-\varphi\left(\mathrm{d}\left(x, x_{i}\right)\right) \leq F\left(R^{\prime}\right)-\varphi\left(\mathrm{d}\left(x, x_{i}\right)\right)<F\left(R^{\prime}\right) .
$$

If $R^{\prime} \leq \mathrm{d}\left(x, x_{i}\right)<R$, then due to (2.12) we obtain the inequalities

$$
F\left(\mathrm{~d}\left(T x, T x_{i}\right)\right) \leq F\left(\mathrm{~d}\left(x, x_{i}\right)\right)-\varphi\left(\mathrm{d}\left(x, x_{i}\right)\right)<F(R)-\varphi\left(\mathrm{d}\left(x, x_{i}\right)\right)<F\left(R^{\prime}\right) .
$$

In the above both cases (F1) implies $\mathrm{d}\left(T x, T x_{i}\right)<R^{\prime}$, which gives

$$
\beta(T(C)) \leq R^{\prime}<\beta(C)
$$

The immediate consequence of Theorem [2.2] is the following result.
Corollary 2.1. Every $(\varphi, F)$-contraction with continuous $F$ satisfying $\liminf _{s \rightarrow t} \varphi(s)>0$ for all $t>0$ is $\beta$-condensing.

The consequence of Sadovskii's result is the following theorem.
Theorem 2.3. Let $C$ be a closed bounded and convex subset of a Banach space $X$. If $A: C \rightarrow X$ is a $(\varphi, F)$-contraction with $\liminf _{s \rightarrow t} \varphi(s)>2 \rho(F, t)$ for all $t>0$, $B: C \rightarrow X$ is a compact operator and $(A+B)(C) \subset C$, then $A+B$ has a fixed point.

Proof. Take any $K \subset C$ which is not relatively compact. Using the properties of the Hausdorff measure of noncompactness, Theorem 2.2 and the fact that $\beta(B(C))=0$ we obtain

$$
\beta((A+B)(C)) \leq \beta(A(C)+B(C)) \leq \beta(A(C))+\beta(B(C))<\beta(C)
$$

which gives that $A+B$ is a $\beta$-condensing mapping; thus by Sadovskii's result, $A+B$ has a fixed point.

Corollary 2.1 and Theorem 2.3 simply yield the following result, which will be applied in the next section.

Corollary 2.2. Let $X$ be a Banach space, $C$ a closed bounded and convex subset of $X$. If $A: C \rightarrow X$ is a $(\varphi, F)$-contraction with continuous $F$ satisfying $\liminf _{s \rightarrow t} \varphi(s)>0$ for all $t>0, B: C \rightarrow X$ a compact operator and $(A+B)(C) \subset$ $C$, then $A+B$ has a fixed point.

## 3. The applications of nonlinear $F$-contractions

In this section we show the applicability of the obtained results.
3.1. Integral equation of Volterra type. First we present the application of the existence of fixed point for $(\varphi, F)$-contractions to the following equation of Volterra type:

$$
\begin{equation*}
x(t)=\int_{0}^{t} K(t, s, x(s)) d s+h(t), t \in I \tag{3.1}
\end{equation*}
$$

where $T>0, I=[0, T], K: I \times I \times \mathbb{R} \rightarrow \mathbb{R}, h: I \rightarrow \mathbb{R}$.
In order to obtain our claims, we will need the following assumptions:
(C1) The functions $h, K$ are continuous.
(C2) There exists a strictly increasing sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N} \cup\{0\}}$ satisfying $\alpha_{0}=0$, $\alpha_{n} \geq 1, \alpha_{n}-\alpha_{n-1} \leq 1$ for all $n \in \mathbb{N}, \alpha_{n} \rightarrow \infty$ such that for any $n \in \mathbb{N}$,

$$
\begin{equation*}
|K(t, s, u)-K(t, s, v)| \leq \frac{\alpha_{n}}{1+\alpha_{n}\left(\alpha_{n}-\alpha_{n-1}\right)} e^{-t \alpha_{n}}|u-v| \tag{3.2}
\end{equation*}
$$

for all $s, t \in I$ and $u, v \in \mathbb{R}$ such that $|u-v|<\alpha_{n} e^{T}$.

Consider the Banach space $C(I)$ of all continuous functions $x: I \rightarrow \mathbb{R}$ equipped with Bielecki's norm:

$$
\|x\|=\sup _{t \in I} \mathrm{e}^{-t}|x(t)| .
$$

Now, we are ready to enunciate our first existence result.
Theorem 3.1. If $(\mathrm{C} 1)$ and $(\mathrm{C} 2)$ are satisfied, then the nonlinear problem (3.1) has a unique solution in $C(I)$.

Proof. Consider the operator $\mathcal{L}: C(I) \rightarrow C(I)$ as follows:

$$
(\mathcal{L} x)(t)=\int_{0}^{t} K(t, s, x(s)) d s+h(t), x \in C(I) .
$$

A fixed point of the operator $\mathcal{L}$ will be a solution of the equation (3.1). In order to fulfil all the assumptions of Theorem 2.1 let us consider a function $F(t)=-1 / t$, $t>0$, and $\varphi:(0, \infty) \rightarrow(0, \infty)$ of the form

$$
\varphi(t)= \begin{cases}-t+\alpha_{1}, & 0<t<\alpha_{1} \\ -t+\alpha_{n}, & \alpha_{n-1} \leq t<\alpha_{n}, n \geq 2\end{cases}
$$

In this case one can calculate that the contraction condition (H3) takes the following form:

$$
\begin{equation*}
\|T x-T y\| \leq \frac{\|x-y\|}{1+\|x-y\|\left[\alpha_{n}-\|x-y\|\right]}, \tag{3.3}
\end{equation*}
$$

for all $x, y \in C(I)$ satisfying $\alpha_{n-1} \leq\|x-y\|<\alpha_{n}$ when $n \geq 2$ and $0<\|x-y\|<\alpha_{1}$ for $n=1$.

We will show that $\mathcal{L}$ satisfies (3.3). Fix $n \geq 2$ and take any $x, y \in C(I)$ such that $\alpha_{n-1} \leq\|x-y\|<\alpha_{n}$. Observe that for each $s \in I$ we have

$$
|x(s)-y(s)| \leq \mathrm{e}^{s} \sup _{s \in I} \mathrm{e}^{-s}|x(s)-y(s)|<\mathrm{e}^{s} \alpha_{n} \leq \mathrm{e}^{T} \alpha_{n} .
$$

Therefore, due to (C2), we obtain

$$
\begin{aligned}
|(\mathcal{L} x)(t)-(\mathcal{L} y)(t)| & \leq \int_{0}^{t}|K(t, s, x(s))-K(t, s, y(s))| d s \\
& \leq \frac{\alpha_{n}}{1+\alpha_{n}\left(\alpha_{n}-\alpha_{n-1}\right)} \mathrm{e}^{-t \alpha_{n}} \int_{0}^{t}|x(s)-y(s)| d s, t \in I .
\end{aligned}
$$

Next, we see that

$$
1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)<1+\alpha_{n}\left(\alpha_{n}-\alpha_{n-1}\right),
$$

and, since $\alpha_{n+1}>1,-s \alpha_{n+1} \leq-s$ for all $s \in I$. In consequence, the following holds:

$$
\begin{aligned}
& |(\mathcal{L} x)(t)-(\mathcal{L} y)(t)| \leq \frac{\alpha_{n}}{1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)} \mathrm{e}^{-t \alpha_{n}} \int_{0}^{t}|x(s)-y(s)| d s \\
& \quad=\frac{\alpha_{n}}{1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)} \mathrm{e}^{-t \alpha_{n}} \int_{0}^{t}|x(s)-y(s)| \mathrm{e}^{-s \alpha_{n+1}} \mathrm{e}^{s \alpha_{n+1}} d s \\
& \quad \leq \frac{\alpha_{n}\|x-y\|}{1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)} \mathrm{e}^{-t \alpha_{n}} \int_{0}^{t} \mathrm{e}^{s \alpha_{n+1}} d s \\
& \quad<\frac{\alpha_{n}\|x-y\|}{1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)} \mathrm{e}^{-t \alpha_{n}} \frac{1}{\alpha_{n+1}} \mathrm{e}^{t \alpha_{n+1}} \\
& \quad=\frac{\alpha_{n}\|x-y\|}{\alpha_{n+1}\left(1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)\right)} \mathrm{e}^{t\left(\alpha_{n+1}-\alpha_{n}\right)}, t \in I .
\end{aligned}
$$

Using again the properties of the sequence $\left(\alpha_{n}\right)$ we obtain

$$
\mathrm{e}^{-t}|(\mathcal{L} x)(t)-(\mathcal{L} y)(t)| \leq \frac{\|x-y\|}{1+\|x-y\|\left(\alpha_{n}-\|x-y\|\right)}, t \in I
$$

Taking the supremum with respect to $t$ in the above inequality we obtain (3.3). The analogous calculations are for $n=1$. Theorem [2.1] ends the proof.
3.2. Implicit integral equations. In this section we apply our result of Krasnosel'skii type to the general class of integral equations

$$
\begin{equation*}
V(t, x(t))=S\left(t, \int_{0}^{t} H(t, s, x(s)) d s\right) \tag{3.4}
\end{equation*}
$$

where $V, S:[-\alpha, \alpha] \times[-\alpha, \alpha] \rightarrow \mathbb{R}$ and $H:[-\alpha, \alpha] \times[-\alpha, \alpha] \times[-\alpha, \alpha] \rightarrow \mathbb{R}$ are continuous, $\alpha>0$. The equations of this type were studied e.g. in [2] and [4]. We will look for the solution of (3.4) in a subset $C$ of the Banach space $X$ of continuous functions $\zeta:[-\beta, \beta] \rightarrow \mathbb{R}, 0<\beta<\alpha$, equipped with the supremum norm of the form

$$
C:=\{\zeta \in X: \zeta(0)=0,\|\zeta\| \leq \alpha\}
$$

Theorem 3.2. If $S(0,0)=V(t, 0)=0$ for all $t \in[-\alpha, \alpha]$ and the operator $(A \zeta)(t)=\zeta(t)-V(t, \zeta(t))$ is a $(\varphi, F)$-contraction on $C$ with continuous $F$ and nonincreasing $\varphi$, then (3.4) has a solution in $C$.

Proof. Denote $\theta(t)=0$ for all $t \in[-\alpha, \alpha]$. We have $(A \theta)(t)=\theta(t)-V(t, \theta(t))=0$, $t \in[-\alpha, \alpha]$. Taking any $\zeta \in C$ with $A \zeta \neq \theta$, by (H3), we have

$$
F(\|A \zeta\|)=F(\|A \zeta-A \theta\|) \leq F(\|\zeta\|)-\varphi(\|\zeta\|)<F(\|\zeta\|)
$$

which, by (F1), gives

$$
\begin{equation*}
\|A \zeta\|<\|\zeta\| \tag{3.5}
\end{equation*}
$$

We show that for any $\zeta \in C$,

$$
\begin{equation*}
\|A \zeta\| \leq \gamma<\alpha \text { for some } \gamma>0 \tag{3.6}
\end{equation*}
$$

In another case there exists a sequence $\left(\zeta_{n}\right) \subset C$ such that $\left(\left\|A \zeta_{n}\right\|\right)$ is increasing and $\lim _{n \rightarrow \infty}\left\|A \zeta_{n}\right\|=\alpha$. Since $\zeta_{n} \in C$, (3.5) implies $\left\|A \zeta_{n}\right\| \leq\left\|\zeta_{n}\right\| \leq \alpha$ and thus $\lim _{n \rightarrow \infty}\left\|\zeta_{n}\right\|=\alpha$. In consequence, we obtain

$$
\varphi(\alpha) \leq \varphi\left(\left\|\zeta_{n}\right\|\right) \leq F\left(\left\|\zeta_{n}\right\|\right)-F\left(\left\|A \zeta_{n}\right\|\right)
$$

Tending with $n \rightarrow \infty$ and using a continuity of $F$ we get $\varphi(\alpha) \leq 0$, which is impossible.

The rest of the proof goes as in Burton's result, Theorem 3 in [2]. Defining a mapping $B: C \rightarrow C$ by $(B \zeta)(t)=S\left(t, \int_{0}^{t} H(t, s, \zeta(s)) d s\right)$ and using a continuity of $H$ on its compact domain, continuity of $S$ and the fact that $S(0,0)=0$ we show that there exists $0<\beta<\alpha$ such that $\zeta \in C$ and $t<\beta$ imply $|(B \zeta)(t)| \leq \alpha-\gamma$, which together with (3.6) gives $\|A \zeta+B \zeta\| \leq \alpha$. A simple fact $(A \zeta)(0)+(B \zeta)(0)=0$ finally gives $(A+B)(\zeta) \in C$. The compactness of $B$ is received by showing that $B C$ is an equicontinuous set (for details, see [2]). Finally, note that $\liminf _{s \rightarrow t+} \varphi(s)>0$ for all $t \geq 0$, since $\varphi$ is decreasing. Thus, all the assumptions of Corollary 2.2 are satisfied.

In many practical situations a common difficulty which may occur is when we want to verify the contractivity of the operator $A$. However, when we reduce our investigations to nonnegative solutions, we may obtain more comfortable and applicable tools. Applying the analogous methods as in the proof of the above result we can prove the following theorem.
Theorem 3.3. If $S \geq 0, S(0,0)=V(t, 0)=0$ for all $t \in[-\alpha, \alpha]$ and the operator $(A \zeta)(t)=\zeta(t)-V(t, \zeta(t))$ is a $(\varphi, F)$-contraction on $C^{+}$of the form

$$
C^{+}:=\{\zeta \in C: \zeta \geq 0\}
$$

with continuous $F$, nonincreasing $\varphi$ and $0 \leq V(t, \zeta(t)) \leq \zeta(t)$ for every $\zeta \in C^{+}$, $t \in[-\alpha, \alpha]$, then (3.4) has a solution in $C^{+}$.
Proof. In light of the proof of Theorem 3.2 it is enough to observe that $A \zeta \in C^{+}$ and $(A+B)(\zeta) \geq 0$ for each $\zeta \in C^{+}$.

We show the applicability of the above result by the following example.
Example 3.1. Consider the differential equation of the form

$$
\begin{equation*}
2 x x^{\prime}(x+1)=(2 t+G(t, x))(2 x+1)^{2} \tag{3.7}
\end{equation*}
$$

where $G:[-\alpha, \alpha] \times[-\alpha, \alpha] \rightarrow \mathbb{R}^{+}$is continuous, $\alpha>0$. We will verify the existence of a solution in $C^{+}$. The equation (3.7) can be transformed into the form

$$
\frac{2 x x^{\prime}(x+1)}{(2 x+1)^{2}}-2 t=G(t, x),
$$

where $x$ is evaluated at each $t$. Next, we obtain

$$
\begin{aligned}
t^{2}+\int_{0}^{t} G(s, x(s)) d s & =\int_{0}^{t} \frac{2 x(s) x^{\prime}(s)(x(s)+1)}{(2 x(s)+1)^{2}} d s=\int_{0}^{x(t)} \frac{2 u(u+1)}{(2 u+1)^{2}} d u \\
& =\int_{0}^{x(t)}\left[\frac{1}{2}-\frac{1}{2(2 u+1)^{2}}\right] d u=\frac{x(t)}{2}-\frac{2 x(t)}{4(2 x(t)+1)} \\
& =\frac{x^{2}(t)}{2 x(t)+1}
\end{aligned}
$$

Now, we can see that the equation (3.7) can be presented in the form (3.4). In order to fulfil the assumptions of Theorem 3.2 we show that the operator

$$
A x:=x-\frac{x^{2}}{2 x+1}=\frac{x^{2}+x}{2 x+1}
$$

is a $(\varphi, F)$-contraction on $C^{+}$. Indeed, taking any $x, y \in C^{+}$we have (in the following $x, y$ are evaluated in each $t \in[-\alpha, \alpha]$ )

$$
|A x-A y|=\frac{|x-y|(x+y+2 x y+1)}{2 x+2 y+4 x y+1} .
$$

Observe that

$$
|x-y| \leq x+y+2 x y
$$

which together with the fact that a function $t \mapsto \frac{1+t}{1+2 t}, t \geq 0$, is decreasing gives us

$$
|A x-A y| \leq \frac{|x-y|(1+|x-y|)}{1+2|x-y|}
$$

Next, using the increasing function $t \mapsto \frac{t(1+t)}{1+2 t}, t \geq 0$, we have

$$
\|A x-A y\| \leq \frac{\sup _{t \in[0, \alpha]}|x(t)-y(t)|\left(1+\sup _{t \in[0, \alpha]} \mid x(t)-y(t \mid)\right.}{1+2 \sup _{t \in[0, \alpha]}|x(t)-y(t)|}=\frac{1+\|x-y\|}{1+2\|x-y\|}\|x-y\| .
$$

The last inequality, if $A x \neq A y$, can be presented in the form

$$
\frac{1}{\|x-y\|+1}-\frac{1}{\|A x-A y\|} \leq-\frac{1}{\|x-y\|}
$$

Now one can observe that the above contraction condition is a $(\varphi, F)$-contraction for $\varphi(s)=1 /(s+1), s>0$, and $F(s)=-1 / s, s>0$.
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