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#### Abstract

In this paper, we establish a general discrete Fourier restriction theorem. As an application, we make some progress on the discrete Fourier restriction problem associated with KdV equations.


## 1. Introduction

Recently, the Fourier restriction problem has been widely studied (for example, see [10, [11, [1, [5, 3]). In this paper, we investigate the discrete Fourier restriction problems. Let us first see the discrete Fourier restriction problem associated with KdV equations. More precisely, we are going to seek the best constant $A_{p, N}$ satisfying

$$
\begin{equation*}
\sum_{|n| \leq N}\left|\hat{f}\left(n, n^{3}\right)\right|^{2} \leq A_{p, N}\|f\|_{L^{p^{\prime}}\left(\mathbb{T}^{2}\right)}^{2} \tag{1.1}
\end{equation*}
$$

where $f$ is a periodic function on $\mathbb{T}^{2}, \hat{f}$ is the Fourier transform of $f$ on $\mathbb{T}^{2}$, i.e., $\hat{f}(\xi)=\int_{\mathbb{T}^{2}} e^{-2 \pi i x \cdot \xi} f(x) d x, N$ is a sufficiently large integer, $p \geq 2$, and $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. For any $\varepsilon>0$, Bourgain [2] showed that $A_{6, N} \leq N^{\varepsilon}$. Later Hu and Li 7] proved that $A_{p, N} \lesssim_{\varepsilon} N^{1-\frac{8}{p}+\varepsilon}$ for $p \geq 14$.

Bourgain [2] and Hu and Li [7] conjectured that

$$
A_{p, N} \leq\left\{\begin{array}{ccc}
C_{p} & \text { for } & 2 \leq p<8  \tag{1.2}\\
C_{\varepsilon, p} N^{1-\frac{8}{p}+\varepsilon} & \text { for } & p \geq 8
\end{array}\right.
$$

Clearly, $p=8$ is the critical number. In this paper, we will make slight progress for this conjecture. We will show that $A_{p, N} \lesssim_{\varepsilon} N^{1-\frac{8}{p}+\varepsilon}$ for $p \geq 12$.

It is easy to see that the study of $A_{p, N}$ is equivalent to the periodic Strichartz inequality associated with the KdV equation:

$$
\begin{equation*}
\left\|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(x n+t n^{3}\right)}\right\|_{L_{x, t}^{p}\left(\mathbb{T}^{2}\right)} \leq K_{p, N}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}} \tag{1.3}
\end{equation*}
$$

[^0]In fact, we have $A_{p, N} \approx K_{p, N}^{2}$ by using the dual method. Later while considering the Cauchy problem of the fifth-order KdV-type equations, Hu and Li 8 ] studied the following Strichartz inequality:

$$
\begin{equation*}
\left\|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(x n+t n^{k}\right)}\right\|_{L_{x, t}^{p}\left(\mathbb{T}^{2}\right)} \leq \mathcal{K}_{p, N}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}, \tag{1.4}
\end{equation*}
$$

where $k$ is a positive integer and $k \geq 2$. They 8 proved that $\mathcal{K}_{6, N} \lesssim N^{\varepsilon}$ if $k$ is odd and $\mathcal{K}_{p, N} \lesssim_{\varepsilon} N^{\frac{1}{2}\left(1-\frac{2(k+1)}{p}\right)+\varepsilon}$ for $p \geq p_{0}$ where

$$
p_{0}= \begin{cases}(k-2) 2^{k}+6 & \text { if } k \text { is odd } \\ (k-1) 2^{k}+4 & \text { if } k \text { is even. }\end{cases}
$$

In (1.3) and (1.4), the discrete Fourier restriction problems are studied in two dimensions when the Fourier transform is indeed restricted to the curve ( $n, n^{3}$ ) and $\left(n, n^{k}\right)$. It is natural to consider a similar problem for higher dimensions when the Fourier transform is restricted to the general curve ( $n^{k_{1}}, \cdots, n^{k_{d}}$ ), where $k_{1}, \cdots, k_{d}$ are positive integers. Let $K_{p, d, N}$ be the best constant in the following inequality:

$$
\begin{equation*}
\left\|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right\|_{L^{p}\left(\mathbb{T}^{d}\right)} \leq K_{p, d, N}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}} . \tag{1.5}
\end{equation*}
$$

Our main result in the present paper is as follows.
Theorem 1.1. Let $a_{n}$ be a complex number for all $|n| \leq N$. Let $d>1$ and $k_{1}, \cdots, k_{d}$ be positive integers with $1 \leq k_{1}<\cdots<k_{d}=k$. Set $\mathfrak{K}=\sum_{i=1}^{d} k_{i}$. Let $K_{p, d, N}$ be defined in (1.5). Suppose $p \geq k(k+1)$. Then for any $\varepsilon>0$, we have

$$
\begin{equation*}
K_{p, d, N} \lesssim_{\varepsilon} N^{\frac{1}{2}\left(1-\frac{2 \Omega}{p}\right)+\varepsilon}, \tag{1.6}
\end{equation*}
$$

where the implicit constant depends on $k_{1}, \cdots, k_{d}, p, \varepsilon$, but does not depend on $N$.
Remark 1.2. In [9, T. D. Wooley adapted the efficient congruencing method to prove that (1.6) holds for $p \geq 2 k(k+1)$. And whenever $p>2 k(k+1)$, one may take $\varepsilon=0$ in (1.6).

Remark 1.3. In Section 3, we will show the bound in (1.6) is sharp up to a constant $\varepsilon$. One may conjecture (1.6) holds for all $p \geq 2 \mathfrak{K}$. Notice if $k_{i}=i, i=1, \cdots, d$, then $2 \mathfrak{K}=d(d+1)$. Thus (1.6) is valid for $p \geq 2 \mathfrak{K}$ in this case.

By using Theorem 1.1, one could make some progress on the previous results. Applying Theorem 1.1 with $d=2, k_{1}=1, k_{2}=3$ and $d=2, k_{1}=1, k_{2}=k$ (here $k \geq 2$ ), we may obtain the following corollaries.

Corollary 1.4. Let $K_{p, N}$ be defined in (1.3). Suppose $p \geq 12$. Then for any $\varepsilon>0$, we get

$$
K_{p, N} \lesssim_{\varepsilon} N^{\frac{1}{2}\left(1-\frac{8}{p}\right)+\varepsilon},
$$

where the implicit constant is independent of $N$. If $p>24$, one may take $\varepsilon=0$.
Corollary 1.5. Let $\mathcal{K}_{p, N}$ be defined in (1.4). Suppose $p \geq k(k+1)$. Then for any $\varepsilon>0$, we have

$$
\mathcal{K}_{p, N} \lesssim_{\varepsilon} N^{\frac{1}{2}\left(1-\frac{2(k+1)}{p}\right)+\varepsilon},
$$

where the implicit constant is independent of $N$. If $p>2 k(k+1)$, one may take $\varepsilon=0$.

By setting $d=k, k_{i}=i$, for $i=1, \cdots, k, a_{n}=1$ for $n=1, \cdots, N, a_{n}=0$ for $n=0,-1, \cdots,-N$ in Theorem 1.1, one obtains

$$
\begin{equation*}
\int_{\mathbb{T}^{k}}\left|\sum_{n=1}^{N} e^{2 \pi i\left(\alpha_{1} n+\cdots+\alpha_{k} n^{k}\right)}\right|^{p} d \alpha \lesssim \varepsilon N^{p-k(k+1)+\varepsilon} \tag{1.7}
\end{equation*}
$$

for $p \geq k(k+1)$, which is Vinogradov's mean value theorem proved by Bourgain, Demeter and Guth (4) recently. (1.5) can be regarded as a weighted version of (1.7) and (1.5) is apparently harder than (1.7). Notice that the curve ( $t^{k_{1}}, t^{k_{2}}, \cdots, t^{k_{d}}$ ) may be degenerate, for example, the curve $\left(t, t^{3}\right)$ has zero curvature at point $(0,0)$. It seems to be difficult to use the method developed in [3] and [4 to prove (1.6) for $p \geq 2 \mathfrak{K}$, since what they deal with are hypersurfaces with nonzero Gaussian curvature or nondegenerate curve. The proof of Theorem 1.1 is based on a key lemma from [4. Bourgain et al. (4] used this lemma to prove (1.7).

Throughout this paper, the letter $C$ stands for a positive constant and $C_{a}$ denotes a constant depending on $a . A \lesssim_{\varepsilon} B$ means $A \leq C_{\varepsilon} B$ for some constant $C_{\varepsilon} . A \approx B$ means that $A \lesssim B$ and $B \lesssim A$. For a set $E \subset \mathbb{R}^{d}$, we denote the Lebesgue measure of $E$ by $|E|$.

## 2. Proof of Theorem 1.1

Before giving the proof of Theorem 1.1, we first introduce some lemmas.
Lemma 2.1 (See Theorem 4.1 in [4). For each $1 \leq n \leq N$, let $t_{n}$ be a point in $\left(\frac{n-1}{N}, \frac{n}{N}\right]$. Suppose $B_{R}$ is a ball in $\mathbb{R}^{d}$ with center $c_{B}$ and radius $R$. Define $w_{B_{R}}(x)=\left(1+\frac{\left|x-c_{B}\right|}{R}\right)^{-200}$. Then for each $R \gtrsim N^{d}$, each ball $B_{R}$ in $\mathbb{R}^{d}$, each $a_{n} \in \mathbb{C}$, each $p \geq 2$ and $\varepsilon>0$, we have

$$
\begin{align*}
& \left(\frac{1}{\left|B_{R}\right|} \int\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(x_{1} t_{n}+\cdots+x_{d} t_{n}^{d}\right)}\right|^{p} w_{B_{R}}(x) d x\right)^{\frac{1}{p}}  \tag{2.1}\\
& \quad \lesssim \varepsilon\left(N^{\varepsilon}+N^{\frac{1}{2}\left(1-\frac{d(d+1)}{p}\right)+\varepsilon}\right)\left(\sum_{n=1}^{N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}
\end{align*}
$$

where the implicit constant does not depend on $N, R$, and $a_{n}$.
Lemma 2.2. Suppose $a_{n} \in \mathbb{C}$ and $p \geq 2$. Then for any $\varepsilon>0$, we get

$$
\begin{align*}
& \left(\int_{\mathbb{T}^{d}}\left|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(x_{1} n+x_{2} n^{2}+\cdots+x_{d} n^{d}\right)}\right|^{p} d x\right)^{\frac{1}{p}} \\
& \quad \lesssim \varepsilon\left(N^{\varepsilon}+N^{\frac{1}{2}\left(1-\frac{d(d+1)}{p}\right)+\varepsilon}\right)\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}, \tag{2.2}
\end{align*}
$$

where the implicit constant is independent of $N$ and $a_{n}$.
Proof. We first notice that the function

$$
\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(x_{1} n+x_{2} n^{2}+\cdots+x_{d} n^{d}\right)}
$$

is periodic with period 1 in the variables $x_{1}, \cdots, x_{d}$. By using Minkowski's inequality, making a change of variables and the above periodic fact, one may get

$$
\begin{aligned}
& \left(\int_{\mathbb{T}^{d}}\left|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(x_{1} n+x_{2} n^{2}+\cdots+x_{d} n^{d}\right)}\right|^{p} d x\right)^{\frac{1}{p}} \\
& \leq a_{0}+\left(\int_{\mathbb{T}^{d}}\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(x_{1} n+x_{2} n^{2}+\cdots+x_{d} n^{d}\right)}\right|^{p} d x\right)^{\frac{1}{p}} \\
& \quad+\left(\int_{\mathbb{T}^{d}}\left|\sum_{n=1}^{N} a_{-n} e^{2 \pi i\left(x_{1} n+x_{2} n^{2}+\cdots+x_{d} n^{d}\right)}\right|^{p} d x\right)^{\frac{1}{p}}
\end{aligned}
$$

Hence, to prove (2.2), it suffices to show that

$$
\left(\int_{\mathbb{T}^{d}}\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(x_{1} n+x_{2} n^{2}+\cdots+x_{d} n^{d}\right)}\right|^{p} d x\right)^{\frac{1}{p}}
$$

has the desired bound. Applying Lemma 2.1] with $R=\sqrt{d} N^{d}, t_{n}=\frac{n}{N}$ and $B_{R}=$ $B(0, R)$ which is centred at 0 , we may obtain

$$
\begin{align*}
& \left(N^{-d^{2}} \int\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(x_{1} \frac{n}{N}+\cdots+x_{d}\left(\frac{n}{N}\right)^{d}\right)}\right|^{p} w_{B_{R}}(x) d x\right)^{\frac{1}{p}} \\
& \lesssim \varepsilon\left(N^{\varepsilon}+N^{\frac{1}{2}\left(1-\frac{d(d+1)}{p}\right)+\varepsilon}\right)\left(\sum_{n=1}^{N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}} \tag{2.3}
\end{align*}
$$

Since $w_{B_{R}}(x) \approx 1$ on $B(0, R)$ and $\left[0, N^{d}\right]^{d} \subset B(0, R)$, the left side of (2.3) is larger than

$$
\left(N^{-d^{2}} \int_{\left[0, N^{d}\right] d}\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(x_{1} \frac{n}{N}+\cdots+x_{d}\left(\frac{n}{N}\right)^{d}\right)}\right|^{p} d x\right)^{\frac{1}{p}}
$$

By making a change of variables, $x_{1}=N \alpha_{1}, \cdots, x_{d}=N^{d} \alpha_{d}$, the above integral equals

$$
\begin{equation*}
\left(N^{-d^{2}+\frac{d(d+1)}{2}} \int_{A_{N}}\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(\alpha_{1} n+\cdots+\alpha_{d} n^{d}\right)}\right|^{p} d \alpha\right)^{\frac{1}{p}}, \tag{2.4}
\end{equation*}
$$

where $A_{N}=\left[0, N^{d-1}\right] \times\left[0, N^{d-2}\right] \times \cdots \times[0,1]$. Notice that the function

$$
K_{N}(\alpha)=\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(\alpha_{1} n+\alpha_{2} n^{2}+\cdots+\alpha_{d} n^{d}\right)}
$$

is periodic with period 1 in the variables $\alpha_{1}, \cdots, \alpha_{d}$. Since $A_{N}$ has $N^{\frac{d(d-1)}{2}}$ number of unit cubes, by the periodic fact of $K_{N}(\alpha)$, it follows that (2.4) is equal to

$$
\left(\int_{\mathbb{T}^{d}}\left|\sum_{n=1}^{N} a_{n} e^{2 \pi i\left(\alpha_{1} n+\cdots+\alpha_{d} n^{d}\right)}\right|^{p} d \alpha\right)^{\frac{1}{p}}
$$

which completes the proof.

Now we begin with the proof of Theorem [1.1. We first show that the proof can be reduced to the case $p_{k}=k(k+1)$, that is,

$$
\begin{equation*}
\left\|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right\|_{L^{p_{k}\left(\mathbb{T}^{d}\right)}} \lesssim \varepsilon N^{\frac{1}{2}\left(1-\frac{2 \kappa}{p_{k}}\right)+\varepsilon}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}} \tag{2.5}
\end{equation*}
$$

Suppose (2.5) is true. Utilizing the Cauchy-Schwarz inequality, we get

$$
\left\|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right\|_{L^{\infty}\left(\mathbb{T}^{d}\right)} \lesssim N^{\frac{1}{2}}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}} .
$$

By using the Riesz-Thorin interpolation theorem (see, for example, [6]) to interpolate (2.5) and the above $L^{\infty}$ estimate, one could easily get the required bound of the $L^{p}$ estimate for $p \geq k(k+1)$ in Theorem 1.1. Therefore, it remains to show (2.5). Consider positive integers $k_{1}, \cdots, k_{d}$ with $1 \leq k_{1}<\cdots<k_{d}=k$ and denote by $\left\{l_{1}, \cdots, l_{s}\right\}$ the complement set of $\left\{k_{1}, \cdots, k_{d}\right\}$ in $\{1,2, \cdots, k\}$. Set $\mathfrak{K}=\sum_{n=1}^{d} k_{n}$. Then we may see

$$
\begin{equation*}
\sum_{i=1}^{s} l_{i}=\frac{1}{2} k(k+1)-\mathfrak{K} . \tag{2.6}
\end{equation*}
$$

Note that $p_{k}=k(k+1)$ is an even integer; therefore, we may set $p_{k}=2 u$. By using the simple fact $\int_{0}^{1} e^{2 \pi i x y} d y=\delta(x)$, here $\delta$ is a Dirac measure at 0 and we have

$$
\begin{align*}
& \Lambda:=\int_{\mathbb{T}^{d}}\left|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right|^{2 u} d \alpha \\
& =\int_{\mathbb{T}^{d}}\left(\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)} \cdot \sum_{|m| \leq N} \overline{a_{m}} e^{-2 \pi i\left(\alpha_{1} m^{k_{1}}+\cdots+\alpha_{d} m^{k_{d}}\right)}\right)^{u} d \alpha  \tag{2.7}\\
& =\sum_{\left|n_{1}\right|, \cdots,\left|n_{u}\right| \leq N,\left|m_{1}\right|, \cdots,\left|m_{u}\right| \leq N} a_{n_{1}} \cdots a_{n_{u}} \overline{a_{m_{1}}} \cdots \overline{a_{m_{u}}} \\
& \quad \times \delta\left(\sum_{i=1}^{u}\left(n_{i}^{k_{1}}-m_{i}^{k_{1}}\right)\right) \cdots \delta\left(\sum_{i=1}^{u}\left(n_{i}^{k_{d}}-m_{i}^{k_{d}}\right)\right) .
\end{align*}
$$

Thus (2.7) equals the number of integral solutions of the system of equations

$$
\left\{\begin{array}{c}
\sum_{i=1}^{u}\left(n_{i}^{k_{1}}-m_{i}^{k_{1}}\right)=0  \tag{2.8}\\
\cdots \\
\sum_{i=1}^{u}\left(n_{i}^{k_{d}}-m_{i}^{k_{d}}\right)=0 \\
\left|n_{i}\right| \leq N,\left|m_{i}\right| \leq N, i=1, \cdots, u
\end{array}\right.
$$

with each solution counted with weight $a_{n_{1}} \cdots a_{n_{u}} \overline{a_{m_{1}}} \cdots \overline{a_{m_{u}}}$.
For each solution ( $n_{1}, \cdots, n_{u}, m_{1}, \cdots, m_{u}$ ) of (2.8), there exist integers $h_{j}, j=$ $1, \cdots, k$, such that $\left(n_{1}, \cdots, n_{u}, m_{1}, \cdots, m_{u}\right)$ is an integral solution of the following
system of equations:

$$
\left\{\begin{array}{c}
\sum_{i=1}^{u}\left(n_{i}-m_{i}\right)=h_{1}  \tag{2.9}\\
\sum_{i=1}^{u}\left(n_{i}^{2}-m_{i}^{2}\right)=h_{2} \\
\cdots \\
\sum_{i=1}^{u}\left(n_{i}^{k}-m_{i}^{k}\right)=h_{k} \\
\left|n_{i}\right| \leq N,\left|m_{i}\right| \leq N, i=1, \cdots, u
\end{array}\right.
$$

where $h_{j}=0$ if $j=k_{i}$ for some $i=1, \cdots, d$. By the last condition of (2.9), it is easy to see that $\left|h_{j}\right| \leq 2 u N^{j}$ for $j=1, \cdots, k$.

On the other hand, for each integral solution $\left(n_{1}, \cdots, n_{u}, m_{1}, \cdots, m_{u}\right)$ of (2.9) with $\left|h_{j}\right| \leq 2 u N^{j}$ for $j=1, \cdots, k$ and $h_{j}=0$ if $j=k_{i}$ for some $1 \leq i \leq d$, $\left(n_{1}, \cdots, n_{u}, m_{1}, \cdots, m_{u}\right)$ is also an integral solution of (2.8). Now we define

$$
\Lambda(h)=\int_{\mathbb{T}^{k}}\left|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n+\alpha_{2} n^{2}+\cdots+\alpha_{k} n^{k}\right)}\right|^{2 u} e^{2 \pi i\left(-\alpha_{1} h_{1}-\cdots-\alpha_{k} h_{k}\right)} d \alpha
$$

By using orthogonality, the above term is equal to

$$
\begin{aligned}
& \sum_{\left|n_{1}\right|, \cdots,\left|n_{u}\right| \leq N} \sum_{\left|m_{1}\right|, \cdots,\left|m_{u}\right| \leq N} a_{n_{1}} \cdots a_{n_{u}} \overline{a_{m_{1}}} \cdots \overline{a_{m_{u}}} \\
& \times \delta\left(\sum_{i=1}^{u}\left(n_{i}-m_{i}\right)-h_{1}\right) \cdots \delta\left(\sum_{i=1}^{u}\left(n_{i}^{k}-m_{i}^{k}\right)-h_{k}\right),
\end{aligned}
$$

which counts the number of integral solution of (2.9) with each solution counted with weight $a_{n_{1}} \cdots a_{n_{u}} \overline{a_{m_{1}}} \cdots \overline{a_{m_{u}}}$. Combining the above arguments, we conclude that

$$
\Lambda=\sum_{\left|h_{l_{1}}\right| \leq 2 u N^{l_{1}}} \cdots \sum_{\left|h_{l_{s}}\right| \leq 2 u N^{l_{s}}} \Lambda(h),
$$

where $h$ in the sum also satisfies $h_{j}=0$ if $j=k_{i}$ for some $i=1, \cdots, d$. Obviously, $|\Lambda(h)| \leq \Lambda(0)$. Hence we obtain

$$
\begin{aligned}
|\Lambda| \leq \sum_{\left|h_{l_{1}}\right| \leq 2 u N^{l_{1}}} \ldots \sum_{\left|h_{l_{s}}\right| \leq 2 u N^{l_{s}}} \Lambda(0) & \leq(2 u)^{s} N^{l_{1}+\cdots+l_{s}} \Lambda(0) \\
& \lesssim N^{\frac{1}{2} k(k+1)-\mathfrak{\xi}} N^{p_{k} \varepsilon}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{p_{k}}{2}}
\end{aligned}
$$

where in the last inequality we use (2.6) and apply Lemma 2.2 with $p=k(k+1)$. Hence we establish (2.5) which completes the proof of Theorem 1.1

## 3. Sharpness of Theorem 1.1

In this section, we show that $N^{\frac{1}{2}\left(1-\frac{2 \Omega}{p}\right)}$ is the best upper bound for $K_{p, d, N}$ when $p \geq 2 \mathfrak{K}$. Therefore Theorem 1.1 is sharp up to a factor of $N^{\varepsilon}$.
Proposition 3.1. Let $K_{p, d, N}$ be defined in (1.5). Suppose $p$ is an even integer. Then there exist constants $C_{1}, C_{2}$ such that

$$
K_{p, d, N} \geq \max \left\{C_{1}, C_{2} N^{\frac{1}{2}\left(1-\frac{2 \mathfrak{F}}{p}\right)}\right\}
$$

Proof. Set $p=2 u$. Let $1 \leq k_{1}<k_{2}<\cdots<k_{d}$ and $\mathfrak{K}=k_{1}+\cdots+k_{d}$. Define

$$
\Lambda(N, 2 u)=\int_{\mathbb{T}^{d}}\left|\sum_{|n| \leq N} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right|^{2 u} d \alpha
$$

By using orthogonality, $\Lambda(N, 2 u)$ counts the number of integral solutions of the following system of equations:

$$
\left\{\begin{array}{c}
\sum_{i=1}^{u}\left(n_{i}^{k_{1}}-m_{i}^{k_{1}}\right)=0  \tag{3.1}\\
\cdots \\
\sum_{i=1}^{u}\left(n_{i}^{k_{d}}-m_{i}^{k_{d}}\right)=0 \\
\left|n_{i}\right| \leq N,\left|m_{i}\right| \leq N, i=1, \cdots, u
\end{array}\right.
$$

Notice that the system of equations (3.1) has $(2 N+1)^{u}$ number of trivial solutions. In fact, for each $\left(n_{1}, \cdots, n_{u}\right)$ with $\left|n_{i}\right| \leq N, i=1,2, \cdots, u$, one may choose $\left(m_{1}, \cdots, m_{u}\right)=\left(n_{1}, \cdots, n_{u}\right)$. Hence we have

$$
\begin{equation*}
\Lambda(N, 2 u) \geq C N^{\frac{p}{2}} \tag{3.2}
\end{equation*}
$$

Define the set $\Omega_{N}$ as

$$
\Omega_{N}=\left\{\alpha \in \mathbb{T}^{d}:\left|\alpha_{i}\right| \leq \frac{1}{8 d N^{k_{i}}}, i=1, \cdots, d\right\}
$$

Then we have $\left|\Omega_{N}\right| \approx N^{-\mathfrak{\xi}}$. If $\alpha \in \Omega_{N}$ and $|n| \leq N$, then

$$
\begin{aligned}
\left|\sum_{|n| \leq N} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right| & \geq\left|R e \sum_{|n| \leq N} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right| \\
& \geq \sum_{|n| \leq N} \cos \left(2 \pi\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)\right) \geq C N
\end{aligned}
$$

Now we conclude that

$$
\begin{equation*}
\Lambda(N, 2 u) \geq \int_{\Omega_{N}}\left|\sum_{|n| \leq N} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k_{d}}\right)}\right|^{2 u} d \alpha \geq C N^{p}\left|\Omega_{N}\right| \geq C N^{p-\mathfrak{K}} \tag{3.3}
\end{equation*}
$$

Recall $K_{p, d, N}$ is the best constant for the following inequality:

$$
\left\|\sum_{|n| \leq N} a_{n} e^{2 \pi i\left(\alpha_{1} n^{k_{1}}+\cdots+\alpha_{d} n^{k} d\right)}\right\|_{L^{p}\left(\mathbb{T}^{d}\right)} \leq K_{p, d, N}\left(\sum_{|n| \leq N}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}
$$

Choosing $a_{n}=1$ for all $|n| \leq N$, then we have $K_{p, d, N} \geq N^{-\frac{1}{2}}(\Lambda(N, p))^{\frac{1}{p}}$. Combining the estimates (3.2) and (3.3), we may get

$$
K_{p, d, N} \geq \max \left\{C_{1}, C_{2} N^{\frac{1}{2}\left(1-\frac{2 \Omega}{p}\right)}\right\}
$$

which completes the proof.

## Acknowledgment

The authors would like to express their deep gratitude to the referee for the very careful reading and valuable suggestions.

## References

[1] Jonathan Bennett, Anthony Carbery, and Terence Tao, On the multilinear restriction and Kakeya conjectures, Acta Math. 196 (2006), no. 2, 261-302. MR 2275834
[2] Jean Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolution equations. II. The KdV-equation, Geom. Funct. Anal. 3 (1993), no. 3, 209-262. MR 1215780
[3] Jean Bourgain and Ciprian Demeter, The proof of the $l^{2}$ decoupling conjecture, Ann. of Math. (2) 182 (2015), no. 1, 351-389. MR3374964
[4] Jean Bourgain, Ciprian Demeter, and Larry Guth, Proof of the main conjecture in Vinogradov's mean value theorem for degrees higher than three, Ann. of Math. (2) 184 (2016), no. 2, 633-682. MR3548534
[5] Jean Bourgain and Larry Guth, Bounds on oscillatory integral operators based on multilinear estimates, Geom. Funct. Anal. 21 (2011), no. 6, 1239-1295. MR2860188
[6] Loukas Grafakos, Classical Fourier analysis, 3rd ed., Graduate Texts in Mathematics, vol. 249, Springer, New York, 2014. MR3243734
[7] Yi Hu and Xiaochun Li, Discrete Fourier restriction associated with KdV equations, Anal. PDE 6 (2013), no. 4, 859-892. MR3092732
[8] Yi Hu and Xiaochun Li, Local well-posedness of periodic fifth-order KdV-type equations, J. Geom. Anal. 25 (2015), no. 2, 709-739. MR3319948
[9] Trevor D. Wooley, Discrete Fourier restriction via efficient congruencing, Int. Math. Res. Not. IMRN 5 (2017), 1342-1389. MR3658168
[10] Elias M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993. With the assistance of Timothy S. Murphy; Monographs in Harmonic Analysis, III. MR 1232192
[11] Terence Tao, Some recent progress on the restriction conjecture, Fourier analysis and convexity, Appl. Numer. Harmon. Anal., Birkhäuser Boston, Boston, MA, 2004, pp. 217-243. MR2087245

Institute for Advanced Study in Mathematics, Harbin Institute of Technology, Harbin, 150001, People's Republic of China

Email address: xudonglai@mail.bnu.edu.cn
Email address: xudonglai@hit.edu.cn
School of Mathematical Sciences, Beijing Normal University, Beijing 100875, People's Republic of China

Email address: dingy@bnu.edu.cn


[^0]:    Received by the editors June 29, 2016, and, in revised form, March 27, 2017.
    2010 Mathematics Subject Classification. Primary 42B05, 11L07.
    Key words and phrases. Discrete Fourier restriction, exponential sums.
    The work was supported by NSFC (No.11371057, No.11471033, No.11571160), SRFDP (No.20130003110003), the Fundamental Research Funds for the Central Universities (No.2014KJJCA10), the China Scholarship Council (No.201506040129), and the China Postdoctoral Science Foundation (No.2017M621253).

