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# Preface to the Series 

Young men should prove theorems, old men should write books.
—Freeman Dyson, quoting G. H. Hardy ${ }^{1}$

Reed-Simon ${ }^{2}$ starts with "Mathematics has its roots in numerology, geometry, and physics." This puts into context the division of mathematics into algebra, geometry/topology, and analysis. There are, of course, other areas of mathematics, and a division between parts of mathematics can be artificial. But almost universally, we require our graduate students to take courses in these three areas.

This five-volume series began and, to some extent, remains a set of texts for a basic graduate analysis course. In part it reflects Caltech's three-terms-per-year schedule and the actual courses I've taught in the past. Much of the contents of Parts 1 and 2 (Part 2 is in two volumes, Part 2A and Part 2B) are common to virtually all such courses: point set topology, measure spaces, Hilbert and Banach spaces, distribution theory, and the Fourier transform, complex analysis including the Riemann mapping and Hadamard product theorems. Parts 3 and 4 are made up of material that you'll find in some, but not all, courses - on the one hand, Part 3 on maximal functions and $H^{p}$-spaces; on the other hand, Part 4 on the spectral theorem for bounded self-adjoint operators on a Hilbert space and det and trace, again for Hilbert space operators. Parts 3 and 4 reflect the two halves of the third term of Caltech's course.

[^0]While there is, of course, overlap between these books and other texts, there are some places where we differ, at least from many:
(a) By having a unified approach to both real and complex analysis, we are able to use notions like contour integrals as Stietljes integrals that cross the barrier.
(b) We include some topics that are not standard, although I am surprised they are not. For example, while discussing maximal functions, I present Garcia's proof of the maximal (and so, Birkhoff) ergodic theorem.
(c) These books are written to be keepers-the idea is that, for many students, this may be the last analysis course they take, so I've tried to write in a way that these books will be useful as a reference. For this reason, I've included "bonus" chapters and sections-material that I do not expect to be included in the course. This has several advantages. First, in a slightly longer course, the instructor has an option of extra topics to include. Second, there is some flexibility-for an instructor who can't imagine a complex analysis course without a proof of the prime number theorem, it is possible to replace all or part of the (nonbonus) chapter on elliptic functions with the last four sections of the bonus chapter on analytic number theory. Third, it is certainly possible to take all the material in, say, Part 2, to turn it into a two-term course. Most importantly, the bonus material is there for the reader to peruse long after the formal course is over.
(d) I have long collected "best" proofs and over the years learned a number of ones that are not the standard textbook proofs. In this regard, modern technology has been a boon. Thanks to Google books and the Caltech library, I've been able to discover some proofs that I hadn't learned before. Examples of things that I'm especially fond of are Bernstein polynomials to get the classical Weierstrass approximation theorem, von Neumann's proof of the Lebesgue decomposition and Radon-Nikodym theorems, the Hermite expansion treatment of Fourier transform, Landau's proof of the Hadamard factorization theorem, Wielandt's theorem on the functional equation for $\Gamma(z)$, and Newman's proof of the prime number theorem. Each of these appears in at least some monographs, but they are not nearly as widespread as they deserve to be.
(e) I've tried to distinguish between central results and interesting asides and to indicate when an interesting aside is going to come up again later. In particular, all chapters, except those on preliminaries, have a listing of "Big Notions and Theorems" at their start. I wish that this attempt to differentiate between the essential and the less essential
didn't make this book different, but alas, too many texts are monotone listings of theorems and proofs.
(f) I've included copious "Notes and Historical Remarks" at the end of each section. These notes illuminate and extend, and they (and the Problems) allow us to cover more material than would otherwise be possible. The history is there to enliven the discussion and to emphasize to students that mathematicians are real people and that "may you live in interesting times" is truly a curse. Any discussion of the history of real analysis is depressing because of the number of lives ended by the Nazis. Any discussion of nineteenth-century mathematics makes one appreciate medical progress, contemplating Abel, Riemann, and Stieltjes. I feel knowing that Picard was Hermite's son-in-law spices up the study of his theorem.

On the subject of history, there are three cautions. First, I am not a professional historian and almost none of the history discussed here is based on original sources. I have relied at times-horrors!-on information on the Internet. I have tried for accuracy but I'm sure there are errors, some that would make a real historian wince.

A second caution concerns looking at the history assuming the mathematics we now know. Especially when concepts are new, they may be poorly understood or viewed from a perspective quite different from the one here. Looking at the wonderful history of nineteenth-century complex analysis by Bottazzini-Grey $3^{3}$ will illustrate this more clearly than these brief notes can.

The third caution concerns naming theorems. Here, the reader needs to bear in mind Arnol'd's principle 4 If a notion bears a personal name, then that name is not the name of the discoverer (and the related Berry principle: The Arnol'd principle is applicable to itself). To see the applicability of Berry's principle, I note that in the wider world, Arnol'd's principle is called "Stigler's law of eponymy." Stigler 5 named this in 1980, pointing out it was really discovered by Merton. In 1972, Kennedy $\sqrt{6}$ named Boyer's law Mathematical formulas and theorems are usually not named after their original discoverers after Boyer's book ${ }^{7}$ Already in 1956, Newman 8 quoted the early twentieth-century philosopher and logician A. N. Whitehead as saying: "Everything of importance has been said before by somebody who

[^1]did not discover it." The main reason to give a name to a theorem is to have a convenient way to refer to that theorem. I usually try to follow common usage (even when I know Arnol'd's principle applies).

I have resisted the temptation of some text writers to rename things to set the record straight. For example, there is a small group who have attempted to replace "WKB approximation" by "Liouville-Green approximation", with valid historical justification (see the Notes to Section 15.5 of Part 2B). But if I gave a talk and said I was about to use the Liouville-Green approximation, I'd get blank stares from many who would instantly know what I meant by the WKB approximation. And, of course, those who try to change the name also know what WKB is! Names are mainly for shorthand, not history.

These books have a wide variety of problems, in line with a multiplicity of uses. The serious reader should at least skim them since there is often interesting supplementary material covered there.

Similarly, these books have a much larger bibliography than is standard, partly because of the historical references (many of which are available online and a pleasure to read) and partly because the Notes introduce lots of peripheral topics and places for further reading. But the reader shouldn't consider for a moment that these are intended to be comprehensive - that would be impossible in a subject as broad as that considered in these volumes.

These books differ from many modern texts by focusing a little more on special functions than is standard. In much of the nineteenth century, the theory of special functions was considered a central pillar of analysis. They are now out of favor-too much so-although one can see some signs of the pendulum swinging back. They are still mainly peripheral but appear often in Part 2 and a few times in Parts 1, 3, and 4.

These books are intended for a second course in analysis, but in most places, it is really previous exposure being helpful rather than required. Beyond the basic calculus, the one topic that the reader is expected to have seen is metric space theory and the construction of the reals as completion of the rationals (or by some other means, such as Dedekind cuts).

Initially, I picked "A Course in Analysis" as the title for this series as an homage to Goursat's Cours d'Analyse 9 a classic text (also translated into English) of the early twentieth century (a literal translation would be

[^2]"of Analysis" but "in" sounds better). As I studied the history, I learned that this was a standard French title, especially associated with École Polytechnique. There are nineteenth-century versions by Cauchy and Jordan and twentieth-century versions by de la Vallée Poussin and Choquet. So this is a well-used title. The publisher suggested adding "Comprehensive", which seems appropriate.

It is a pleasure to thank many people who helped improve these texts. About $80 \%$ was $T_{E} X e d$ by my superb secretary of almost 25 years, Cherie Galvez. Cherie was an extraordinary person-the secret weapon to my productivity. Not only was she technically strong and able to keep my tasks organized but also her people skills made coping with bureaucracy of all kinds easier. She managed to wind up a confidant and counselor for many of Caltech's mathematics students. Unfortunately, in May 2012, she was diagnosed with lung cancer, which she and chemotherapy valiantly fought. In July 2013, she passed away. I am dedicating these books to her memory.

During the second half of the preparation of this series of books, we also lost Arthur Wightman and Ed Nelson. Arthur was my advisor and was responsible for the topic of my first major paper - perturbation theory for the anharmonic oscillator. Ed had an enormous influence on me, both via the techniques I use and in how I approach being a mathematician. In particular, he taught me all about closed quadratic forms, motivating the methodology of my thesis. I am also dedicating these works to their memory.

After Cherie entered hospice, Sergei Gel'fand, the AMS publisher, helped me find Alice Peters to complete the $\mathrm{T}_{\mathrm{E}} \mathrm{Xing}$ of the manuscript. Her experience in mathematical publishing (she is the "A" of A K Peters Publishing) meant she did much more, for which I am grateful.

This set of books has about 150 figures which I think considerably add to their usefulness. About half were produced by Mamikon Mnatsakanian, a talented astrophysicist and wizard with Adobe Illustrator. The other half, mainly function plots, were produced by my former Ph.D. student and teacher extraordinaire Mihai Stoiciu (used with permission) using Mathematica. There are a few additional figures from Wikipedia (mainly under WikiCommons license) and a hyperbolic tiling of Douglas Dunham, used with permission. I appreciate the help I got with these figures.

Over the five-year period that I wrote this book and, in particular, during its beta-testing as a text in over a half-dozen institutions, I received feedback and corrections from many people. In particular, I should like to thank (with apologies to those who were inadvertently left off): Tom Alberts, Michael Barany, Jacob Christiansen, Percy Deift, Tal Einav, German Enciso, Alexander Eremenko, Rupert Frank, Fritz Gesztesy, Jeremy Gray,

Leonard Gross, Chris Heil, Mourad Ismail, Svetlana Jitomirskaya, Bill Johnson, Rowan Killip, John Klauder, Seung Yeop Lee, Milivoje Lukic, Andre Martinez-Finkelshtein, Chris Marx, Alex Poltoratski, Eric Rains, Lorenzo Sadun, Ed Saff, Misha Sodin, Dan Stroock, Benji Weiss, Valentin Zagrebnov, and Maxim Zinchenko.

Much of these books was written at the tables of the Hebrew University Mathematics Library. I'd like to thank Yoram Last for his invitation and Naavah Levin for the hospitality of the library and for her invaluable help.

This series has a Facebook page. I welcome feedback, questions, and comments. The page is at www.facebook.com/simon.analysis.

Even if these books have later editions, I will try to keep theorem and equation numbers constant in case readers use them in their papers.

Finally, analysis is a wonderful and beautiful subject. I hope the reader has as much fun using these books as I had writing them.
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## Preface to Part 1

I warn you in advance that all the principles ... that I'll now tell you
about, are a little false. Counterexamples can be found to each one-but
as directional guides the principles still serve a useful purpose.

- Paul Halmo: ${ }^{1}$

Analysis is the infinitesimal calculus writ large. Calculus as taught to most high school students and college freshmen is the subject as it existed about 1750 - I've no doubt that Euler could have gotten a perfect score on the Calculus BC advanced placement exam. Even "rigorous" calculus courses that talk about $\varepsilon-\delta$ proofs and the intermediate value theorem only bring the subject up to about 1890 after the impact of Cauchy and Weierstrass on real variable calculus was felt.

This volume can be thought of as the infinitesimal calculus of the twentieth century. From that point of view, the key chapters are Chapter 4, which covers measure theory-the consummate integral calculus-and the first part of Chapter 6 on distribution theory - the ultimate differential calculus.

But from another point of view, this volume is about the triumph of abstraction. Abstraction is such a central part of modern mathematics that one forgets that it wasn't until Fréchet's 1906 thesis that sets of points with no a priori underlying structure (not assumed points in or functions on $\mathbb{R}^{n}$ ) are considered and given a structure a posteriori (Fréchet first defined abstract metric spaces). And after its success in analysis, abstraction took over significant parts of algebra, geometry, topology, and logic.

[^3]Abstract spaces are a distinct thread here, starting with topological spaces in Chapter 2, Banach spaces in Chapter 5 (and its special case, Hilbert spaces, in Chapter 3), and locally convex spaces in the later parts of Chapters 5 and 6 and in Chapter 9.

Of course, abstract spaces occur to set up the language we need for measure theory (which we do initially on compact Hausdorff spaces and where we use Banach lattices as a tool) and for distributions which are defined as duals of some locally convex spaces.

Besides the main threads of measure theory, distributions, and abstract spaces, several leitmotifs can be seen: Fourier analysis (Sections 3.5, 6.2, and 6.4-6.6 are a minicourse), probability (Bonus Chapter 7 has the basics, but it is implicit in much of the basic measure theory), convexity (a key notion in Chapter 5), and at least bits and pieces of the theory of ordinary and partial differential equations.

The role of pivotal figures in real analysis is somewhat different from complex analysis, where three figures - Cauchy, Riemann, and Weierstrassdominated not only in introducing the key concepts, but many of the most significant theorems. Of course, Lebesgue and Schwartz invented measure theory and distributions, respectively, but after ten years, Lebesgue moved on mainly to pedagogy and Hörmander did much more to cement the theory of distributions than Schwartz. On the abstract side, F. Riesz was a key figure for the 30 years following 1906, with important results well into his fifties, but he doesn't rise to the dominance of the complex analytic three.

In understanding one part of the rather distinct tone of some of this volume, the reader needs to bear in mind "Simon's three kvetches" 2

1. Every interesting topological space is a metric space.
2. Every interesting Banach space is separable.
3. Every interesting real-valued function is Baire/Borel measurable.

Of course, the principles are well-described by the Halmos quote at the start - they aren't completely true but capture important ideas for the reader to bear in mind. As a mathematician, I cringe at using the phrase "not completely true." I was in a seminar whose audience included Ed Nelson, one of my teachers. When the speaker said the proof he was giving was almost rigorous, Ed said: "To say something is almost rigorous makes as much sense as saying a woman is almost pregnant." On the other hand, Neils Bohr, the founding father of quantum mechanics, said: "It is the hallmark of any deep truth that its negation is also a deep truth., 3

[^4]We'll see that weak topologies on infinite-dimensional Banach spaces are never metrizable (see Theorem 5.7.2) nor is the natural topology on $C_{0}^{\infty}\left(\mathbb{R}^{\nu}\right)$ (see Theorem 9.1.5), so Kvetch 1 has counterexamples, but neither case is so far from metrizable: If $X^{*}$ is separable, the weak topology restricted to the unit ball of $X$ is metrizable (see Theorem 5.7.2). While $C_{0}^{\infty}\left(\mathbb{R}^{\nu}\right)$ is not metrizable, that is because we allow ordinary distributions of arbitrary growth. If we restrict ourselves to distributions of any growth restriction, the test function space will be metrizable (see Sections 6.1 and 6.2). But the real point of Kvetch 1 is that the reason for studying topological spaces is not (merely) to be able to discuss nonmetrizable spaces-it is because metrics have more structure than is needed- $(0,1)$ is not complete with its usual metric while $\mathbb{R}$ is, but they are the same as topological spaces. Topological spaces provide the proper language for parts of analysis.
$L^{\infty}([0,1], d x)$ and $\mathcal{L}(\mathcal{H})$, the bounded operators on a Hilbert space, $\mathcal{H}$, are two very interesting spaces which are not separable, so Kvetch 2 isn't strictly true. But again, there is a point to Kvetch 2. In many cases, the most important members of a class of spaces are separable and one has to do considerable gymnastics in the general case, which is never, or at most very rarely, used. Of course, the gymnastics can be fun, but they don't belong in a first course. We illustrate this by including separability as an axiom for Hilbert spaces. Von Neumann did also in his initial work, but over the years, this has been dropped in most books. We choose to avoid the complications and mainly restrict ourselves to the separable case.

Two caveats: First, the consideration of the nonseparable case can provide more elegant proofs! For example, the projection lemma of Theorem 3.2.3 was proven initially for the separable case using a variant of GramSchmidt. The elegant proof we use that exploits convex minimization was only discovered because of a need to handle the nonseparable case. Second, we abuse the English language. A "red book" is a "book." We include separability and complex field in our definition of Hilbert space. We'll use the terms "nonseparable Hilbert space" and "real Hilbert space," which are not Hilbert spaces!

In one sense, Kvetch 3 isn't true, but except for one caveat, it is. Every set, $A$, has its characteristic function associated with it. If the only interesting functions are Borel functions, the only interesting sets are Borel sets. While it is a more advanced topic that we won't consider, there are sets constructed from Borel sets, called analytic sets and Souslin sets which may not be Borel 4 The kvetch is there to eliminate Lebesgue measurable sets and functions, that is, sets $A=B \triangle C$, where $B$ is Borel, and $C \subset D$, a Borel set of Lebesgue measure zero. The end of Section 4.3 discusses why it is not

[^5]a good idea to consider such sets (and functions) even though many books do and it's what the Carathéodory construction of Section 8.1 leads to.

The last issue we mention in this preface is that our approach to measure theory is different from the standard one - it follows an approach in the appendix of Lax $\sqrt{5}$ that starts with a positive functional, $\ell$, on $C(X)$, completes $C(X)$ in the $\ell(|f|)$-norm, and shows that the elements of the completion are equivalence classes of Borel functions. For those who prefer more traditional approaches, Section 4.13 discusses general measure spaces and Section 8.1 discusses the Carathéodory outer measure construction.

[^6]
## Preface to Part 2

Part 2 of this five-volume series is devoted to complex analysis. We've split Part 2 into two pieces (Part 2A and Part 2B), partly because of the total length of the current material, but also because of the fact that we've left out several topics and so Part 2B has some room for expansion. To indicate the view that these two volumes are two halves of one part, chapter numbers are cumulative. Chapters 1-11 are in Part 2A, and Part 2B starts with Chapter 12.

The flavor of Part 2 is quite different from Part 1-abstract spaces are less central (although hardly absent) - the content is more classical and more geometrical. The classical flavor is understandable. Most of the material in this part dates from 1820-1895, while Parts 1, 3, and 4 largely date from 1885-1940.

While real analysis has important figures, especially F. Riesz, it is hard to single out a small number of "fathers." On the other hand, it is clear that the founding fathers of complex analysis are Cauchy, Weierstrass, and Riemann. It is useful to associate each of these three with separate threads which weave together to the amazing tapestry of this volume. While useful, it is a bit of an exaggeration in that one can identify some of the other threads in the work of each of them. That said, they clearly did have distinct focuses, and it is useful to separate the three points of view.

To Cauchy, the central aspect is the differential and integral calculus of complex-valued functions of a complex variable. Here the fundamentals are the Cauchy integral theorem and Cauchy integral formula. These are the basics behind Chapters 2-5.

For Weierstrass, sums and products and especially power series are the central object. These appear first peeking through in the Cauchy chapters (especially Section 2.3) and dominate in Chapters 6, 9, 10, and parts of Chapter 11, Chapter 13, and Chapter 14.

For Riemann, it is the view as conformal maps and associated geometry. The central chapters for this are Chapters 7, 8, and 12, but also parts of Chapters 10 and 11.

In fact, these three strands recur all over and are interrelated, but it is useful to bear in mind the three points of view.

I've made the decision to restrict some results to $C^{1}$ or piecewise $C^{1}$ curves - for example, we only prove the Jordan curve theorem for that case.

We don't discuss, in this part, boundary values of analytic functions in the unit disk, especially the theory of the Hardy spaces, $H^{p}(\mathbb{D})$. This is a topic in Part 3. Potential theory has important links to complex analysis, but we've also put it in Part 3 because of the close connection to harmonic functions.

Unlike real analysis, where some basic courses might leave out point set topology or distribution theory, there has been for over 100 years an acknowledged common core of any complex analysis text: the Cauchy integral theorem and its consequences (Chapters 2 and 3), some discussion of harmonic functions on $\mathbb{R}^{2}$ and of the calculation of indefinite integrals (Chapter 5), some discussion of fractional linear transformations and of conformal maps (Chapters 7 and 8). It is also common to discuss at least Weierstrass product formulas (Chapter 9) and Montel's and/or Vitali's theorems (Chapter 6).

I also feel strongly that global analytic functions belong in a basic course. There are several topics that will be in one or another course, notably the Hadamard product formula (Chapter 9), elliptic functions (Chapter 10), analytic number theory (Chapter 13), and some combination of hypergeometric functions (Chapter 14) and asymptotics (Chapter 15). Nevanlinna theory (Chapter 17) and univalents functions (Chapter 16) are almost always in advanced courses. The break between Parts 2A and 2B is based mainly on what material is covered in Caltech's course, but the material is an integrated whole. I think it unfortunate that asymptotics doesn't seem to have made the cut in courses for pure mathematicians (although the material in Chapters 14 and 15 will be in complex variable courses for applied mathematicians).

## Preface to Part 3

I don't have a succinct definition of harmonic analysis or perhaps I have too many. One possibility is that harmonic analysis is what harmonic analysts do. There is an active group of mathematicians, many of them students of or grandstudents of Calderón or Zygmund, who have come to be called harmonic analysts and much of this volume concerns their work or the precursors to that work. One problem with this definition is that, in recent years, this group has branched out to cover certain parts of nonlinear PDE's and combinatorial number theory.

Another approach to a definition is to associate harmonic analysis with "hard analysis," a term introduced by Hardy, who also used "soft analysis" as a pejorative for analysis as the study of abstract infinite-dimensional spaces. There is a dividing line between the use of abstraction, which dominated the analysis of the first half of the twentieth century, and analysis which relies more on inequalities, which regained control in the second half. And there is some truth to the idea that Part 1 in this series of books is more on soft analysis and Part 3 on hard, but, in the end, both parts have many elements of both abstraction and estimates.

Perhaps the best description of this part is that it should really be called "More Real Analysis." With the exception of Chapter 5 on $H^{p}$-spaces, any chapter would fit with Part 1—indeed, Chapter 4, which could be called "More Fourier Analysis," started out in Part 1 until I decided to move it here.

The topics that should be in any graduate analysis course and often are, are the results on Hardy-Littlewood maximal functions and the Lebesgue
differentiation theorem in Chapter 2, the very basics of harmonic and subharmonic functions, something about $H^{p}$-spaces and about Sobolev inequalities.

The other topics are exceedingly useful but are less often in courses, including those at Caltech. Especially in light of Calderón's discovery of its essential equivalence to the Hardy-Littlewood theorem, the maximal ergodic theorem should be taught. And wavelets have earned a place, as well. In any event, there are lots of useful devices to add to our students' toolkits.

## Preface to Part 4

The subject of this part is "operator theory." Unlike Parts 1 and 2, where there is general agreement about what we should expect graduate students to know, that is not true of this part.

Putting aside for now Chapters 4 and 6, which go beyond "operator theory" in a narrow sense, one can easily imagine a book titled Operator Theory having little overlap with Chapters 2, 3, 5, and 7: almost all of that material studies Hilbert space operators. We do discuss in Chapter 2 the analytic functional calculus on general Banach spaces, and parts of our study of compact operators in Chapter 3 cover some basics and the RieszSchauder theory on general Banach spaces. We cover Fredholm operators and the Ringrose structure theory in normed spaces. But the thrust is definitely toward Hilbert space.

Moreover, a book like Harmonic Analysis of Operators on Hilbert Spac\& ${ }^{1}$ or any of several books with "non-self-adjoint" in their titles have little overlap with this volume. So from our point of view, a more accurate title for this part might be Operator Theory-Mainly Self-Adjoint and/or Compact Operators on a Hilbert Space.

That said, much of the material concerning those other topics, undoubtedly important, doesn't belong in "what every mathematician should at least be exposed to in analysis." But, I believe the spectral theorem, at least for bounded operators, the notions of trace and determinant on a Hilbert space, and the basics of the Gel'fand theory of commutative Banach spaces do belong on that list.

[^7]Before saying a little more about the detailed contents, I should mention that many books with a similar thrust to this book have the name Functional Analysis. I still find it remarkable and a little strange that the parts of a graduate analysis course that deal with operator theory are often given this name (since functions are more central to real and complex analysis), but they are, even by me2.

One change from the other parts in this series of five books is that in them all the material called "Preliminaries" is either from other parts of the series or from prior courses that the student is assumed to have had (e.g., linear algebra or the theory of metric spaces). Here, Chapter 1 includes a section on perturbation theory for eigenvalues of finite matrices because it fits in with a review of linear algebra, not because we imagine many readers are familiar with it.

Chapters 4 and 6 are here as material that I believe all students should see while learning analysis (at least the initial sections), but they are connected to, though rather distinct from, "operator theory." Chapter 4 deals with a subject dear to my heart-orthogonal polynomials-it's officially here because the formal proof we give of the spectral theorem reduces it to the result for Jacobi matrices which we treat by approximation theory for orthogonal polynomials (it should be emphasized that this is only one of seven proofs we sketch). I arranged this, in part, because I felt any first-year graduate student should know the way to derive these from recurrence relations for orthogonal polynomials on the real line. We fill out the chapter with bonus sections on some fascinating aspects of the theory.

Chapter 6 involves another subject that should be on the required list of any mathematician, the Gel'fand theory of commutative Banach algebras. Again, there is a connection to the spectral theorem, justifying the chapter being placed here, but the in-depth look at applications of this theory, while undoubtedly a part of a comprehensive look at analysis, doesn't fit very well under the rubric of operator theory.

[^8]
### 3.5. Classical Fourier Series

I turn away with fear and horror from this lamentable plague of continuous functions that do not have a derivative.
-Charles Hermite (1822-1901)
in a letter to Thomas Stieltjes, 1893

Fourier series involve expanding functions periodic with period $L$ in terms of $\left\{\sin \left(\frac{2 \pi k x}{L}\right)\right\}_{k=1}^{\infty}$ and $\left\{\cos \left(\frac{2 \pi k x}{L}\right)\right\}_{k=0}^{\infty}$. Without loss, we can take $L=2 \pi$ and so consider functions on $\partial \mathbb{D}=\left\{e^{i \theta} \mid \theta \in \mathbb{R}\right\}$. The modern approach uses $e^{ \pm 2 \pi i k x / L}$ rather than sin and cos. The essence of analysis in classical Fourier series is thus $\left(L^{2}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)\right.$ is for now defined as in Example 3.1 .9 by completion)

Theorem 3.5.1. $\left\{e^{i k \theta}\right\}_{k=-\infty}^{\infty}$ is an orthonormal basis for $L^{2}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$.
Accepting this for a moment, we have, by Theorem 3.4.1, that
Theorem 3.5.2. For $f$ a continuous function on $\partial \mathbb{D}$, define

$$
\begin{equation*}
f_{k}^{\sharp}=\int_{0}^{2 \pi} e^{-i k \theta} f\left(e^{i \theta}\right) \frac{d \theta}{2 \pi} \tag{3.5.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
f\left(e^{i \theta}\right)=\sum_{k=-\infty}^{\infty} f_{k}^{\sharp} e^{i k \theta} \tag{3.5.2}
\end{equation*}
$$

in the sense that

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \int_{0}^{2 \pi}\left|f\left(e^{i \theta}\right)-\sum_{k=-K}^{K} f_{k}^{\sharp} e^{i k \theta}\right|^{2} \frac{d \theta}{2 \pi}=0 \tag{3.5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty}\left|f_{k}^{\sharp}\right|^{2}=\int_{0}^{2 \pi}\left|f\left(e^{i \theta}\right)\right|^{2} \frac{d \theta}{2 \pi} \tag{3.5.4}
\end{equation*}
$$

Remark. Since $\partial \mathbb{D}$ is compact, $f$ is bounded so all the integrals converge.
This result is sometimes called the Riesz-Fischer theorem. It is not hard to extend this to piecewise continuous functions (Problem 1) and then for a proper choice of $f$ to prove a celebrated formula of Euler (see the Notes) that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6} \tag{3.5.5}
\end{equation*}
$$

(Problem 21).

We will prove Theorem 3.5.1 as a corollary of
Theorem 3.5.3 (Weierstrass Trigonometric Density Theorem). $\left\{\sum_{k=-K}^{K} a_{k} e^{i k \theta} \mid\left\{a_{k}\right\}_{k=-K}^{K} \in \mathbb{C}^{2 K+1}, K \in \mathbb{N}\right\}$ is $\|\cdot\|_{\infty}$-dense in $C(\partial \mathbb{D})$.

Proof that Theorem 3.5.3 $\Rightarrow$ Theorem 3.5.1. It is easy to see that if $\varphi_{k}\left(e^{i \theta}\right)=e^{i k \theta}$, then $\left\langle\varphi_{k}, \varphi_{\ell}\right\rangle=\delta_{k \ell}$. If $\varphi \in L^{2}$ obeys $\left\langle\varphi_{k}, \varphi\right\rangle=0$ for all $k$ and $f \in C(X)$ is given, find $\sum_{k=-K}^{K} a_{k}^{(K)} e^{i k \theta}$ converging in $\|\cdot\|_{\infty}$ to $f . \mathrm{A}$ posteriori, it converges in $L^{2}$, so $\langle f, \varphi\rangle=0$. By construction of $L^{2}, C(\partial \mathbb{D})$ is dense, so $\langle\varphi, \varphi\rangle=0$, that is, $\left\{\varphi_{k}\right\}_{k=-\infty}^{\infty}$ is a maximal orthonormal set.

Theorem 3.5.3 is a restatement of the second density theorem of Weierstrass (Theorem 2.4.2). We'll first prove it using the Stone-Weierstrass theorem. Then we'll find more concrete proofs involving convergence of the Fourier series. We'll give two proofs in the text. In the Problems (see Problems 10, 12, and 3; see also Theorem 3.5.18), we'll provide other results on convergence of Fourier series.

Proof of Theorem 3.5.3 using Stone-Weierstrass. Let $\mathcal{A}$ be the set of finite series of the form $\sum_{k=-K}^{K} a_{k} e^{i k \theta}$. Since $e^{i k \theta} e^{i \ell \theta}=e^{i(k+\ell) \theta}, \mathcal{A}$ is an algebra. Since $\overline{e^{i k \theta}}=e^{-i k \theta}, \mathcal{A}$ is closed under conjugation. Since $e^{i \theta}$ separates points on $\partial \mathbb{D}$ and $\left.e^{i k \theta}\right|_{k=0}=1, \mathcal{A}$ obeys all the hypotheses of the complex Stone-Weierstrass theorem (see Theorem 2.5.7), so $\mathcal{A}$ is $\|\cdot\|_{\infty}$-dense in $C(\partial \mathbb{D})$.

In the remainder of this section, we'll study three aspects of Fourier series: pointwise or uniform convergence, and so alternate proofs of Theorem 3.5.1; the use of Fourier series to construct nowhere differentiable function; and convergence near discontinuities (an overshoot known as the Gibbs phenomenon).

Given a continuous function, $f$, on $\partial \mathbb{D}$, define $f_{k}^{\sharp}$ by (3.5.1) and the partial sums and Cesàro averages by

$$
\begin{align*}
S_{N}(f)\left(e^{i \theta}\right) & =\sum_{k=-N}^{N} f_{k}^{\sharp} e^{i k \theta}  \tag{3.5.6}\\
C_{N}(f)\left(e^{i \theta}\right) & =\frac{1}{N} \sum_{n=0}^{N-1} S_{n}(f)\left(e^{i \theta}\right) \tag{3.5.7}
\end{align*}
$$

We will prove the following three results about convergence of Fourier series.
Theorem 3.5.4 (Dini's Test). Let $f$ be a continuous function on $\partial \mathbb{D}$ and let $\theta_{0}$ be such that

$$
\begin{equation*}
\int_{0}^{2 \pi} \frac{\left|f\left(e^{i \theta}\right)-f\left(e^{i \theta_{0}}\right)\right|}{\left|\theta-\theta_{0}\right|} \frac{d \theta}{2 \pi}<\infty \tag{3.5.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} S_{N}(f)\left(e^{i \theta_{0}}\right)=f\left(e^{i \theta_{0}}\right) \tag{3.5.9}
\end{equation*}
$$

Remark. See Problem 5 for versions that allow jump discontinuities and don't require $f$ to be continuous away from $e^{i \theta_{0}}$.

Definition. Let $(X, \rho)$ be a metric space. $f: X \rightarrow V$, a normed linear space, is called Hölder continous of order $\alpha \in(0,1]$ if and only if for some $C>0$ and all $x, y \in X$ with $\rho(x, y)<1$, we have that

$$
\begin{equation*}
\|f(x)-f(y)\| \leq C \rho(x, y)^{\alpha} \tag{3.5.10}
\end{equation*}
$$

If $\alpha=1, f$ is called Lipschitz continuous.
For example, if $X$ is a compact manifold and $f$ is real-valued and differentiable, $f$ is Lipschitz continuous. If (3.5.10) holds for a fixed $y$ and all $x$ with $\rho(x, y)<1$, we say that $f$ is Hölder (or Lipschitz) continuous at $y$.

Theorem 3.5.5. Suppose $f$ on $\partial \mathbb{D}$ is complex-valued and Hölder continuous of some order $\alpha>0$. Then $S_{N}(f) \rightarrow f$ uniformly in $C(\partial \mathbb{D})$.

Remark. The proof shows that it suffices that the modulus of continuity, $\Delta_{f}(\theta)$, defined by

$$
\begin{equation*}
\Delta_{f}(\theta)=\sup _{\substack{e^{i \eta}, e^{i \psi} \in \partial \mathbb{D} \\|\eta-\psi| \leq \theta}}\left|f\left(e^{i \eta}\right)-f\left(e^{i \psi}\right)\right| \tag{3.5.11}
\end{equation*}
$$

obeys a Dini-type condition,

$$
\begin{equation*}
\int_{0}^{1} \frac{\Delta_{f}(\theta) d \theta}{\theta}<\infty \tag{3.5.12}
\end{equation*}
$$

Hölder continuity says $\left|\Delta_{f}(\theta)\right| \leq C|\theta|^{\alpha}$ obeys (3.5.12), but so does the weaker condition $\left|\Delta_{f}(\theta)\right| \leq\left(\log \left(\theta^{-1}\right)\right)^{-\beta}$ for any $\beta>1$.

Since $C^{\infty}(\partial \mathbb{D})$ is $\|\cdot\|_{\infty}$-dense in $C(\partial \mathbb{D})$ (see Problem 6) and any $C^{1}$ function is Hölder continuous, this proves Theorem 3.5.3, and so Theorem 3.5.1. The following also proves Theorems 3.5.3, and so Theorem 3.5.1. It is not true that $S_{N}(f)$ converges uniformly to $f$ for all $f \in C(\partial \mathbb{D})$. Indeed, there exist $f \in C(\partial \mathbb{D})$ with $\sup _{N}\left\|S_{N} f\right\|_{\infty}=\infty$ (see Problem 10 of Section 5.4). But for $C_{N}$, the situation is different.

Theorem 3.5.6 (Fejér's Theorem). For any $f \in C(\partial \mathbb{D}), C_{N}(f) \rightarrow f$ uniformly.

We now turn to the proofs of these three theorems. For the first two, we need an "explicit" formula for $S_{N}(f)$.


Figure 3.5.1. The Dirichlet kernel for $\mathrm{N}=3,5,10$.

Theorem 3.5.7 (Dirichlet Kernel). For any continuous function, $f$, we have

$$
\begin{equation*}
S_{N}(f)\left(e^{i \theta}\right)=\int_{0}^{2 \pi} D_{N}(\theta-\psi) f\left(e^{i \psi}\right) \frac{d \psi}{2 \pi} \tag{3.5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{N}(\eta)=\frac{\sin \left[(2 N+1)\left(\frac{\eta}{2}\right)\right]}{\sin \left(\frac{\eta}{2}\right)} \tag{3.5.14}
\end{equation*}
$$

Remarks. 1. Once we have defined $L^{2}$ and $L^{1}$, (3.5.13) holds for any $f \in L^{1}$.
2. $D_{N}$ is called the Dirichlet kernel.
3. $D_{N}(\eta)$ must be invariant under $\eta \rightarrow \eta+2 \pi$. While the numerator and denominator of (3.5.14) change sign under this change, the ratio is invariant!
4. See Figure 3.5.1 for plots of $D_{N}$ for $N=3,5,10$ with scaled $y$-axis.

Proof. By interchanging the finite sum and integral defining $f_{k}^{\sharp}$, we get (3.5.13) where

$$
\begin{align*}
D_{N}(\eta) & =\sum_{k=-N}^{N} e^{i k \eta}  \tag{3.5.15}\\
& =\frac{e^{i(N+1) \eta}-e^{-i N \eta}}{e^{i \eta}-1}  \tag{3.5.16}\\
& =\frac{e^{i\left(N+\frac{1}{2}\right) \eta}-e^{-i\left(N+\frac{1}{2}\right) \eta}}{e^{i \eta / 2}-e^{-i \eta / 2}}  \tag{3.5.17}\\
& =\frac{\sin \left[(2 N+1)\left(\frac{\eta}{2}\right)\right]}{\sin \left(\frac{\eta}{2}\right)} \tag{3.5.18}
\end{align*}
$$

To get (3.5.16), we summed a geometric series, and to get (3.5.17), we multiplied the numerator and denominator by $e^{-i \eta / 2}$.

Proof of Theorem 3.5.4. By rotation covariance, we can suppose, for notational simplicity, that $\theta_{0}=0$, that is, $e^{i \theta_{0}}=1$. So using

$$
\begin{equation*}
\int_{-\pi}^{\pi} D_{N}(\theta) \frac{d \theta}{2 \pi}=\sum_{k=-N}^{N} \int_{-\pi}^{\pi} e^{i k \theta} \frac{d \theta}{2 \pi}=1 \tag{3.5.19}
\end{equation*}
$$

we have (using $\left.D_{N}(0-\theta)=D_{N}(\theta)\right)$ for all small $\delta$ that

$$
\begin{align*}
S_{N}(f)(1)-f(1) & =\int_{-\pi}^{\pi} D_{N}(\theta)\left[f\left(e^{i \theta}\right)-f(1)\right] \frac{d \theta}{2 \pi}  \tag{3.5.20}\\
& =a_{N}^{\delta}+b_{N}^{\delta} \tag{3.5.21}
\end{align*}
$$

where $a_{N}^{\delta}$ is the integral from $-\delta$ to $\delta$ and $b_{N}^{\delta}$ the integral from $-\pi$ to $-\delta$ and $\delta$ to $\pi$. Since we are focusing on $\theta_{0}=0$, it is convenient to take integrals from $-\pi$ to $\pi$ rather than 0 to $2 \pi$.

Let $g^{\delta}\left(e^{i \theta}\right)$ be given by

$$
g^{\delta}\left(e^{i \theta}\right)= \begin{cases}0, & |\theta|<\delta  \tag{3.5.22}\\ \frac{f\left(e^{i \theta}\right)-f(1)}{\sin \left(\frac{\theta}{2}\right)}, & \delta \leq|\theta| \leq \pi\end{cases}
$$

Let $g_{ \pm}^{\delta}\left(e^{i \theta}\right)=e^{ \pm i \theta / 2} g^{\delta}\left(e^{i \theta}\right)$, so

$$
\begin{equation*}
b_{N}^{\delta}=\frac{\left(g_{+}^{\delta}\right)_{-N}^{\sharp}-\left(g_{-}^{\delta}\right)_{N}^{\sharp}}{2 i} \tag{3.5.23}
\end{equation*}
$$

Since, for $\delta$ fixed, $g_{ \pm}^{\delta}$ are bounded, they are in $L^{2}$, so $\sum_{N}\left|\left(g_{ \pm}^{\delta}\right)_{N}^{\sharp}\right|^{2}<\infty$ by (3.5.4). Thus, $\lim _{N \rightarrow \infty}\left(g_{ \pm}^{\delta}\right)_{\mp N}^{\sharp}=0$. So, for each fixed $\delta, b_{N}^{\delta} \rightarrow 0$ and

$$
\begin{align*}
\limsup _{N \rightarrow \infty}\left|S_{N}(f)(1)-f(1)\right| & \leq \sup _{N}\left|a_{N}^{\delta}\right|  \tag{3.5.24}\\
& \leq \int_{-\delta}^{\delta} \frac{\left|f\left(e^{i \theta}\right)-f(1)\right|}{\left|\sin \left(\frac{\theta}{2}\right)\right|} \frac{d \theta}{2 \pi} \tag{3.5.25}
\end{align*}
$$

since $\left|D_{N}(\theta)\right| \leq\left|\sin \left(\frac{\theta}{2}\right)\right|^{-1}$.
By hypothesis, the integral over all $\theta$ is finite, so $\lim _{\delta \downarrow 0}($ RHS of $(3.5 .25))=0$. Since the left side is $\delta$-independent, we conclude that $\lim _{N \rightarrow \infty}\left|S_{N}(f)(1)-f(1)\right|=0$.

Proof of Theorem 3.5.5. We sketch the proof, leaving the details to the reader (Problem 8). One looks at the proof above of Theorem 3.5.4 and restores the $\theta_{0}$-dependence. Since we have a bound on $\sup _{|\theta-\psi| \leq \delta} \mid f\left(e^{i \theta}\right)-$ $f\left(e^{i \psi}\right) \mid \equiv \Delta_{f}(\delta)$ that obeys (3.5.12), the $a_{N}^{\delta}\left(\theta_{0}\right), b_{N}^{\delta}\left(\theta_{0}\right)$ terms obey $\sup _{\theta_{0}, N}\left|a_{N}^{\delta}\left(\theta_{0}\right)\right| \rightarrow 0$ as $\delta \downarrow 0$, so one only needs, for each fixed $\delta>0$, that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\sup _{\theta_{0}}\left|b_{N}^{\delta}\left(\theta_{0}\right)\right|\right)=0 \tag{3.5.26}
\end{equation*}
$$

One first shows that if $\left\{h_{\alpha}\left(e^{i \theta}\right)\right\}$ is a compact set of $h_{\alpha}$ 's in $L^{2}$, then $\left(h_{\alpha}^{\sharp}\right)_{n} \rightarrow 0$ uniformly in $\alpha$, and then that $g_{ \pm, \theta_{0}}^{\delta}$ is continuous in $e^{i \theta_{0}} \in \mathbb{D}$ to get compactness (see Problem 7).

The argument that $b_{N}^{\delta} \rightarrow 0$ in the proof of Theorem 3.5.4 implies a nice localization result going back to Riemann:

Theorem 3.5.8 (Riemann Localization Principle). Assume that $f$ is in $L^{2}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$ and for some $\theta_{0}$ and some $\varepsilon>0, f\left(e^{i \theta}\right)=0$ for $\left|\theta-\theta_{0}\right|<\varepsilon$. Then $\left(S_{N} f\right)\left(e^{i \theta_{0}}\right) \rightarrow 0$ as $N \rightarrow \infty$. In particular, if $f$ and $g$ are in $L^{2}$ and equal near $e^{i \theta_{0}}$ and $\left(S_{N} f\right)\left(e^{i \theta_{0}}\right)$ has a limit, then $\left(S_{N} g\right)\left(e^{i \theta}\right)$ has the same limit.

Remark. Once we have $L^{1}$ and the more general Riemann-Lebesgue lemma (Theorem 6.5.3), this extends to $L^{1}$.

Finally, to prove Fejér's theorem, we need an analog of (3.5.9) for the Cesàro averages, $C_{N}(f)$ :

Theorem 3.5.9 (Fejér Kernel). For any continuous function, $f$, we have

$$
\begin{equation*}
C_{N}(f)\left(e^{i \theta}\right)=\int_{0}^{2 \pi} F_{N}(\theta-\psi) f\left(e^{i \psi}\right) \frac{d \psi}{2 \pi} \tag{3.5.27}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{N}(\eta)=\frac{1}{N}\left[\frac{\sin \left(\frac{N \eta}{2}\right)}{\sin \left(\frac{\eta}{2}\right)}\right]^{2} \tag{3.5.28}
\end{equation*}
$$

Remark. See Figure 3.5.2 for plots of $C_{N}$ for $N=3,5,10$.

Proof. By Theorem 3.5.7, we have (3.5.27) where

$$
\begin{align*}
F_{N}(\eta) & =\frac{1}{N} \sum_{j=0}^{N-1} D_{j}(\eta)  \tag{3.5.29}\\
& =\frac{1}{N \sin \left(\frac{\eta}{2}\right)} \operatorname{Im}\left(\sum_{j=0}^{N-1} e^{i\left(j+\frac{1}{2}\right) \eta}\right) \tag{3.5.30}
\end{align*}
$$





Figure 3.5.2. The Fejér kernel for $\mathrm{N}=3,5,10$.

$$
\begin{align*}
& =\frac{1}{N \sin \left(\frac{\eta}{2}\right)} \operatorname{Im}\left[\frac{e^{i\left(N+\frac{1}{2}\right) \eta}-e^{i \eta / 2}}{e^{i \eta}-1}\right]  \tag{3.5.31}\\
& =\frac{1}{N \sin \left(\frac{\eta}{2}\right)} \operatorname{Im}\left[\frac{e^{i N \eta}-1}{e^{i \eta / 2}-e^{-i \eta / 2}}\right]  \tag{3.5.32}\\
& =\frac{(-1)}{N \sin ^{2}\left(\frac{\eta}{2}\right)} \frac{1}{2} \operatorname{Re}\left[e^{i N \eta}-1\right]  \tag{3.5.33}\\
& =\frac{(-1)}{N \sin ^{2}\left(\frac{\eta}{2}\right)} \frac{1}{2} \operatorname{Re}\left[2 i \sin \left(\frac{N \eta}{2}\right) e^{i N \eta / 2}\right]  \tag{3.5.34}\\
& =\frac{1}{N \sin ^{2}\left(\frac{\eta}{2}\right)} \sin ^{2}\left(\frac{N \eta}{2}\right)  \tag{3.5.35}\\
& =\operatorname{RHS} \text { of }(3.5 .28) \tag{3.5.36}
\end{align*}
$$

We get (3.5.31) by summing a geometric series, (3.5.32) by multiplying numerator and denominator by $e^{-i \eta / 2}$, 3.5.33) from $e^{i \eta / 2}-e^{-i \eta / 2}=$ $2 i \sin \left(\frac{\eta}{2}\right)$, (3.5.34) by $\left(x^{2}-1\right)=\left(x-x^{-1}\right) x$, and (3.5.35) by $\operatorname{Re}\left[i e^{i a}\right]=$ $-\sin (a)$.

Proposition 3.5.10. $g_{N}(\eta) \equiv F_{N}(\eta)$ obeys
(i)

$$
\begin{equation*}
g_{N}(\eta) \geq 0 \tag{3.5.37}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\int_{0}^{2 \pi} g_{N}(\eta) \frac{d \eta}{2 \pi}=1 \tag{3.5.38}
\end{equation*}
$$

(iii) For any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{\varepsilon<\eta<2 \pi-\varepsilon} g_{N}(\eta) \frac{d \eta}{2 \pi}=0 \tag{3.5.39}
\end{equation*}
$$

Proof. (i) is trivial and (ii) is immediate from (3.5.19) and (3.5.29). Since $\left|\sin \left(\frac{\eta N}{2}\right)\right| \leq 1$ and $\sin ^{2}\left(\frac{\eta}{2}\right)$ is monotone increasing on $[0, \pi]$ and decreasing on $[\pi, 2 \pi]$, we have

$$
\begin{equation*}
F_{N}(\eta) \leq \frac{1}{N \sin ^{2}\left(\frac{\varepsilon}{2}\right)} \quad \text { if } \varepsilon<\eta<2 \pi-\varepsilon \tag{3.5.40}
\end{equation*}
$$

from which (iii) is immediate.
Definition. A sequence of continuous functions $\left\{g_{N}\right\}_{N=1}^{\infty}$ on $\partial \mathbb{D}$ obeying (i)-(iii) of Proposition 3.5.10 is called an approximate identity.

Theorem 3.5.11. If $\left\{g_{N}\right\}_{N=1}^{\infty}$ is an approximate identity and $f \in C(\partial \mathbb{D})$, then

$$
\begin{equation*}
g_{N} * f \rightarrow f \tag{3.5.41}
\end{equation*}
$$

uniformly on $\partial \mathbb{D}$, where

$$
\begin{equation*}
(h * f)\left(e^{i \theta}\right)=\int_{0}^{2 \pi} h(\theta-\psi) f\left(e^{i \psi}\right) \frac{d \psi}{2 \pi} \tag{3.5.42}
\end{equation*}
$$

Remarks. 1. One application of this is to prove that $C^{\infty}(\partial \mathbb{D})$ is $\|\cdot\|_{\infty}$-dense in $C(\partial \mathbb{D})$; see Problem 6.
2. This result is only stated for continuous $\left\{g_{N}\right\}_{N=1}^{\infty}$ because, at this point, we only know how to integrate continuous functions. Once one has $L^{1}$, one can define $L^{1}$ approximate identities by the above definition with "continuous" replaced by $L^{1}$. This theorem extends with no change in the proof.

Proof. By periodicity and (3.5.38),

$$
\begin{equation*}
\left(g_{N} * f\right)\left(e^{i \theta}\right)-f\left(e^{i \theta}\right)=\int_{0}^{2 \pi} g_{N}(\psi)\left[f\left(e^{i(\theta-\psi)}\right)-f\left(e^{i \theta}\right)\right] \frac{d \psi}{2 \pi} \tag{3.5.43}
\end{equation*}
$$

so breaking the integral into $0<\psi<\varepsilon$ or $2 \pi-\varepsilon<\psi<2 \pi$ and its complement, we get

$$
\begin{equation*}
\left\|g_{N} * f-f\right\|_{\infty} \leq \sup _{|\psi|<\varepsilon}\left|f\left(e^{i(\theta-\psi)}\right)-f\left(e^{i \theta}\right)\right|+2\|f\|_{\infty} \int_{\varepsilon}^{2 \pi-\varepsilon} g_{N}(\psi) \frac{d \psi}{2 \pi} \tag{3.5.44}
\end{equation*}
$$

using (i) and (ii) of the definition of approximate identity.
By property (iii),

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|g_{N} * f-f\right\|_{\infty} \leq \sup _{|\psi|<\varepsilon}\left|f\left(e^{i(\theta-\psi)}\right)-f\left(e^{i \theta}\right)\right| \tag{3.5.45}
\end{equation*}
$$

Since $f$ is continuous, it is uniformly continuous (by Theorem 2.3.10), so the sup goes to zero as $\varepsilon \downarrow 0$.

Proof of Theorem 3.5.6. Immediate from Theorems 3.5.9 and 3.5.11 and Proposition 3.5.10,

There is nothing special about $\partial \mathbb{D}$.
Definition. A sequence of functions, $\left\{g_{N}(x)\right\}_{N=1}^{\infty}$ on $\mathbb{R}^{\nu}$ is called an approximate identity if and only if
(i) $g_{N}(x) \geq 0$
(ii) $\int g_{N}(x) d^{\nu} x=1$
(iii) For any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{|x| \geq \varepsilon} g_{N}(x) d^{\nu} x=0 \tag{3.5.48}
\end{equation*}
$$

If $h$ and $g$ are functions on $\mathbb{R}^{\nu}$, one defines their convolution by

$$
\begin{align*}
(h * g)(x) & =\int h(y) g(x-y) d^{\nu} y  \tag{3.5.49}\\
& =\int h(x-y) g(y) d^{\nu} y \tag{3.5.50}
\end{align*}
$$

Note that if $\int g(x) d^{\nu} x<\infty$ and $\|h\|_{\infty}<\infty$, then the integrals converge uniformly and absolutely.

The same argument that led to Theorem 3.5.11 implies
Theorem 3.5.12. Let $\left\{g_{N}\right\}_{N=1}^{\infty}$ be an approximate identity. If $f$ is bounded and uniformly continuous on $\mathbb{R}^{\nu}$, then as $N \rightarrow \infty$,

$$
\begin{equation*}
g_{N} * f \xrightarrow{\|\cdot\|_{\infty}} f \tag{3.5.51}
\end{equation*}
$$

If there is a compact set $K \subset \mathbb{R}^{\nu}$ so $\operatorname{supp}\left(g_{N}\right) \subset K$ for all $N$ and $f$ is continuous (but not necessarily bounded or uniformly continuous on all of $\left.\mathbb{R}^{\nu}\right)$, then

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(g_{N} * f\right)(x)=f(x) \tag{3.5.52}
\end{equation*}
$$

uniformly for $x$ in each compact subset of $\mathbb{R}^{\nu}$.
With the Fejér kernel in hand, we can construct examples of nowhere differentiable continuous functions of the form first studied by Weierstrass. We'll consider

$$
\begin{equation*}
f(x)=\sum_{n=1}^{\infty} a^{n} n^{\gamma} \cos \left(b^{n} x\right) \tag{3.5.53}
\end{equation*}
$$

where $b$ is an integer with $b \geq 2, \gamma \in \mathbb{R}$, and $0<a<1$ or $a=1, \gamma<-1$. Since $|a|<1$ (or $a=1, \gamma<-1$ ), the finite sum converges uniformly, and so $f$ is a continuous periodic function. We'll prove below that if $a b>1, f$ is nowhere differentiable. The key is that the Fourier coefficients have large gaps, so we not only have that $\frac{1}{2} a^{n} n^{\gamma}=\int e^{-i b^{n} x} f(x) d x$, but we can insert $F_{N}(x)$ if $N<b^{n}-b^{n-1}$ in front of $f$ without changing the integral. The key will then be:

Lemma 3.5.13. There exists constant $c_{\alpha}, 0<\alpha \leq 1$, so that for all $N \geq 2$,

$$
(2 \pi)^{-1} \int_{-\pi}^{\pi}|x|^{\alpha} F_{N}(x) d x \leq \begin{cases}c_{\alpha} N^{-\alpha} & 0<\alpha<1  \tag{3.5.54}\\ c_{1} \frac{\log (N)}{N} & \alpha=1\end{cases}
$$

Proof. Clearly, by (3.5.15), $\left|D_{N}(x)\right| \leq D_{N}(0)$, so

$$
\begin{equation*}
\left|F_{N}(x)\right| \leq F_{N}(0)=N \tag{3.5.55}
\end{equation*}
$$

Since $\lim _{\eta \rightarrow 0},|\eta| /|\sin \eta|=1$ and, by computing derivatives, increasing on $(0, \pi / 2),|\sin \eta| \geq(2 / \pi)|\eta|$ for $|\eta| \leq \pi / 2$. It follows that

$$
\begin{equation*}
\left|F_{N}(x)\right| \leq \frac{\pi^{2}}{N x^{2}} \tag{3.5.56}
\end{equation*}
$$

(3.5.54) follows by using (3.5.55) on $\{x||x| \leq 1 / N\}$ and (3.5.56) on $\{x \mid$ $1 / N \leq|x| \leq \pi\}$.

Proposition 3.5.14. Let $f(x)$ be an $L^{2}$ function on $(-\pi, \pi)$ with Fourier coefficients $f_{j}^{\sharp}$. Suppose that $f$ is extended periodically to $\mathbb{R}$, and for some $x_{0}, C>0$ and $\alpha \in(0,1]$, we have that for all $x$,

$$
\begin{equation*}
\left|f(x)-f\left(x_{0}\right)\right| \leq C\left|x-x_{0}\right|^{\alpha} \tag{3.5.57}
\end{equation*}
$$

Suppose also that for some $k \neq 0$ and $N$ with $1<N<|k|$, we have that

$$
\begin{equation*}
f_{j}^{\sharp}=0 \quad \text { for } 0<|j-k| \leq N-1 \tag{3.5.58}
\end{equation*}
$$

Then, with $c_{\alpha}$ given by (3.5.54),

$$
\left|f_{k}^{\sharp}\right| \leq \begin{cases}C c_{\alpha} N^{-\alpha}, & 0<\alpha<1  \tag{3.5.59}\\ C c_{1} \frac{\log (N)}{N}, & \alpha=1\end{cases}
$$

Proof. Since shifting $x$ by $-x_{0}$ multiplies $f_{j}^{\sharp}$ by a phase factor, we can suppose $x_{0}=0$. Since replacing $f$ by $f-f(0)$ doesn't change $f_{j}^{\sharp}$ for $j \neq 0$ or (3.5.57), we can suppose $x_{0}=0$ and $f\left(x_{0}\right)=0$.

Let $\varphi_{j}(x)=e^{i j x}$. Then since $F_{N}(x)$ is a linear combination of $\left\{\varphi_{\ell}\right\}_{\ell=-(N-1)}^{N-1}$ with constant term 1,

$$
\varphi_{k} F_{N}=\varphi_{k}+\text { linear combination of }\left\{\varphi_{\ell}\right\}_{1 \leq|\ell-k| \leq N-1}
$$

so

$$
\begin{equation*}
f_{k}^{\sharp}=\left\langle\varphi_{k}, f\right\rangle=\left\langle\varphi_{k} F_{N}, f\right\rangle \tag{3.5.60}
\end{equation*}
$$

so that

$$
\begin{align*}
\left|f_{k}^{\sharp}\right| & \leq(2 \pi)^{-1} \int\left|F_{N}(x)\right||f(x)| d x  \tag{3.5.61}\\
& \leq C(2 \pi)^{-1} \int\left|F_{N}(x)\right||x|^{\alpha} d x \tag{3.5.62}
\end{align*}
$$

so (3.5.54) implies (3.5.59).
Write the function in (3.5.53) as $f_{a, b, \gamma}$. Then
Theorem 3.5.15. (a) For $0<a \leq 1, f_{a, b, \gamma}$ is Hölder continuous of order $\alpha$ if $a b^{\alpha}<1$ or $a b^{\alpha}=1, \gamma<-1$. If $\alpha=1$ and these conditions hold, $f_{a, b, \gamma}$ is $C^{1}$.
(b) For $0<\alpha<1$, if $a b^{\alpha}>1$ or $a b^{\alpha}=1$ and $\gamma>0$, then $f_{a, b, \gamma}$ is nowhere Hölder continuous of order $\alpha$. If $a b>1$ or $a b=1$ and $\gamma>1$, then $f$ is nowhere Lipschitz and, in particular, nowhere differentiable.

Proof. (a) Since $|\cos x-\cos y| \leq 2$ and

$$
|\cos x-\cos y| \leq\left|\int_{x}^{y} \sin u d u\right| \leq|x-y|
$$

we have for any $\alpha \in[0,1]$ that $|\cos x-\cos y| \leq 2^{1-\alpha}|x-y|^{\alpha}$, so

$$
\begin{equation*}
\left|f_{a, b, \gamma}(x)-f_{a, b, \gamma}(y)\right| \leq 2^{1-\alpha}|x-y|^{\alpha} \sum_{n=1}^{\infty} a^{n} b^{n \alpha} n^{\gamma} \tag{3.5.63}
\end{equation*}
$$

If either $a b^{\alpha}<1$ or $a b^{\alpha}=1$ and $\gamma<-1$, the sum in (3.5.63) converges and we get global Hölder continuity.
(b) We consider the case $\alpha=1 . \alpha<1$ is similar (Problem 16). If $f_{a, b, \gamma}$ is Lipschitz continuous at some $x_{0}$, by Proposition 3.5.14 and (3.5.59) with $k=b^{n}$ and $N=b^{n}-b^{n-1}=b^{n}\left(1-b^{-1}\right)$, we get that for some constant $K$,

$$
\begin{equation*}
a^{n} n^{\gamma} \leq K n b^{-n} \tag{3.5.64}
\end{equation*}
$$

or

$$
\begin{equation*}
(a b)^{n} n^{\gamma-1} \leq K \tag{3.5.65}
\end{equation*}
$$

If $a b>1$ or $a b=1$ and $\gamma>1$, this is false for $n$ large, so $f_{a, b, \gamma}$ cannot be Lipschitz at any point.

Example 3.5.16. For $a=\frac{1}{2}, b=2$, and $\gamma=2, f_{a, b, \gamma}$ is nowhere Lipschitz continuous (and so nowhere differentiable) but Hölder continuous for all $\alpha<1$. This result is true also for $\gamma=0$; see the Notes and Problem 17.

Fix $\alpha_{0}$ with $0<\alpha_{0}<1$. For $a=\left(\frac{1}{2}\right)^{\alpha_{0}}, b=2, \gamma=2, f_{a, b, \gamma}$ is Hölder continuous for $\alpha<\alpha_{0}$ and nowhere Hölder continuous for $\alpha \geq \alpha_{0}$. If instead, $\gamma=-2$, one gets Hölder continuity for $\alpha \leq \alpha_{0}$ and nowhere Hölder continuous for $\alpha>\alpha_{0}$.

If $b=2, a=1, \gamma=-2, f_{a, b, \gamma}$ is continuous, but nowhere Hölder continuous for any $\alpha>0$.


Figure 3.5.3. $C_{11}$ for a step function.


Figure 3.5.4. $S_{n}, n=5,12,21,101$ for a step function.

Finally, we turn to an aspect of convergence of Fourier series known as the Gibbs phenomenon. Consider the function on $\partial \mathbb{D}$,

$$
f\left(e^{i \theta}\right)= \begin{cases}1, & 0<\theta<\pi  \tag{3.5.66}\\ -1, & \pi<\theta<2 \pi \\ 0, & \theta=0 \text { or } \pi\end{cases}
$$

By Dini's test extended to nonglobally continuous functions (Problem 9), $S_{n}(f)\left(e^{i \theta}\right) \rightarrow f\left(e^{i \theta}\right)$ uniformly on each set $\left\{e^{i \theta} \mid \varepsilon<\theta<\pi-\varepsilon, \pi+\varepsilon<\right.$ $\theta<2 \pi-\varepsilon\}$ for $\varepsilon>0$. Since $f\left(e^{-i \theta}\right)=-f\left(e^{i \theta}\right), f_{-k}^{\sharp}=-\overline{f_{k}^{\sharp}}$, so $S_{n}(f)(1)=$ $S_{n}(f)(-1)=0$. Thus, one might think that $S_{n}(f)$ for $n$ large looks like the graph in Figure 3.5.3, hugging $f$ closely except for a linear piece extending from -1 to 1 or 1 to -1 at $\theta=0, \pi$. Indeed, this is what happens for $C_{n}(f)-$ in fact, Figure 3.5.3 is $C_{11}(f)$ and the reader will prove $\left\|C_{n}(f)\right\|_{\infty} \leq\|f\|_{\infty}$ in Problem 20. However, Figure 3.5.4 plots $S_{n}(f)$ for $n=5,12,21,101$. The Gibbs phenomenon is the systematic overshoots shown in this figure.

Theorem 3.5.17 (Gibbs Phenomenon). For the step function, $f$, given by (3.5.66),

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|S_{n} f\right\|_{\infty}=\frac{2}{\pi} \int_{0}^{\pi} \frac{\sin s}{s} d s=1.178979744 \ldots \tag{3.5.67}
\end{equation*}
$$

Moreover, the points where $\left|S_{n} f\right|$ is maximal are given by $\pm\left(\pi / n+O\left(1 / n^{2}\right)\right)$.

Sketch. We'll leave the justifications to the Problems (Problem 21). By a simple calculation, we have

$$
\begin{equation*}
f_{2 n}^{\sharp}=0, \quad f_{2 n+1}^{\sharp}=\frac{2}{i(2 n+1) \pi} \tag{3.5.68}
\end{equation*}
$$

so using the fact that

$$
\begin{equation*}
\frac{1}{i(2 j+1)} e^{(2 j+1) i x}=\int_{0}^{x} e^{(2 j+1) i t} d t+\frac{1}{i(2 j+1)} \tag{3.5.69}
\end{equation*}
$$

and the cancellation of the constants, one finds that, after summing a geometric series,

$$
\begin{align*}
\left(S_{2 n} f\right)(x) & =\left(S_{2 n-1} f\right)(x)=\frac{2}{\pi} \int_{0}^{x} \frac{\sin (2 n t)}{\sin t} d t  \tag{3.5.70}\\
& =G(2 n x)+O\left(x^{2}\right) \tag{3.5.71}
\end{align*}
$$

where $O\left(x^{2}\right)$ means an error bounded by $C x^{2}$ uniformly in $n$, and where

$$
G(y)=\frac{2}{\pi} \int_{0}^{y} \frac{\sin s}{s} d s
$$

This comes from $1 / \sin t-1 / t=O(t)$.
Since $S_{n}(f) \rightarrow f$ uniformly away from $0, \pi$, we see that if $\pm y_{\infty}$ are the points where $|G(y)|$ is maximum, then $\lim _{n \rightarrow \infty}\left\|S_{n} f\right\|_{\infty}$ is $\sup |G(y)|$ and the maximum point is $\pm y_{\infty} / 2 n+O\left(1 / n^{2}\right)$.

Since $G^{\prime}(y)=(2 \sin y) / \pi y$, the relative maxima of $|G|$ occur at multiples of $\pi$, and using the oscillations and decay of $y^{-1}$, one sees that the maximum occurs at $y_{\infty}=\pi$ with $\sup |G(y)|=G(\pi)$.

## Notes and Historical Remarks.

Apart from his prefectorial duties Fourier helped organise the "Description of Egypt" . . Fourier's main contribution was the general introduction-a survey of Egyptian history up to modern times. (An Egyptologist with whom I discussed this described the introduction as a masterpiece and a turning point in the subject. He was surprised to hear that Fourier also had a reputation as a mathematician.)
—T. W. Körner [512]
We are hampered in this section by the fact that we only discuss measurable and $L^{p}$ functions in the next chapter. So we've made use of the vague term "function" without descriptive adjectives. For now, we interpret this as continuous functions. But we emphasize, as the reader should check after $L^{1}$ is defined, that Theorems 3.5.11 and 3.5.12 are valid if the $g_{N}$ 's are only $L^{1}$ functions (with all the formal properties of an approximate identity).

Fourier series are such a fundamental part of analysis that there are many books devoted solely or at least substantially to them. Among these are $[263,309,356,357,479,512,871,875,935,974,1024]$. In particular, Zgymund [1024] remains a readable classic.

The history of Fourier analysis is intimately wrapped up with an understanding of what a function is, and later, which functions have integrals. In the early history, a key role was played by Euler and the Bernoullis. Part 2A
has capsule biographies for them (Section 9.2 for Euler and Section 9.7 for the Bernoulli family).

The early history revolved around the wave equation in one dimension, $\frac{\partial^{2}}{\partial t^{2}} u(x, t)=\frac{\partial^{2}}{\partial x^{2}} u(x, t)$. (We use units in which the wave speed is 1; the eighteenth-century work had a speed of propagation.) In about 1750, d'Alembert [212] and Euler [285] independently found general solutions of the form $f(x-t)+g(x+t)$, where $f$ and $g$ are "arbitrary functions." The eighteenth-century notion of function meant given by an explicit analytic expression involving sums, powers, trigonometric functions, and the like. A sharp controversy partially in letters and partially in papers developed. Euler argued that you needed to allow an initial condition like $u(x, 0)=\frac{1}{2}-\left|\frac{1}{2}-\frac{x}{\pi}\right|$ on $[0, \pi]$, thinking of a plucked string which was viewed as two analytic expressions, $\left(\frac{x}{\pi}\right.$ on $\left(0, \frac{\pi}{2}\right)$ and $1-\frac{x}{\pi}$ on $\left(\frac{\pi}{2}, \pi\right)$ ), and d'Alembert didn't like that.

Shortly after that, Daniel Bernoulli [78], following a 1715 observation of Brook Taylor [913], pointed out that $\cos (k t) \sin (k x)$ is also a solution (shifting variables for our $(0, \pi)$ case), and if one wanted $u( \pm \pi, z)=0$ boundary conditions, one could take $k=1,2, \ldots$. He claimed that the d'Alembert-Euler solutions could be represented as sums of solutions of this $\cos (n t) \sin (n x)$ form. There followed lively exchanges among the three, joined also by Lagrange and then Laplace, that involved what kind of functions could be represented by infinite sums of sines and cosines. Euler argued that only functions with a single expression could be so represented-which was ironic given that he had elsewhere considered the sums that converge to the jump, as we do in Theorem 3.5.17. Only Bernoulli was in the "any function can" camp. This issue of what kinds of functions Fourier sums could represent stayed open until the work of Dirichlet (and, even more broadly, of Riesz-Fischer) discussed below. Because of its importance to the understanding of functions, and to the history of Fourier analysis and of waves in physics, this controversy has seen considerable historical analysis: see Ravetz [760], Grattan-Guinness [362], and Wheeler-Crummett [986].

In his work on planetary motion, Euler [286] also used sine and cosine sums. Using orthogonality and formal interchange of sum and integral, he essentially found the formula (3.5.1) for the coefficients (he used $\sin (k \theta)$ and $\left.\cos (k \theta), \operatorname{not} e^{ \pm i k \theta}\right)$.

In 1799, Parseval [700] also considered such sums and wrote what was essentially (3.5.4) without any explicit proof or calculations. So, on the basis of this work, one of only five published works, Marc-Antoine Parseval des Chênes (1755-1836) is known to posterity. For example, we used his name for the abstract Hilbert space result, (3.4.3). We also used the name of Michel Plancherel (1885-1967), a Swiss mathematician, who in 1910 [730]
provided one of the first proofs of the analog for Fourier transforms and thereby got his name on all sorts of $L^{2}$ relations of transforms, such as (3.4.3).

Next in the picture was Jean Baptiste Joseph Fourier (1768-1830). Fourier was more a physicist than a mathematician and his engineering expertise led to high political appointments. He started life as the ninth child of a tailor and became a baron of the First French Empire. He was active in revolutionary politics and was imprisoned during the reign of terror. It is likely that it was only the fall of Robespierre that prevented him from losing his head long before his scientific discoveries! He was involved with Napoleon's 1798-99 campaign in Egypt, starting as scientific adviser and ending as governor of Lower Egypt. In 1801, Napoleon appointed him as prefect (administrative head) of a province that included Grenoble, where he lived, supervising the construction of a highway from Grenoble to Turin, among other tasks. He initially supported the new king at the time of Napoleon's escape from Elba and had to flee Grenoble to avoid Napoleon's army. He then shifted back to Napoleon and was distrusted by the king after Waterloo, enough so that for a time, the king prevented his election to the French Academy. After Waterloo, he returned to Paris, and in 1822 he became the secretary of the Academy. For more on his life, see Körner [512, Sects. 92-93] and Herival [419].

Undoubtedly, Fourier is most known for his book on heat [311] written in 1804-07, while he was prefect in Grenoble. He submitted it to the French Academy in 1807. He used what we now call Fourier series and the Fourier transform (see Sections 6.3 and 6.5) in solving the heat equation (see Section 6.9). His claims about expanding arbitrary functions were only one of the controversial elements of his book, leading the committee of Lagrange, Laplace, Monge, and Lacroix to hold up publication. Along the way, the work got a prize from a committee of Lagrange, Laplace, Malus, Haüy, and Legendre. It was finally published in 1822.

This book established the usefulness of the method and many basic formulae. One of Fourier's results was the sin/cos version of (3.5.1), which he found not knowing of Euler's earlier derivation. Unlike Euler, who used orthogonality, Fourier's proof was very complicated and involved expanding sine in a Taylor series, collecting terms, and manipulating the power series for $f$-a procedure especially questionable for the discontinuous functions Fourier claimed one could expand in Fourier series!

The validity of Fourier expansions was established by the seminal paper [249] of Johann Peter Gustav Lejeune Dirichlet (1805-59). A capsule biography of Dirichlet appears in the Notes to Section 13.4 of Part 2B. We note
here that this paper was published in 1829 when Dirichlet was only twentyfour years old, that he studied under Fourier in Paris, and that Fourier was instrumental in Dirichlet getting a position in Germany around that time.

Dirichlet used his kernel to show that many noncontinuous functions, $f$, had convergent Fourier series, with the requirement that the limit at the point of discontinuity is $\frac{1}{2}(f(x+0)+f(x-0))$ (see Problem 5). He supposed his functions were continuous except at finitely many points, smooth in between (exactly how smooth wasn't made explicit), had left and right limits at the points of discontinuity, and had only finitely many maxima and minima. We now know these conditions are overkill-smoothness by itself is enough, as is the maximum-minimum condition alone if interpreted as functions of bounded variation (see below). Nevertheless, Dirichlet's result was radical for its time. Shortly before, in one his texts on Analysis, Cauchy had claimed that a pointwise limit of continuous functions is continuous. It took the clarifying notion of uniform convergence (pushed by Weierstrass) to settle these questions.

We note that in 1873, Paul du Bois-Reymond (1831-1889) [256] constructed a continuous function on $\partial \mathbb{D}$ whose Fourier series was divergent at a given point. Fejér [297] found a different example of this sort and in Problem 4 we expose his idea. (In Problem 10 of Section 5.4, the reader will show there exists $f \in C(\partial \mathbb{D})$ so $\left\|S_{N} f\right\|_{\infty} \rightarrow \infty$, a closely related fact. In Problem 12 of that section, the reader will prove that, in the language of that section, a Baire generic function has $\left|\left(S_{N} f\right)(1)\right| \rightarrow \infty$ and in Problem 13 that for a Baire generic function, $\left|\left(S_{N} f\right)\left(e^{i \theta}\right)\right| \rightarrow \infty$ for a Baire generic set of $\theta$.)

Dirichlet's work set the baseline for all later work on Fourier series convergence, of which we want to mention five: that of Dini, Jordan, Fejér, Riesz-Fischer, and Carleson.

Ulisse Dini (1845-1918) wrote a book on Fourier series [247] that includes Theorem 3.5.4. (3.5.8) is called the Dini test or Dini condition. Occasionally, a function that obeys (3.5.12) is called Dini continuous.

Another basic convergence theorem is due to Camille Jordan (18381922) [455]:

Theorem 3.5.18 (Jordan's Theorem). If $f$ is a function of bounded variation on $\partial \mathbb{D}$, then $S_{n}\left(f\left(e^{i \theta}\right)\right) \rightarrow \frac{1}{2}\left[f\left(e^{i(\theta+0)}\right)+f\left(e^{i(\theta-0)}\right)\right]$ for any $x \in(0,1)$.

Functions of bounded variation (which were first defined in this paper of Jordan) are defined and discussed in Sections 4.1 and 4.15. In particular, Theorem 4.15 .2 shows any such function is a difference of monotone functions, so it is sufficient to prove Jordan's theorem for monotone functions, which the reader does in Problem 3.

Lipót Fejér (1880-1959) proved Theorem 3.5.6 along the lines we do in his 1900 paper [298], written when he was only nineteen. For a discussion of the impact of his discovery on the revival of interest in Fourier analysis, see Kahane [465]. Fejér was born Lipót Weiss (German for "white") and was a student of Hermann Schwarz (German for "black"). He changed his name to Fejér (archaic Hungarian for "white") around 1900 and one of his students was Fekete (Hungarian for "black"). Among Fejér's other students were Paul Erdős, George Pólya, Tibor Radö, Marcel Riesz, Gabor Szegő, Paul Turán, and John von Neumann. Fejér spent most of his career at the University of Budapest, although he initially had trouble with his appointment because he was Jewish. He suffered during the Nazi occupation of Hungary in 1944, treatment that it is believed led to a loss of his mental capacity after the Second World War.

The last of the classical convergence results is the fact we regard as the definition of Fourier expansion, namely, for any $f \in L^{2}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$, $\int\left|\left(S_{n} f\right)\left(e^{i \theta}\right)-f\left(e^{i \theta}\right)\right|^{2} \frac{d \theta}{2 \pi} \rightarrow 0$, a result sometimes called the Riesz-Fischer theorem after $[\mathbf{7 7 5}, \mathbf{3 0 5}]$. These papers completed the story of which functions can be represented as Fourier series. To do this, the authors needed to prove completeness of $L^{2}$ (defined as classes of measurable functions), and it is this that we (along with many others) will call the Riesz-Fischer theorem. We discuss it further in Section 4.4 and its Notes.

In 1928, M. Riesz proved that for $1<p<\infty$, for $f \in L^{p}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$, we have $\left\|f-S_{n} f\right\|_{p} \rightarrow 0[\mathbf{7 9 0}]$. We'll prove this in Section 5.8 of Part 3. For $p=1$ or $\infty$, it is known that there are $f^{\prime}$ 's in $L^{p}$ with $\left\|S_{N} f\right\|_{p} \rightarrow \infty$; see Problem 10 of Section 5.4.

No discussion of pointwise convergence would be complete without mention of Lennart Carleson's (1928- ) famous 1966 result [162] that for any $f$ in $L^{2}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right),\left(S_{N} f\right)\left(e^{i \theta}\right)$ converges to $f$ for Lebesgue a.e. $\theta$. This result is a famous conjecture of Lusin and was extended to all $L^{p}, p>1$, by Hunt [438]. As mentioned, for a generic continuous function $\left(S_{N} f\right)\left(e^{i \theta}\right)$ diverges on a (dense) generic set, but, by Carleson's theorem, one of Lebesgue measure zero.

For $p=1$, Kolmogorov [501] gave an $L^{1}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$ function whose Fourier series diverges at every point in $\partial \mathbb{D}$. Three years earlier, when he was twenty-one, Kolmogorov found a similar function with almost everywhere divergence. Katznelson [479, Sect. II.3.5] has a proof of this result using the de la Vallée Poussin kernel of Problem 14. While the proof of Carleson's theorem is beyond the scope of these volumes, we'll prove a related result in Section 2.11 of Part 3: namely, if $f$ has $f^{\sharp} \in \ell^{p}, 1 \leq p<2$, then for a.e. $\theta$, $\left(S_{N} f\right)\left(e^{i \theta}\right) \rightarrow f\left(e^{i \theta}\right)(p=2$ is Carleson's theorem).

In Problem 12, an alternate result to Fejér's theorem is presented, proving abelian limits of Fourier series to a continuous function. It is due to Picard and Fatou (see the remark to the problem). Littlewood [596] has proven that if $\sum_{n=0}^{N} a_{n}$ has an abelian limit $\alpha$ and $\left|a_{n}\right| \leq C(n+1)^{-1}$, then the sum itself converges to $\alpha$ (see Section 6.11 of Part 4, especially Problem 5). Thus, any continuous function, $f$, on $\partial \mathbb{D}$ with $f_{n}^{\sharp}=O\left(n^{-1}\right)$ has a convergent Fourier series. By an integration by parts in a Stieltjes integral, it is easy see if $f$ has bounded variation $f_{n}^{\sharp}=O\left(n^{-1}\right)$, so this provides another proof of Jordan's theorem.

Underlying Fourier series is a group structure. $\partial \mathbb{D}$ is a group under multiplication $e^{i \theta_{1}}, e^{i \theta_{2}} \mapsto e^{i\left(\theta_{1}+\theta_{2}\right)}$ and $d \omega / 2 \pi$ is the unique measure invariant under this multiplication. The functions $\varphi_{n}\left(e^{i \theta}\right)=e^{i n \theta}$ are exactly the only continuous functions, $\chi$, on $\partial \mathbb{D}$ obeying

$$
\begin{equation*}
\chi\left(e^{i y} e^{i x}\right)=\chi\left(e^{i y}\right) \chi\left(e^{i x}\right) \tag{3.5.72}
\end{equation*}
$$

Extensions of Fourier series where the group is $\mathbb{R}^{\nu}$ will occur in Chapter 6 while general locally compact abelian groups will appear in Section 6.9 of Part 4.

Relevant to this section is the group, $\mathbb{Z}_{N}$, a cyclic group of order $N$ thought of as $\mathbb{Z} / N \mathbb{Z}$, for integers $\bmod N$. Given $f$ on $\mathbb{Z}$ of period $N$, we define

$$
\begin{equation*}
\left(\mathcal{F}_{N} f\right)(m)=\frac{1}{N} \sum_{j=0}^{N-1} f(j) \bar{\omega}_{N}^{m j} \tag{3.5.73}
\end{equation*}
$$

where $\omega_{N}$ is a primitive $N$ th root of unity, i.e.,

$$
\begin{equation*}
\omega_{N}=\exp (2 \pi i / N) \tag{3.5.74}
\end{equation*}
$$

Since $\varphi_{j}(m)=\omega^{m j}$ are an orthonormal basis for functions on $\{1, \ldots, N\}$ (with $\langle c, d\rangle=\frac{1}{N} \sum_{i=1}^{N} \bar{c}_{i} d_{i}$ inner product), the inverse is

$$
\begin{equation*}
\left(\mathcal{F}_{N}^{-1} h\right)(m)=\sum_{j=0}^{N-1} h(j) \omega_{N}^{m j} \tag{3.5.75}
\end{equation*}
$$

$\mathcal{F}_{N}$ is called the discrete Fourier transform.
Clearly, if $f$ is continuous on $\partial \mathbb{D}$ and $f_{N}(j)=f\left(\omega_{N}^{j}\right)$, then $\mathcal{F}_{N} f_{N} \rightarrow f^{\sharp}$ pointwise, so $\mathcal{F}_{N}$ is of interest not only for its own sake but as a method of numerical approximation of the map $f \mapsto f^{\sharp}$. In this regard, there is an important algorithm for $\mathcal{F}_{N}$ called the Fast Fourier Transform (FFT).

The purpose of the FFT is to dramatically reduce the number of computations to get $\mathcal{F}_{N}$ from $O\left(N^{2}\right)$ to $O(N \log N)$ at least when $N=2^{m}$ (so for $m=20$, i.e., $N \approx 1,000,000$ ) from about a trillion calculations to more like twenty million! Since multiplication is much slower than addition, we'll
only count multiplications and we'll ignore the $N$ multiplications needed to get the powers $\left\{\omega_{N}^{j}\right\}_{j=0}^{N-1}$ given $\omega_{N}$.

If one uses (3.5.73) naively, one needs $N^{2}$ multiplications (of $\bar{\omega}_{N}^{m j}$ and $f(j))$. If one writes

$$
\begin{equation*}
\left(\mathcal{F}_{2 N} f\right)(m)=\frac{1}{2 N} \sum_{j=0}^{N-1} f(2 j) \bar{\omega}_{2 N}^{2 m j}+\frac{\bar{\omega}_{2 N}^{m}}{2 N} \sum_{j=0}^{N-1} f(2 j \pi) \bar{\omega}_{2 N}^{2 m j} \tag{3.5.76}
\end{equation*}
$$

and defines $f_{e}$ and $f_{0}$ (for sum and add) on $\{0,1, \ldots, N-1\}$ by

$$
\begin{equation*}
f_{e}(j)=f(2 j), \quad f_{0}(j)=f(2 j+1) \tag{3.5.77}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\mathcal{F}_{2 N} f\right)(m)=\frac{1}{2}\left(\mathcal{F}_{N} f_{e}\right)(m)+\frac{\bar{\omega}_{2 N}^{m}}{2}\left(\mathcal{F}_{N} f_{0}\right)(m) \tag{3.5.78}
\end{equation*}
$$

if $0 \leq m<N$ and, if $N \leq m \leq 2 N-1$.
If we have an algorithm to compute $\mathcal{F}_{N}$ in $a_{N}$ multiplication steps, we can compute $\mathcal{F}_{2 N}$ in

$$
\begin{equation*}
a_{2 N}=2 a_{N}+N \tag{3.5.79}
\end{equation*}
$$

multiplication steps (the $N$ comes from the $N$ multiplications by $\omega_{2 N}^{m}$ ). When $N=2^{\ell-1}$, we can iterate $\ell$ times and use $a_{1}=1$ to get

$$
\begin{equation*}
a_{2^{\ell}}=(l+1) 2^{\ell} \tag{3.5.80}
\end{equation*}
$$

yielding to $O(N \log N)$ algorithm.
This algorithm was popularized by and is sometimes named after a 1965 paper of Cooley-Tukey [204]. They rediscovered an idea that Gauss knew about-it appeared in Gauss' complete works as an unpublished note. The Cooley-Tukey algorithm came at exactly the right time - just as digital computers became powerful enough to compute Fourier transforms of data important in the real world, and there was an explosion of applications. In fact, Tukey came up with the basic algorithm as a member of President Kennedy's Presidential Scientific Advisory Committee to try to figure out a way to analyze seismic data in order to get information on Russian nuclear tests! Garwin from IBM, also at the meeting, put Tukey in touch with Cooley who actually coded the algorithm!

One reason that Weierstrass' example had such impact is that earlier in the century, Ampère [26] seemed to claim that every continuous function was differentiable. Medvedev [647, Ch. 5] in a summary of these developments, argues that the problem was one of terminology. When Ampère wrote, neither "function" nor "continuous" had clearly accepted definitions and, Medvedev says, Ampère had in mind functions given locally by convergent power series! Shortly afterwards, Cauchy gave more careful notions (and Weierstrass, later, even more so). Be that as it may, many mid-century
analysis texts stated and proved (!) what they called Ampère's theorem: that every continuous function was differentiable. In his lectures as early as the 1860s, Weierstrass claimed that all these proofs were wrong.

The first results on the existence of nondifferentiable continuous functions are due to Bernhard Bolzano (1781-1848), a Czech priest (his father was from Italy). He found them around 1830 but never published themthey were finally published about a hundred years later; see Pinkus [728] for details. Around 1880, Charles Cellérier (1818-89) proved that for a large positive integer, $a$, the function $f(x)=\sum_{n=1}^{\infty} a^{-n} \sin \left(a^{n} x\right)$ is continuous but nowhere differentiable. He never published the result but it was discovered among his papers and published posthumously [178].

Weierstrass $[\mathbf{9 7 8}]$ claimed that in lectures given in 1861, Riemann asserted that $\sum_{n=1}^{\infty} n^{-2} \sin \left(n^{2} x\right)$, a function that enters in elliptic function theory, was continuous but nondifferentiable on a dense set. It is now known to be nondifferentiable, except for an explicit countable set. Weierstrass couldn't verify Riemann's claim. Instead, in 1872, he considered the function in (3.5.53) for $\gamma=0$ and proved that if $a<1, b$ is an odd integer, and if $a b>1+\frac{3}{2} \pi$, then $f$ is nowhere differentiable. This example of Weierstrass had a profound effect on his contemporaries.

There were intermediate improvements by Bromwich, Darboux, Dini, Faber, Hobson, Landsberg, and Lerch, until Hardy [393] got the definitive result $a b \geq 1$ (and it is differentiable if $a b<1$ ). In the text, we only handled $a b>1 ; a b=1($ and $\gamma=0)$ can be handled using the Jackson kernel related to the square of the Fejér kernel (see Problem 17). I don't know who found this Fejér- and Jackson-kernel approach, but I've found it in several books from the 1960s.

There are close connections between nowhere differentiable functions and natural boundaries, especially lacunary series; see Problem 16 of Section 2.3 of Part 2A and Kahane [464].

A sign of the roughness of the functions $f_{a, b, \gamma}$ is that their graphs (i.e., $\{(x, y) \mid y=f(x)\})$ have dimension greater than one. Indeed, it is known that with a suitable definition of dimension ("box dimension," believed also for Hausdorff dimension; see Section 8.2), then for $a b>1$ and $b$ sufficiently large,

$$
\operatorname{dim}\left(\operatorname{graph}\left(f_{a, b, \gamma=0}\right)\right)=2-\frac{\log \left(a^{-1}\right)}{\log (b)}
$$

This is discussed in Falconer [293]; see Figure 3.5.5. For extensive additional literature on nowhere differentiable functions, see the bibliography at http://mathworld.wolfram.com/WeierstrassFunction.html.

The Gibbs phenomenon is named after J. Willard Gibbs (1839-1903), the famous American physicist known for his work on statistical mechanics


Figure 3.5.5. $F_{a, b, \gamma}$ for $a=\frac{1}{3}, b=7$. This graph has dimension approximately 1.44.
after his paper [348]. It was so named by Maxime Bôcher (1867-1918), who found the first comprehensive mathematical treatment [98, 99], much like the one we sketch. The name is a good example of Arnold's principle, since fifty years before Gibbs, Henry Wilbraham (1825-83) discovered the phenomenon [1001]; see Hewitt-Hewitt [423] for the history. The Gibbs phenomenon has been rediscovered many times, for example, by engineers working on radar during the Second World War.
(3.5.5) was proven in several ways first by Euler in 1734-35 thereby solving a famous problem; see the discussion in the Notes to Sections 5.7 and 9.2 of Part 2A. Even though Euler proved (3.5.4) (much later), he doesn't seem to have noticed the connection.

## Problems

1. Let $f$ be piecewise continuous on $\partial \mathbb{D}$ in that there are $0 \leq \theta_{1}<\cdots<$ $\theta_{k}<2 \pi$, so $f\left(e^{i \theta}\right)$ is continuous at any $e^{i \theta_{0}} \in \partial \mathbb{D} \backslash\left\{e^{i \theta_{j}}\right\}_{j=1}^{k}$, and for any $k, \lim _{\varepsilon \downarrow 0} f\left(e^{i\left(\theta_{k}+\varepsilon\right)}\right) \equiv f\left(e^{i\left(\theta_{k}+0\right)}\right)$ and $\lim _{\varepsilon \uparrow 0} f\left(e^{i\left(\theta_{k}-\varepsilon\right)}\right) \equiv f\left(e^{i\left(\theta_{k}-0\right)}\right)$ exist.
(a) Prove there are continuous $f_{n}$ on $\partial \mathbb{D}$ so $\int_{0}^{2 \pi}\left|f\left(e^{i \theta}\right)-f_{n}\left(e^{i \theta}\right)\right|^{2} \frac{d \theta}{2 \pi} \rightarrow 0$ as $n \rightarrow \infty$.
(b) Prove that if $f_{k}^{\sharp}$ is defined by (3.5.1), then (3.5.4) holds.
2. In this problem, the reader will prove that for all $N$ and $0<a<b<2 \pi$

$$
\begin{equation*}
\left|\int_{a}^{b} D_{N}(x) d x\right| \leq 4 \pi \tag{3.5.81}
\end{equation*}
$$

a result that will be useful in the next two problems.
(a) Prove it suffices to prove this for $0<a<b<\pi$ with $4 \pi$ replaced by $2 \pi$. (Hint: $D_{N}(2 \pi-x)=D_{N}(x)$.)
(b) For $0<x<\pi-\frac{2 \pi}{\left(N+\frac{1}{2}\right)}$, show that $D_{N}(x)$ and $D_{N}\left(x+\frac{2 \pi}{\left(N+\frac{1}{2}\right)}\right)$ have opposite signs with $\left|D_{N}(x)\right|>\left|D_{N}\left(x+\frac{2 \pi}{\left(N+\frac{1}{2}\right)}\right)\right|$ and use this to prove for $0<a<b<\pi$, the integral has maximum absolute value for $a=0$, $b=\pi /\left(N+\frac{1}{2}\right)$ (Look at the right halves of the graph in Figure 3.5.1).
(c) Prove that $\left|\int_{0}^{\pi /\left(N+\frac{1}{2}\right)} D_{N}(x) d x\right| \leq D_{N}(0) \frac{\pi}{\left(N-\frac{1}{2}\right)}=2 \pi$.

Remark. We'll see later (Problem 10 in Section 5.4) that $\sup _{N} \int_{0}^{2 \pi}\left|D_{N}(\theta)\right| \frac{d \theta}{2 \pi}=\infty$.
3. This problem will prove Theorem 3.5.18. You'll need to know about functions of bounded variation (see Sections 4.1 and 4.15) and the second mean value theorem (see Problem 5 of Section 4.15). Since any function of bounded variation is a difference of monotone increasing functions (see Theorem 4.15.2), you can suppose that $f\left(e^{i \theta}\right)$ is monotone in $\theta$ on $[-\pi, \pi]$.
(a) For each $x_{0} \in[-\pi, \pi]$, show that it suffices to find a small $\delta$ so that, as $N \rightarrow \infty$,

$$
\begin{gathered}
\int_{x_{0}}^{x_{0}+\delta} f\left(e^{i x}\right) D_{N}\left(x_{0}-x\right) d x \rightarrow \frac{1}{2} f\left(e^{i\left(x_{0}+0\right)}\right) \\
\int_{x_{0}-\delta}^{x_{0}} f\left(e^{i x}\right) D_{N}\left(x_{0}-x\right) d x \rightarrow \frac{1}{2} f\left(e^{i\left(x_{0}-0\right)}\right)
\end{gathered}
$$

(b) Prove that it suffices to show for $g$ monotone on $[0, \delta]$ and $g(0)=$ $g(0+)=0$ then, as $N \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{\delta} g(x) D_{N}(x) d x \rightarrow g(0)=0 \tag{3.5.82}
\end{equation*}
$$

(c) For some $c \in(0, \delta)$, prove that

$$
\int_{0}^{\delta} g(x) D_{N}(x) d x=g(\delta-) \int_{c}^{\delta} D_{N}(x) d x
$$

(d) Prove $\lim \sup \left|\int_{0}^{\delta} g(x) D_{N}(x) d x\right| \leq 4 \pi g(\delta-)$. (Hint: Use Problem 2.)
(e) For any $0<\delta^{\prime}<\delta$, prove that $\lim _{N \rightarrow \infty}\left|\int_{\delta^{\prime}}^{\delta} g(x) D_{N}(x) d x\right|=0$. (Hint: Look at the proof of Theorem 3.5.8.)
(f) Prove (3.5.82), and so, Jordan's theorem.
4. This problem will construct (following ideas of Fejér [297]) a continuous function $f$ on $\partial \mathbb{D}$ so that $\overline{\lim } S_{N}(f)(0)=\infty$.
(a) As a preliminary, prove that for all $n$ and $x \in[-\pi, \pi]$

$$
\begin{equation*}
\left|\sum_{k=1}^{n} \frac{\sin (k x)}{k}\right| \leq \frac{3 \pi}{2} \tag{3.5.83}
\end{equation*}
$$

(Hint: Show that the sum is $\frac{1}{2} \int_{0}^{x}\left(D_{n}(t)-1\right) d t$ and use Problem 2.)
(b) Define

$$
\begin{equation*}
G_{n}(\theta)=\sum_{j=0}^{n-1} \frac{1}{n-j}\left[e^{i j \theta}-e^{i(2 n-j) \theta}\right] \tag{3.5.84}
\end{equation*}
$$

Prove that uniformly in $n$ for $\theta \in[-\pi, \pi]$

$$
\left|G_{n}(\theta)\right| \leq 3 \pi
$$

(c) Now pick $0<n_{1}<n_{2}<\ldots$ and $m_{1}, m_{2}, \ldots$ so that $m_{k}>m_{k-1}+$ $2 n_{k-1}$ and a sequence of positive numbers $\left\{a_{k}\right\}_{k=1}^{\infty}$ with $\sum_{k=1}^{\infty} a_{k}<\infty$ and let

$$
\begin{equation*}
f\left(e^{i \theta}\right)=\sum_{k=1}^{\infty} a_{k} e^{i m_{k} \theta} G_{n_{k}}(\theta) \tag{3.5.85}
\end{equation*}
$$

Show the sum is absolutely and uniformly convergent so that $f$ is a continuous function.
(d) Prove that $\sum_{j=1}^{n} j^{-1}>\log (n+1)$.
(e) Prove that if $N_{k}=m_{k}+n_{k}$, then

$$
\begin{equation*}
\left(S_{N_{k}} f\right)(\theta=0) \geq a_{k} \log \left(n_{k}+1\right)-\sum_{j=1}^{\infty} a_{j} \tag{3.5.86}
\end{equation*}
$$

(f) Pick $n_{k}=2^{k^{3}}=m_{k}$ and $a_{k}=k^{-2}$ and show that $\left(S_{N_{k}} f\right)(\theta=0) \rightarrow \infty$.
5. This problem supposes you know about elements of $L^{2}$ as Borel functions, as discussed in Sections 4.4 and 4.6.
(a) Suppose that $f \in L^{2}(\partial \mathbb{D})$ and for some $\theta_{0}$ and $\delta$, we have

$$
\begin{equation*}
\int_{\left|\theta-\theta_{0}\right| \leq \delta} \frac{\left|f\left(e^{i \theta}\right)-f\left(e^{i \theta_{0}}\right)\right|}{\left|\theta-\theta_{0}\right|} \frac{d \theta}{2 \pi}<\infty \tag{3.5.87}
\end{equation*}
$$

Prove that (3.5.9) holds. (Hint: See Theorem 3.5.8.)
(b) Suppose that instead of (3.5.87) you have $f_{ \pm}=\lim _{\varepsilon \downarrow 0} f\left(e^{i\left(\theta_{0} \pm \varepsilon\right)}\right)$ exists and

$$
\begin{equation*}
\int_{\theta_{0}}^{\theta_{0}+\delta} \frac{\left|f\left(e^{i \theta}\right)-f_{+}\right|}{\left|\theta-\theta_{0}\right|} \frac{d \theta}{2 \pi}+\int_{\theta_{0}-\delta}^{\theta_{0}} \frac{\left|f\left(e^{i \theta}\right)-f_{-}\right|}{\left|\theta-\theta_{0}\right|} \frac{d \theta}{2 \pi}<\infty \tag{3.5.88}
\end{equation*}
$$

Prove that

$$
\begin{equation*}
\left(S_{N} f\right)\left(e^{i \theta_{0}}\right) \rightarrow \frac{1}{2}\left(f_{+}+f_{-}\right) \tag{3.5.89}
\end{equation*}
$$

(Hint: Find $g$ with $g(\theta)=-g(-\theta)$, so $\left(S_{N} f\right)(1) \equiv 0$ and so that $h\left(e^{i \theta}\right) \equiv$ $f\left(e^{i \theta}\right)-g\left(\theta-\theta_{0}\right)$ is continuous at $\theta_{0}$ and obeys (3.5.87).)
6. (a) Let $h$ be $C^{\infty}$ on $\partial \mathbb{D}$ and $f$ continuous. Prove that $h * f$ is $C^{\infty}$.
(b) By constructing $C^{\infty}$ approximate identities, prove $C^{\infty}(\partial \mathbb{D})$ is $\|\cdot\|_{\infty}$ dense in $C(\partial \mathbb{D})$.
7. Let $K$ be a compact subset of $L^{2}(\partial \mathbb{D})$. Prove that for any $\varepsilon$, there is an $N$ so that for all $f \in K$ and $n \geq N,\left|f_{n}^{\sharp}\right| \leq \varepsilon$. (Hint: First find $f^{(1)}, \ldots, f^{(n)}$ so that $\left.K \subset \cup_{j=1}^{\ell}\left\{g \left\lvert\,\left\|g-f^{(j)}\right\|_{2} \leq \frac{\varepsilon}{2}\right.\right\}.\right)$
8. Fill in the details of the proof of Theorem 3.5.5.
9. Suppose for some open interval $I \subset \partial \mathbb{D}$ and $f \in L^{2}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$, we have

$$
\sup _{\theta \in I} \int \frac{\left|f\left(e^{i \psi}\right)-f\left(e^{i \theta}\right)\right|}{|\psi-\theta|} \frac{d \psi}{2 \pi}<\infty
$$

Prove that for every compact $K \subset I$, we have $\sup _{\theta \in K} \mid S_{N} f\left(e^{i \theta}\right)-$ $f\left(e^{i \theta}\right) \mid \rightarrow 0$.
10. (a) Suppose $\sum_{n \in \mathbb{Z}}\left|a_{n}\right|<\infty$. Prove that $\sum_{|n| \leq N} a_{n} e^{i n \theta} \equiv g_{N}(\theta)$ converges uniformly to a continuous function $g(\theta)$ on $\partial \mathbb{D}$.
(b) If $f$ is $C^{1}$ on $\partial \mathbb{D}$, prove that $\left(f^{\prime}\right)_{n}^{\sharp}=i n f_{n}^{\sharp}$.
(c) If $f$ is $C^{1}$ on $\partial \mathbb{D}$, prove that $\sum_{n \in \mathbb{Z}}\left(1+|n|^{2}\right)\left|f_{n}^{\sharp}\right|^{2}<\infty$.
(d) If $f$ is $C^{1}$ on $\partial \mathbb{D}$, prove that $\sum_{n \in \mathbb{Z}}\left|f_{n}^{\sharp}\right|<\infty$.
(e) If $f$ is $C^{1}$ on $\partial \mathbb{D}$, prove that $S_{N}(f)$ converges uniformly to $f$. (Hint: If $g$ is the uniform limit of $S_{N}(f)$, prove that $g^{\sharp}=f^{\sharp}$, and then that $f=g$.)

Remark. There exist $f^{\prime}$ 's in $C(\partial \mathbb{D})$ for which $\sum_{n \in \mathbb{Z}}\left|f_{n}^{\sharp}\right|=\infty$; see Problem 10(e) and the Notes to Section 6.7.
11. (a) Prove that $\{1, \cos \theta, \sin \theta\}$ is a Korovkin set in the sense discussed in Theorem 2.4.7. (Hint: $\left|e^{i \theta}-e^{i \theta_{0}}\right|^{2}$.)
(b) Use Korovkin's theorem to prove Fejér's theorem.
12. This shows that abelian summation, rather than Cesàro summation, provides uniform convergence of Fourier series, and so provides yet another proof of Theorem 3.5.3. Given $f$ a continuous function on $\partial \mathbb{D}$, define the Abel sum of the Fourier series for each $a>0$ by

$$
\begin{equation*}
\left(A_{a} f\right)\left(e^{i \theta}\right)=\sum_{n=-\infty}^{\infty} e^{-a|n|} f_{n}^{\sharp} e^{i n \theta} \tag{3.5.90}
\end{equation*}
$$

(a) Prove that

$$
\begin{equation*}
\left(A_{a} f\right)\left(e^{i \theta}\right)=\int_{0}^{2 \pi} P_{a}(\theta-\psi) f\left(e^{i \psi}\right) \frac{d \psi}{2 \pi} \tag{3.5.91}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{a}(\theta)=\frac{1-e^{-2 a}}{1+e^{-2 a}-2 e^{-a} \cos \theta} \tag{3.5.92}
\end{equation*}
$$

known as the Poisson kernel.
(b) Prove that $\left\{P_{a}(\theta)\right\}$ is an approximate identity as $a \downarrow 0$ (with an obvious extension of the notion to continuous $a$ rather than discrete $n$ ).
(c) Conclude that for any $f \in C(\partial \mathbb{D}), A_{a} f \rightarrow f$ uniformly as $a \downarrow 0$.

Remark. This proof of the second Weierstrass theorem is due to Picard [723]. In one of the first papers applying Lebesgue's theory, this approach was extended by Fatou [295] in his 1906 thesis. It had earlier been used by Lebesgue himself in proving uniqueness of Fourier coefficients. We will have a lot more to say about the Poisson kernel in Section 5.3 of Part 2A and Sections 2.4 and 3.1, and Chapter 5 of Part 3. Part 3 will discuss an analog of this problem for spherical harmonic expansions.
13. This provides another proof of Theorem 3.5.3. The approximate identity is simpler than Fejér's, although without the direct Fourier series interpretation.
(a) Let

$$
\gamma_{n}=\int_{-\pi}^{\pi}(1+\cos \theta)^{n} \frac{d \theta}{2 \pi}
$$

Prove that $W_{n}(\theta)=\gamma_{n}^{-1}(1+\cos \theta)^{n}$ is an approximate identity.
(b) For any continuous $f$, prove that $f * W_{n}$ is of the form $\sum_{j=-n}^{n} a_{j}^{(n)} e^{i j \theta}$. Conclude that Theorem 3.5.3 holds.

Remarks. 1. This proof of the second Weierstrass theorem is due to de la Vallée Poussin [229].
2. This is sometimes written as $W_{n}(\theta)=\tilde{\gamma}_{n}^{-1} \cos ^{2 n}\left(\frac{\theta}{2}\right)$.
14. This will prove that given any $f \in L^{1}\left(\partial \mathbb{D}, \frac{d \theta}{2 \pi}\right)$, there is a sequence of trigonometric polynomials (i.e, finite sums of $\left.e^{i j \theta}, j \in \mathbb{Z}\right), P_{n}\left(e^{i \theta}\right)$, so that (i) $\left\|P_{n}\right\|_{1} \leq 3\|f\|_{1}$; (ii) $P_{n}^{\sharp}(k)=f^{\sharp}(k)$ if $|k| \leq n$; (iii) $f^{\sharp}(k)=0$ if $|k| \geq 2 n$.
(a) Define the de la Vallée Poussin kernel, $V_{n}(\eta)$, by

$$
\begin{equation*}
V_{n}(\eta)=2 F_{2 n-1}(\eta)-F_{n-1}(\eta) \tag{3.5.93}
\end{equation*}
$$

where $F_{n}$ is the Fejér kernel. Prove that

$$
F_{n}^{\sharp}(j)= \begin{cases}1-\frac{|j|}{n+1} & \text { if }|j| \leq n  \tag{3.5.94}\\ 0 & \text { if }|j| \geq n+1\end{cases}
$$

and

$$
V_{n}^{\sharp}(j)= \begin{cases}1 & \text { if }|j| \leq n  \tag{3.5.95}\\ 2-\frac{|j|}{n} & \text { if } n+1 \leq|j| \leq 2 n-1 \\ 0 & \text { if }|j| \geq 2 n\end{cases}
$$

(b) Prove $\left\|V_{n}\right\|_{L^{1}} \leq 3$ for all $n$.
(c) If $P_{n}=V_{n} * f$, prove that $P_{n}$ has the properties (i)-(iii).

Remark. The de la Vallée Poussin kernel first appeared in his 1918 paper [230].
15. This will lead the reader through a proof of the classical Weierstrass approximation theorem (see Section 2.4) due to Landau [542]. The Landau kernel is defined by

$$
L_{n}(x)= \begin{cases}\gamma_{n}^{-1}\left(1-x^{2}\right)^{n}, & |x| \leq 1  \tag{3.5.96}\\ 0, & |x| \geq 1\end{cases}
$$

where

$$
\begin{equation*}
\gamma_{n}=\int_{-1}^{1}\left(1-x^{2}\right)^{n} d x \tag{3.5.97}
\end{equation*}
$$

(a) Prove that $2 \geq \gamma_{n} \geq C n^{-1}$ for some $C$. (Hint: $1-x^{2} \geq(1-|x|)$ and use $y=x / n$; Remark: In fact (see Theorem 15.2.2 of Part 2B), $\gamma_{n} \sim C n^{-1 / 2}$.)
(b) Prove that $L_{n}$ is an approximate identity for $\mathbb{R}$, so that if $f$ is a continuous function on $\mathbb{R}$ with compact support, then $f * L_{n} \rightarrow f$ uniformly.
(c) Let

$$
\begin{equation*}
\tilde{L}_{n}(x)=\gamma_{n}^{-1}\left(1-x^{2}\right)^{n} \quad \text { for all } x \tag{3.5.98}
\end{equation*}
$$

For $f$ continuous with $\operatorname{supp}(f) \subset\left[-\frac{1}{2}, \frac{1}{2}\right]$, prove that

$$
\begin{equation*}
\int f(y)\left[L_{n}(x-y)-\tilde{L}_{n}(x-y)\right] d y=0 \tag{3.5.99}
\end{equation*}
$$

for $x \in\left[-\frac{1}{2}, \frac{1}{2}\right]$.
(d) Conclude for such $f$ that $\tilde{L}_{n} * f \rightarrow f$ uniformly on $\left[-\frac{1}{2}, \frac{1}{2}\right]$. Prove that $\tilde{L}_{n} * f$ is a polynomial in $x$.
(e) If $f$ is a continuous function on $\left[-\frac{1}{2}, \frac{1}{2}\right]$, prove that there are $\alpha, \beta$ so $f(x)-\alpha x-\beta$ vanishes at $\pm \frac{1}{2}$, and conclude that $f$ is a uniform limit on $\left[-\frac{1}{2}, \frac{1}{2}\right]$ of polynomials in $x$.
(f) Prove the Weierstrass theorem for any interval.
16. Prove Theorem 3.5.15(b) when $0<\alpha<1$.
17. The Jackson kernel is defined by

$$
\begin{equation*}
J_{N}(\theta)=\gamma_{N}^{-1} F_{N}(\theta)^{2} \tag{3.5.100}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{N}=\int F_{N}(\theta)^{2} \frac{d \theta}{2 \pi} \tag{3.5.101}
\end{equation*}
$$

(a) Prove that $\left(J_{N}\right)_{k}^{\sharp}=1$ if $k=0$ and $=0$ if $k>2(N-1)$.
(b) Prove that if $f$ obeys

$$
\begin{equation*}
f_{j}^{\sharp}=0 \quad \text { for } 0<|j-k|<2(N-1) \tag{3.5.102}
\end{equation*}
$$

then

$$
\begin{equation*}
\left|f_{k}^{\sharp}\right| \leq(2 \pi)^{-1} \int J_{N}(x)|f(x)| d x \tag{3.5.103}
\end{equation*}
$$

(c) Prove that $\gamma_{N}>N / 2$. (Hint: Look at the Fourier coefficients of $F_{N}$.)
(d) For some constant, $c_{1}$, prove that

$$
\begin{equation*}
\left|J_{N}(x)\right| \leq \frac{c_{1}}{N^{3} x^{4}} \tag{3.5.104}
\end{equation*}
$$

(e) For some constant, $c_{2}$, prove that

$$
\begin{equation*}
\int_{-\pi}^{\pi} J_{N}(x)|f(x)| \frac{d \theta}{2 \pi} \leq c_{2}\left(N^{-2} \int|f(x)| d x+N^{-1} \sup _{|x| \leq N^{-1 / 4}}|f(x)|\right) \tag{3.5.105}
\end{equation*}
$$

(Hint: For $|x| \leq N^{-1}$, use $\int_{-\pi}^{\pi} J_{N}(x) \frac{d x}{2 \pi}=1$; for $N^{-1} \leq|x| \leq N^{-1 / 4}$, use (3.5.104) and $\int_{N^{-1}}^{N^{-1 / 4}} t^{-3} d t \leq N^{2}$; for $N^{-1 / 4} \leq|x| \leq \pi$, use (3.5.104) to see $\sup _{|x| \geq N^{-1 / 4}}\left|J_{N}(x)\right| \leq c_{2} N^{-2}$.)
(f) If $f$ is continuous and Lipschitz at some point and obeys (3.5.102), prove for some constant, $c_{3}$, that

$$
\begin{equation*}
\left|f_{k}^{\sharp}\right| \leq c_{3}\left(N^{-2}+o\left(N^{-1}\right)\right) \tag{3.5.106}
\end{equation*}
$$

(g) Prove that if $a b=1, a<1$, then $f_{a, b, \theta=0}$ is nowhere differentiable.

Remark. The Jackson kernel is named after Dunham Jackson (18881946), an American mathematician who spent most of his career at the University of Minnesota. He introduced his kernel in his 1912 dissertation done under Edmund Landau. The index on it is sometimes one-half the one used in this problem, so that in (3.5.102), twice the index is replaced by the index.


Figure 3.5.6. A tent function.
18. This problem will construct what is probably the simplest nowhere differentiable function (or perhaps the variant in the next problem). For $x \in \mathbb{R}$, let $Q(x)=2 \operatorname{dist}(x, \mathbb{Z})$, a period 1 "tent function" (see Figure 3.5.6). Let

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{1}{2^{n}} Q\left(2^{n} x\right) \tag{3.5.107}
\end{equation*}
$$

(a) Suppose $g$ is any function differentiable at some point $x$ and $y_{n} \leq$ $x \leq z_{n}$, where $y_{n} \neq z_{n}$ and $\lim _{n \rightarrow \infty}\left(z_{n}-y_{n}\right)=0$. Prove that

$$
\lim _{n \rightarrow \infty} \frac{g\left(z_{n}\right)-g\left(y_{n}\right)}{z_{n}-y_{n}} \rightarrow g^{\prime}(x)
$$

(b) Prove that $f$, given by the sum in (3.5.107), defines a continuous function on $\mathbb{R}$.
(c) Let $\mathbb{D}_{\ell}=\left\{j / 2^{\ell} \mid j \in \mathbb{Z}\right\}$ be the dyadic rationals of order $\ell$, and define for any $x \in \mathbb{R}$, $y_{\ell}(x), z_{\ell}(x) \in \mathbb{D}_{\ell}$ by $y_{\ell}(x)=2^{-\ell}\left[2^{\ell} x\right]$ and $z_{\ell}(x)=$ $y_{\ell}(x)+1 / 2^{\ell}$. Prove that $y_{\ell}(x) \leq x \leq z_{\ell}(x)$.
(d) For any $x$, prove that if $m \geq \ell$, then $Q\left(2^{m} y_{\ell}(x)\right)=Q\left(2^{m} z_{\ell}(x)\right)=0$.
(e) Let $\widetilde{R}(x)=2 \chi_{\left[0, \frac{1}{2}\right)}(x)-2 \chi_{\left[\frac{1}{2}, 1\right)}(x)$ and $R(x)=\sum_{n \in \mathbb{Z}} \widetilde{R}(x-n)$. For any $m<\ell$ and any $x \in \mathbb{R}$, prove that $2^{-m}\left[Q\left(2^{m} z_{\ell}(x)\right)-Q\left(2^{m} y_{\ell}(x)\right)\right]=$ $2^{-\ell} R\left(2^{m} x\right)$. (Hint: If $Q_{m}(x)=2^{-n} Q\left(2^{m} x\right)$, prove $Q_{m}(y)-Q_{m}(z)=$ $\int_{y}^{z} Q_{m}^{\prime}(w) d w$, where $Q_{m}^{\prime}$ exists for all but a discrete set of points, and then that on $\left[y_{\ell}(x), z_{\ell}(x)\right]$, we have (except for a discrete set) that $Q_{m}^{\prime}(x)=R\left(2^{m} x\right)$. Note that you'll need to give careful consideration to the case where $x \in \mathbb{D}_{\ell}$.)
(f) Let $q_{n}(x)=\left[f\left(z_{n}(x)\right)-f\left(y_{n}(x)\right)\right] /\left[z_{n}(x)-y_{n}(x)\right]$. Prove that $q_{n}(x)=$ $\sum_{j=0}^{n-1} R\left(2^{n} x\right)$ and conclude that $\left|q_{n+1}(x)-q_{n}(x)\right|=2$ for all $x$ and $n$. Show that $f$ is nowhere differentiable.

Remark. This function is due to Takagi [903] in 1903, although the example is sometimes named after van der Waerden who rediscovered it (with $2^{n}$ replaced by $10^{n}$ ) twenty-five years later. The function is sometimes called the blancmange function since its graph looks like the French dessert of that name (see Figure 3.5.7). This approach is from de Rham [237]. It is known that $\left\{x \mid f(x)=\sup _{y} f(y)\right\}$ is an uncountable set of Hausdorff dimension $\frac{1}{2}$; see Baba [43].


Figure 3.5.7. The Takagi function.
19. This has a variant of the Takagi function of Problem 18 due to McCarthy [645]. Let $g_{n}(x)=2 Q\left(\frac{1}{4} 2^{2^{n}} x\right)$, where $Q$ is the tent function of Problem 18. Let

$$
\begin{equation*}
f(x)=\sum_{n=1}^{\infty} 2^{-n} g_{n}(x) \tag{3.5.108}
\end{equation*}
$$

(a) Prove that $f$ is continuous.
(b) Prove that $g_{k}$ has constant slope $\pm 2^{2^{k}}$ on intervals of size $22^{-2^{k}}$ and has period $42^{-2^{k}}$.
(c) Given $k$ and $x$, pick $\Delta_{k} x= \pm 2^{-2^{k}}$ so $x$ and $x+\Delta_{k} x$ lie in a single interval where $g_{k}$ has constant slope. Prove this can be done and that, if $\left(\Delta_{k} h\right)=h\left(x+\Delta_{k} x\right)-h(x)$, then $\left|\Delta_{k} g_{k}\right|=1$.
(d) For $n>k$, prove that $\Delta_{k} g_{n}=0$. (Hint: The period of $g_{n}$ divides $\Delta_{k} x$.)
(e) For $n<k$, prove that $\left|\Delta_{k} g_{n}\right| \leq 2^{-2^{(k-1)}}$. (Hint: Look at $g_{n}^{\prime}$.)
(f) Prove that

$$
\frac{\sum_{n \neq k} 2^{-n}\left|\Delta_{k} g_{n}\right|}{\left|2^{-k} \Delta_{k} g_{k}\right|} \leq 2^{k+1} 2^{-2^{(k-1)}}
$$

(g) Prove that $\Delta f / 2^{-k} \Delta_{k} g_{k} \rightarrow 1$ as $k \rightarrow \infty$.
(h) Prove that $|\Delta f| /\left|\Delta_{k} x\right| \rightarrow \infty$ as $k \rightarrow \infty$ and conclude that $f$ is nowhere differentiable.

Remark. McCarthy seems to have been unaware of the work of Takagi and van der Waerden and, in turn, de Rham seems to have been unaware of McCarthy.
20. Prove that $\left\|C_{N} f\right\|_{\infty} \leq\|f\|_{\infty}$.
21. This problem will fill in the details of the proof of Theorem 3.5.17 and also prove (3.5.5).
(a) If $f$ is given by (3.5.66), verify (3.5.68) for $n=0, \pm 1, \pm 2, \ldots$
(b) Prove (3.5.70).
(c) Prove (3.5.71).
(d) Complete the proof of Theorem 3.5.17.
(e) Prove that $\sum_{n=0}^{\infty} \frac{1}{(2 n+1)^{2}}=\frac{\pi^{2}}{8}$. (Hint: Use (3.5.68) and (3.5.4).)
(f) If $S=\sum_{n=1}^{\infty} \frac{1}{n^{2}}$ and $E=\sum_{n=0}^{\infty} \frac{1}{(2 n+1)^{2}}$, prove that $S=E+\frac{1}{4} S$.
(g) Prove (3.5.5).
22. (a) Compute $g_{n}^{\sharp}$ if $g(\theta)=\left|\theta-\frac{\pi}{2}\right|$ on $[0,2 \pi]$.
(b) Verify that $\sum_{n=1}^{\infty} \frac{1}{n^{4}}=\frac{\pi^{4}}{90}$.
23. (a) Let $h$ be given on $[0,2 \pi]$ by

$$
h(\theta)= \begin{cases}\theta(\pi-\theta), & 0 \leq \theta \leq \pi \\ (\pi-\theta)(2 \pi-\theta), & \pi \leq \theta \leq 2 \pi\end{cases}
$$

Compute $h_{n}^{\sharp}$.
(b) Verify that $\sum_{n=1}^{\infty} \frac{1}{n^{6}}=\frac{\pi^{6}}{945}$.

Remark. Problem 4 of Section 9.2 of Part 2A will find $\sum_{n=1}^{\infty} \frac{1}{n^{2 k}}$ for all $k$ (in terms of rationals known as the Bernoulli numbers).
24. Suppose that for some $C, \alpha>0$, and $\varepsilon>0$, we have $0<x<y<\varepsilon$ or $0>x>y>-\varepsilon \Rightarrow|f(x)-f(y)| \leq C|x-y|^{\alpha}$, and that $\lim _{\delta \downarrow 0} f( \pm \delta) \equiv$ $f( \pm 0)$ exist. Let $\Delta=|f(+0)-f(-0)|$. Prove that

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty}\left[\sup _{|x| \leq \delta}\left(S_{n} f\right)(x)-\inf _{|x| \leq \delta} S_{n}(f)\right]=\left(\frac{2}{\pi} \int_{0}^{\pi} \frac{\sin s}{s} d s\right) \Delta
$$

showing that the Gibbs phenomenon is generally true at jumps.
25. This problem will prove Wirtinger's inequality: if $f\left(e^{i \theta}\right)$ is a $C^{1}$ realvalued function on $\partial \mathbb{D}$ with

$$
\begin{equation*}
f(1)=f(-1)=0 \tag{3.5.109}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|f\left(e^{i \theta}\right)\right|^{2} \frac{d \theta}{2 \pi} \leq \int_{0}^{2 \pi}\left|f^{\prime}\left(e^{i \theta}\right)\right|^{2} \frac{d \theta}{2 \pi} \tag{3.5.110}
\end{equation*}
$$

You'll also prove (3.5.110) if

$$
\begin{equation*}
\int_{0}^{2 \pi} f\left(e^{i \theta}\right) \frac{d \theta}{2 \pi}=0 \tag{3.5.111}
\end{equation*}
$$

(a) Compute $\left(f^{\prime}\right)_{n}^{\#}$ in terms of $f_{n}^{\sharp}$ and deduce (3.5.110) if (3.5.111) holds.
(b) Suppose next that

$$
\begin{equation*}
f\left(e^{i \theta}\right)=-f\left(e^{-i \theta}\right) \tag{3.5.112}
\end{equation*}
$$

Prove that (3.5.110) holds.
(c) Given any $f$ obeying (3.5.109), find $C^{1} g, h$ obeying (3.5.112) so $f \upharpoonright$ $\left\{e^{i \theta} \mid 0 \leq \theta \leq \pi\right\}=g \upharpoonright\left\{e^{i \theta} \mid 0 \leq \theta \leq \pi\right\}, f \upharpoonright\left\{e^{i \theta} \mid-\pi \leq \theta \leq 0\right\}=h \upharpoonright$ $\left\{e^{i \theta} \mid-\pi \leq \theta \leq 0\right\}$. Using (3.5.110) for $g$ and $h$, prove it for $f$.
(d) Prove that when (3.5.109) holds, equality holds in (3.5.110) only if $f\left(e^{i \theta}\right)=\sin \theta$.

Remark. (3.5.110) was noted by Wirtinger if either (3.5.109) or (3.5.111) holds, but he never published it. He mentioned it to Blaschke who included it in his famous book on geometric inequalities [95].
26. This problem will prove a version of the isoperimetric inequality: namely, if $\gamma(s)$ is a smooth simple closed curve in $\mathbb{R}^{2}$ of length $2 \pi$, then the area is at most $\pi$ with equality only for the circle. Without loss, we can suppose $\gamma$ is arclength parametrized, that is, $\gamma(s)=(x(s), y(s))$, for $0 \leq s \leq 2 \pi$, with

$$
\begin{equation*}
\left|x^{\prime}(s)\right|^{2}+\left|y^{\prime}(s)\right|^{2}=1 \tag{3.5.113}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|x^{\prime}(s)\right|^{2}+\left|y^{\prime}(s)\right|^{2} d s=2 \pi \tag{3.5.114}
\end{equation*}
$$

(a) Use Green's formula (see Section 1.4 of Part 3) to prove that

$$
\begin{equation*}
\text { Area within } \gamma=\int_{0}^{2 \pi} \frac{1}{2}\left(x(s) y^{\prime}(s)-x^{\prime}(s) y(s)\right) d s \tag{3.5.115}
\end{equation*}
$$

(b) Expanding $x, y$ in Fourier series and using $|\alpha \beta| \leq \frac{1}{2}|\alpha|^{2}+|\beta|^{2}$, prove that

$$
\text { Area within } \gamma \leq \frac{1}{2} \int_{0}^{2 \pi}\left(\left|x^{\prime}(s)\right|^{2}+\left|y^{\prime}(s)\right|^{2}\right) d s=\pi
$$

with equality only if $\gamma$ is a circle.
Remark. This simple proof of the isoperimetric inequality in dimension 2 is due to Hurwitz [440, 441] in work done in 1901-02. See Groemer-Schneider [370] and Groemer [369] for results in dimension higher than 2 using spherical harmonic expansions (see Section 3.5 of Part 3). In particular, Groemer [369] has many other results on applying Fourier series to geometric inequalities.
27. Prove that a function $f \in C(\partial \mathbb{D})$ is a uniform limit of polynomials in $z$ if and only if $\int_{0}^{2 \pi} e^{i n \theta} f\left(e^{i \theta}\right) \frac{d \theta}{2 \pi}=0$ for $n=1,2, \ldots$ (Hint: One direction is already in Proposition 2.4.4; for the other, use Fejér's theorem.)
28. (a) Let $P_{n}$ be a polynomial of degree $n$ in a complex variable $z$. Prove that

$$
-i P_{n}^{\star}\left(e^{i \theta}\right)=\int_{0}^{2 \pi} F_{n}(\theta-\varphi) e^{i n(\theta-\varphi)} P_{n}\left(e^{i \varphi}\right) \frac{d \varphi}{2 \pi}
$$

where

$$
F_{n}(\theta)=\sum_{j=-n+1}^{n-1}(n-|j|) e^{i j \theta}
$$

and $P_{n}^{\star}\left(e^{i \theta}\right)$ means $\frac{d}{d \theta} f(\theta)$ with $f(\theta)=P_{n}\left(e^{i \theta}\right)$ so $\left|P_{n}^{\star}\left(e^{i \theta}\right)\right|=\left|P_{n}^{\prime}\left(e^{i \theta}\right)\right|$.
(b) Find an explicit formula for $F_{n}$ (not as a sum) and prove $F_{n}(\theta) \geq 0$ and $\int F_{n}(\theta) \frac{d \theta}{2 \pi}=n$.
(c) Conclude that

$$
\sup _{\theta \in[0,2 \pi]}\left|P_{n}^{\prime}\left(e^{i \theta}\right)\right| \leq n \sup _{\theta \in[0,2 \pi]}\left|P_{n}\left(e^{i \theta}\right)\right|
$$

(This is known as Bernstein's inequality.)
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convex set 1: $119,373,377 ; 4$ : 435,472
convex subset 4: 447
convolution 1: 504, 514
convolution operator 3: 54, 600
Cooley-Tukey algorithm 1: 155
coordinate disk 3: 298, 308
coordinate map 2A: 256
coordinate patch 2A: 13; 3: 298
coordinate plane 3: 671
core 4: 520, 548
Cornu spiral 2A: 211, 214
cotangent bundle 2A: 14; 3: 350
Cotlar's lemma 3: 613
Cotlar's theorem 3: 539, 542
Cotlar-Knopp-Stein lemma 3: 608
Cotlar-Stein lemma 3: 613
Coulomb energy 1: 449; 3: 253; 4: 265
Coulomb potential 3: 243
countable additive 1: 233
countably additive set function 1: 209
countably infinite 1: 14
countably normed space 1: 496
countably subadditive 1: 681
Courant-Fischer theorem 4: 109
covariance 1: 618
covectors 2A: 14
covering map 2A: $22 ; \mathbf{4}$ : 407, 408, 413
covering space 2A: $22,23,571$
Cramer's rule 2A: 131; 4: 14, 23, 41, 164, 169, 170, 195, 653
Cramer's theorem 1: 666
creation operator 1: 525, 538
cricket averages 3: 46
critical Gabor lattice 3: 390
critical Lieb-Thirring inequality 3: 657
critical LT inequality 3: 668
critical point 2A: 104, 108, 264
critical value 2A: 264
Croft-Garsia covering lemma 3: 45, 50, 52
cross norm 4: 152
cross-ratio 2A: 275, 285
cross-section 2A: 17
$C^{*}$-algebra 4: $358,400,406,421,429$
$C^{*}$-identity 4: 39, 400
cubics 2A: 272
cumulative distribution function 1: 618
curve 1: 44,$51 ; 2 \mathbf{A}: 21,40$
cusp 2A: 161, 320, 325
cuts 2A: 262

Cwikel-Lieb-Rosenblum inequality 3: 657
cycles 2A: 25
cyclic 4: 432, 542
cyclic group 2A: 286
cyclic representation 4: 422, 423, 429, 433, 435, 437
cyclic subspace 4: 293, 301, 323, 664
cyclic vector 4: $293,303,323,345,447$
cyclic vector construction 4: 551
cyclicity of the trace 4 : 20
CZ kernel 3: 605
d'Alembert's formula 1: 599
Daniell integral 1: 229
Darboux's theorem 2A: 43
Daubechies construction 3: 425
Daubechies wavelets 3: 408, 430
Daubechies' theorem 3: 419, 428
Davies-Faris theorem 4: 632
de la Vallée Poussin kernel 1: 161
de la Vallée Poussin's theorem 3: 60
de Leeuw-Rudin theorem 3: 471, 472
de Moivre formula 2A: 59, 90
de Moivre's limit estimate 1: 641
de Moivre's martingale 3: 151
decomposition 4: 445
decreasing rearrangement 3: 29, 30
Dedekind cut 1: 9
Dedekind reciprocity 2A: 222
Dedekind sum 2A: 222
deficiency indices 4: 525, 557,570
deficiency indices $(1,1) 4$ : $557,593,640$
definite integrals 2A: 201
del bar notation 2A: 34
$\delta$-function 1: 494, 503
Denisov-Rakhmanov theorem 3: 293
dense orbits 3: 84
dense set 1: 43
dense subset 1: 4
density of states 3: 284
density of zeros 3: 284
dependent 1: 18
deRham's theorem 2A: 26
derivation 2A: 13
derivative 1: $363 ; \mathbf{2 A}$ : 9
derivatives of distributions 1: 506
determinant 2A: 6; 4: 13, 14, 165, 167, 232
determinate 1: 329 , 432
devil's staircase 1: 200
de Leeuw-Rudin theorem 3: 456

DFT 3: 339
diagonalizable 2A: 5; 4: 7
diagonalization trick 1: 12; $\mathbf{2 A}$ : 238
diamagnetic inequality $\mathbf{3}$ : 669; 4: 622, 627
Dieudonné's theorem 4: 208
difference operator 4: 658
differentiable 1: 363; 2A: 9
differentiable manifold 2A: 12
differential form 2A: 267
differentiation of the integral 1: 316
differentiation theorem 3: 53
dihedral group 2A: 286
dilation 3: 564; 4: 321
dilation theorem 4: 322
dimension 1: 19
Dini condition 3: 485
Dini's test 1: 138, 152
Dini's theorem 1: 231; 4: 182
Dini-type condition 1: 139
Diophantine approximation 1: 396; 3: 129
dipolar layer 3: 275
dipole layers 4: 115
dipole moment 3: 251
Dirac $\delta$-function 1: 494, 503
direct method of the calculus of variations 1: 452
direct sum 1: 177
direct sum of Banach spaces 1: 361
directed set 1: 96
Dirichlet algebra 4: 490
Dirichlet boundary conditions 4: 628, 665, 666
Dirichlet domain 3: 132
Dirichlet form 3: $622,629,630,652$
Dirichlet Green's function 3: 182, 184, 186
Dirichlet kernel 1: 140, 158
Dirichlet Laplacian 4: 226-228, 593, 594
Dirichlet principle 2A: 316; 3: 275, 276
Dirichlet problem 1: 592, 594, 608; 2A: 184, 186, 314, 317; 3: 181, 183, 208, 220-222, 227-229, 242, 261, $265,275,276,300,317 ; 4: 115$, $116,118,482$
Dirichlet problem for the ball 3: 188
Dirichlet-Heine theorem 1: 68, 367
Dirichlet-Neumann bracketing 4: 594
Dirichlet-Neumann decoupling 4: 595
discontinuous groups 2A: 335
discontinuous subharmonic function 3: 206
discrete eigenvalues 4: 111
discrete Fourier transform 1: 154
discrete Gaussian free field 1: 296
discrete group 4: 457
discrete Hardy inequality 3: 559
discrete Heisenberg group 3: 403
discrete Hilbert transform 3: 487, 542
discrete spectrum 4: 64, 68, 70, 192, 651, 668
discrete topology 1: 40
discriminant 2A: 514
distribution 1: 502, 520, 705; 3: 345
distribution function 1: 618; 3: 26, 33
distribution, positive 3: 210
distributional derivative 3: 323, 340; 4: 477, 523
distributional inequality 4: 627
distributional integral kernel 3: 605
distributional sense 4: 621
distributions equal near $x_{0}$ 3: 345
divided differences 2A: 102
divisor 2A: 3
Dixon's proof 2A: 142
dodecahedron 2A: 286
domain 3: 617; 4: 518
domain of holomorphy $\mathbf{2 A}$ : 409
domain of self-adjointness 4: 520
dominant measure 4: 306
dominant vector 4: 306
dominated convergence 4: 626
dominated convergence for $L^{p}$ 1: 247
dominated convergence theorem 1: 242, 302, 552; 2A: 183; 3: 5, 446, 465, 504,$635 ; 4: 276,532,552$
dominating subspace 1: 418
Donsker's theorem 1: 328
Doob decomposition theorem 3: 155
Doob martingale inequality 3: 83
Doob maximal inequality 3: 48
Doob's inequality 3: 152, 161, 601
Doob's upcrossing inequality 3: 165
double point 2A: 260
double-layer potentials 3: 275
doubling map 3: 69
doubly connected 2A: 151, 233
doubly connected region $2 \mathbf{A}: 357,360$
doubly homogeneous space 3: 496
doubly periodic 2A: 513
doubly periodic function $\mathbf{2 A}$ : 501
doubly stochastic map 3: 70
doubly stochastic matrices 4: 144
doubly substochastic 4: 138
dressing and undressing 3: 128
dss 4: 138
dual 1: 422
dual basis 4: 11
dual indices 3: 5
dual lattice 1: 573
dual pair 1: 437, 443
dual space 1: 122, 358
duality 2A: 230
duality for $H^{p}$ 3: 518
duality for $L^{p}$ 1: 270
duality for Banach lattices 1: 261
duality for Banach spaces 1: 259
Duhamel's formula 3: 649
Dunford's theorem 2A: 85
Dunford-Pettis theorem 1: 274, 275; 3: 617, 626, 662
duplication formula 2A: 510
dyadic cube 3: 591
dyadic filtration 3: 592
dyadic Hardy-Littlewood martingale 3: 151
dyadic Lorentz norm 3: 557
dyadic rational 1: 55
edge of the wedge theorem $\mathbf{2 A}$ : 195
Egorov's theorem 1: 244, 250, 251
eigenfunction 4: 593
eigenjump 4: 121
eigennilpotent 1: 23; 4: 7, 23, 65
eigenprojection 1: 23; 4: 7, 22, 65
eigenvalue 1: 22,$24 ; \mathbf{2 A}: 5$
eigenvalue moment 3: 657
eigenvalue perturbation theory 4: 646, 655
eigenvalues 3: 339; 4: 22, 23, 46, 114, $134,185,593,661$
eigenvalues in gaps 4: 342
eigenvector 1: 24; 4: 9, 22, 166
Eisenstein series 2A: 504, 518
ellipse 2A: 348
elliptic curve 2A: 261, 502, 509
elliptic differential operators 4: 217
elliptic equation 1: 588
elliptic FLT 2A: 278, 289, 291, 293
elliptic function $\mathbf{2 A}$ : $135,512,543$
elliptic function theory 3: 391
elliptic integral 2A: 341, 418, 502, 516, 522, 536
elliptic modular function $\mathbf{2 A}$ : 325,346 , 355, 542, 571, 573
elliptic PDO 3: 352
elliptic regularity 3: 350, 352
elliptic regularity for elliptic $\Psi$ DO 3 : 365
elliptic Riemann surface 3: 307
elliptic symbol of order $m$ 3: 365
end-cut 2A: 321
endpoints 2A: 40
energy 1: 449; 2A: 19
entire function $\mathbf{2 A}: 83,134,135,459 ; \mathbf{3}$ : 218; 4: 177
equicontinuity 1: 75; 4: 29
equicontinuous 1: 70; 4: 94
equidistributed 3: 98, 102, 128
equidistribution 3: 106
equilibrium measure 1: $449,450,587$; 3: 11, 253, 256, 281, 285, 286, 296
equimeasurable 3: 29, 30, 36, 547, 548
equivalence class 3: 3; 4: 3
equivalence relation 1: 3; 3: 3; 4: 3
equivalent compact morphisms 4: 407
equivalent norms 1: 358; 4: 359, 374, 403
ergodic 3: 93
ergodic Jacobi matrices 3: 296, 297
ergodic measurable dynamical system 3: 89
ergodic measure 3: 71, 72
ergodic theorem 3: 72, 73
ergodic theory 3: 539
ergodicity 3: 86
Erlangen program 2A: 282
Erlanger program 4: 444
essential singularity 2A: 125, 127
essential spectrum 4: 193, 666
essential support 3: 280
essentially self-adjoint 4: 520, 553,560 , $565,611,631,640-642$
Euclidean algorithm 2A: 8, 304, 306
Euclidean inner product 1: 114
Euler duplication formula 2A: 437
Euler gamma function 1: 583
Euler polynomials 2A: 443
Euler product formula $\mathbf{2 A}: 387,393$, 396, 467
Euler reflection formula $\mathbf{2 A}$ : 413,423 , 424, 427, 429
Euler spiral 2A: 211, 214, 220
Euler's formula $\mathbf{2 A}$ : 55,59 ; 3: 232

Euler-Lagrange equation 1: 451
Euler-Maclaurin expansion 1: 569
Euler-Maclaurin series 2A: 434, 438, 441, 444
Euler-Maclaurin summation formula 1: 567
Euler-Mascheroni constant 2A: 410, 420, 444; 4: 506
Euler-Wallis equations 2A: 297, 303, 304; 4: 240
Euler-Wallis recursion 2A: 297
event 1: 618
eventually 1: 39,96
Ewald's method 1: 567
exact dimension 1: 693
exceptional orthogonal polynomials 4 : 255
existence for ODEs 1: 469
existence result 4: 635
expectation 1: 618
exponent of convergence $\mathbf{2 A}$ : 460,462
exponential decay 2A: 557
exponential distribution 1: 620, 623
exponential functions 2A: 203
exponential Herglotz representation 4: 340
extended maximum principle 3: 264, 266, 274
extension 4: 520, 581
exterior algebra 2A: 285
exterior ball condition 3: 229, 232
exterior cone condition 3: 230
exterior Dirichlet problem 3: 266, 307, 317
exterior Green's function $\mathbf{2 A}$ : 324
exterior potential 2A: 324
exterior problem 3: 266, 267
exterior Szegő function 4: 277
extreme point 1: 459; 3: 72, 84, 87; 4: $435,437,447,472,492,650,659$, 660
$F_{\sigma}$ 1: 58
F. and M. Riesz theorem 3: 455, 456
F. and R. Nevanlinna theorem 3: 442, 450, 470
f.i.p. 1: 64

Faber-Fekete-Szegő theorem 3: 291; 4: 264
Fabry gap theorem 2A: 243
face 1: 460
factorizable perturbation 4: 579, 580
factorization 4: 445
Faltung 1: 514
Farey series 2A: 332
Farey tesselation 2A: 332
fast Fourier transform 1: 154
Fatou set 2A: 243
Fatou's lemma 1: 240, 251, 302; 3: 5, $273,423,450,452,462,465$
Fatou's theorem 3: 450
Favard's theorem 4: 233, 235-237, 239, 241, 268, 271, 301, 302, 328
Favard's theorem for the unit circle 4 : 284
FBI transform 1: 538
Fefferman duality 3: 526
Fefferman duality theorem 3: 523, 536
Fefferman-Stein decomposition 3: 524, 527, 536, 538
Fejér kernel 1: 142, 145; 3: 7, 52, 57, 495
Fejér's theorem 1: 139, 154, 160; 3: 7, 457; 4: 286, 491
Fejér-Riesz theorem 3: 426, 434; 4: 317, 321
Fekete set 4: 263, 265
fermions 3: 653
Feynman-Hellman theorem 4: 26, 27, 646
Feynman-Kac formula 1: 326; 4: 612, $623,625,626,630$
FFT 1: 154
Fibonacci numbers 2A: 91
field of fractions $\mathbf{2 A}$ : 129
filters 1: 99
filtration 3: 147
final subspace 1: 175; 4: 75, 542
fine topology 3: 276
finer topology 1: 43
finite approximable operator 4: 91
finite bordered Riemann subsurface $\mathbf{3}$ :

$$
301,311,315
$$

finite gap set 3: 289
finite group 4: 443
finite intersection property 1: 64
finite Jacobi matrices 4: 236
finite matrix approximation 4: 652, 654
finite measure 1: 233; 3: 510, 512
finite multiplicity 4: 670
finite order 2A: 459, 462
finite parts 1: 512
finite propagation speed 1: 603
finite rank 4: 35, 96
finite rank operator 4: 91, 99, 142, 663
finite rank residues 4: 195
finite simple graph 3: 631
finite volume 3: 119
finite-dimensional 1: 18
finite-dimensional complement 4: 202
finite-dimensional TVS 1: 359
finitely additive set function 1: 191
FIO 3: 367
first Baire category 1: 228, 404
first Beurling-Deny criterion 4: 627
first countable space 1: 52
first resolvent equation 4: 524
first-order Euler-Maclaurin series 2A: 432
fixed circle 2A: 288
fixed point 1: 468; 2A: 274, 291
fixed point theorems 1: 468
flow 2A: 14
flow equation 2A: 14
FLT 2A: 255, 274, 277, 280, 284, 326
Fock space 1: 532, 533, 538; 3: 9, 385, 393, 402
Foias-Nagy commutant lifting theorem 4: 322
Ford circle 2A: 304
forensic accounting 3: 100
form bounded 4: 579
form closure 4: 585
form compact perturbation 4: 663
form core 4: 577, 620, 621
form domain 3: 617; 4: 579
form of a self-adjoint operator 4: 575
form sum 4: $578,611,620$
form-bounded perturbation 4: 579
formal product 2A: 65
formal symbol 3: 358
Fourier analysis 1: 149; 4: 385, 419, 467
Fourier coefficients 2A: 132; 3: 489
Fourier expansion 1: 131; 3: 447; 4: 418
Fourier integral operator 3: 320, 352, 366, 367
Fourier inversion 4: 384
Fourier inversion formula 1: 510,546 , $562 ; \mathbf{3}: 8,504 ; 4: 449,458,462$
Fourier inversion theorem 1: 516, 517, 542, 546
Fourier multiplier 3: 598, 599
Fourier series 1: 137; 2A: 134; 3: 6, 21, 502

Fourier series coefficients 3: 398
Fourier series expansion 4: 96
Fourier transform 1: 508; 2A: 124, 557; 3: $6,7,244,247,374,416,498$, 502-504, 506, 514, 566, 599, 680; 4: 28, 385, 578
Fourier transforms of a measure 1: 552
Fourier transforms of Gaussians 1: 509
Fourier transforms of powers 1: 583
Fréchet derivative 1: 363
Fréchet differentiable 1: 363, 473
Fréchet metric 1: 496, 500
Fréchet space 1: 497, 501, 539
fractal 1: 701
fractional derivatives 3: 566
fractional Laplacian 3: 666
fractional linear transformation $\mathbf{2 A}$ : 255, 274
fractional part 1: 2; 4: 2
fractional parts of $x \mathbf{2 A}$ : 2
fractional Sobolev space 3: 566, 569, 582
frame 3: 395, 396, 398, 400, 402, 403
Fréchet differentiable 4: 169, 172
Fréchet space 2A: 229, 230, 233; 3: 6, 442
Fredholm alternative 4: 111, 113, 116, 117
Fredholm determinant 4: 167, 174, 186
Fredholm formulae 4: 191
Fredholm integral equation 4: 116
Fredholm kernel 4: 174
Fredholm minor 4: 175
Fredholm operator 4: 203, 204, 207, 209, 216, 218
Fredholm theory 3: 275; 4: 118, 172, 191, 192, 199
free Green's function 3: 181, 252
free Laplacian semigroup 3: 618
frequency module 4: 419
frequently 1: 39, 96
Fresnel functions 2A: 211, 214
Fresnel integrals 2A: 210, 211
Friedrichs extension 4: 227, 574, 587, 593, 600, 651
Friedrichs solution 4: 659
Frobenius' theorem 4: 387
Frostman's theorem 3: 256, 274
Fubini's theorem 1: 284, 288, 304, 584; 2A: 10; 3: $253 ; 4: 455,460,462$
Fubini-Tonelli theorem 1: 288

Fuchsian group 2A: 256, 325, 331; 3: 126, 132
function algebra 4: $360,366,375,471$, 472, 474, 489-492
function separable 1: 248
functional calculus 4: 69, 219, 288, 620
functional equation for $\Gamma \mathbf{2 A}$ : 411
functional equation for the Jacobi theta function 1: 558
fundamental cell 2A: 491, 507
fundamental criterion for self-adjointness 4: 526
fundamental criterion for unbounded self-adjoint operators 4: 568
fundamental domain 2A: 487
fundamental group 2A: 22
fundamental lifting theorem 2A: 571
fundamental solution 1: 589, 606
fundamental theorem of algebra 2A: 84, 87, 88, 97, 116, 118; 3: 280
fundamental theorem of calculus 1: 30 , $33,194,232 ; \mathbf{2 A}: 9,45 ; \mathbf{3}: 581$
fundamental theorem of complex analysis 2A: 81
fundamental theorem of potential theory 3: 274
Furstenberg topology 1: 50
Furstenberg's theorem 3: 295
Furstenberg-Kesten theorem 3: 133, 144, 295
$G_{\delta}$ 1: 58
Gabor analysis 3: 386
Gabor frame 3: 403
Gabor lattice 3: 385, 390, 394, 396, 397, 401
Gagliardo-Nirenberg inequality 3: 570-573, 582, 586, 658, 660; 4: 674, 676
Galois group 2A: 286
gamma function 1: 291; 2A: 208, 403, 410, 419
Gateaux derivative 1: 364
gauge 1: 380
gauge invariance 2A: 267
gauge potential 4: 622
gauge transformation 4: 622, 628
Gauss map 3: 113, 123, 124
Gauss measure 3: 109, 112, 113, 123, 124, 652
Gauss multiplication formula $\mathbf{2 A}$ : 413, 423

Gauss semigroup 3: 630
Gauss' criteria 2A: 61
Gauss' theorem 2A: $16,188,317 ; \mathbf{3}: 17$, 197
Gauss-Bonnet theorem 4: 217
Gauss-Green theorem 2A: 68
Gauss-Kuzmin distribution 3: 103
Gauss-Kuzmin theorem 3: 103, 110
Gauss-Kuzmin-Wirsing operator 3: 111, 125
Gauss-Lucas theorem 2A: 102
Gaussian 1: 595
Gaussian coherent states 3: 374
Gaussian curvature 3: 682, 685
Gaussian distribution 1: 619
Gaussian integral 1: 286; 2A: 208, 437
Gaussian measure 1: 286; 3: 641, 643, 655
Gaussian probability distribution 4: 625
Gaussian process 1: 298, 328
Gaussian sums 2A: 223
Gaussians 3: 566
Gegenbauer polynomial 3: 241
Gel'fand isomorphism 4: 332
Gel'fand spectrum 4: 371, 373, 389, 392, 418, 449
Gel'fand theory 4: 332, 410
Gel'fand topology 4: 371, 386, 400, 456-458, 467
Gel'fand transform 4: 372, 385, 386, 388, 401
Gel'fand-Naimark theorem 4: 401, 405, 421, 424, 428
Gel'fand-Naimark-Segal construction 4: 423
Gel'fand-Pettis integral 1: 337
Gel'fand-Raikov theorem 4: 431, 437
Gel'fand's question 3: 95, 97, 99
general linear group 1: 352 , 488
general measure theorey 1: 300
generalized Bernoulli shift 3: 93
generalized convergence 1: 98
generalized Dirichlet problem 3: 265
generalized eigenvectors 4: 65
generalized functions 1: 512
generalized Hardy inequality 3: 551
generalized Laguerre polynomials 4: 244
generalized Sobolev spaces 3: 566
generalized state 4: 422
generalized Stein-Weiss inequality $\mathbf{3}$ : 563
generate 4: 376
generating function $\mathbf{2 A}$ : 91
generator 3: 616; 4: 550
generic sets 1: 396
genre 2A: 469
genus 2A: 262, 462, 472
geodesic 2A: 19
geodesic equation $\mathbf{2 A}$ : 19
geodesic flow 3: 104, 116, 118, 126
geodesic parameterization $\mathbf{2 A}$ : 19
geodesically complete $\mathbf{2 A}$ : 20
geodesics 3: 118
geometric distribution 1: 619, 623
geometric measure theory 1: 700
geometric multiplicity 1: $23 ; \mathbf{2 A}: 6 ; 4$ : 7, 65, 111
germ 2A: 565, 566
Geronimus-Wendroff theorem 4: 272
Geronimus-Wendroff theorem for OPRL 4: 283
Gibbs phenomenon 1: 148, 156
Gibbs state 3: 654
Glauber dynamics 3: 654
Glauber-Sudarshan symbol 3: 378, 386
Gleason part 4: 490, 493
gliding hump method 1: 413
global analytic function $\mathbf{2 A}$ : 54,565
GNS construction 4: 400, 423, 428, 434
Golay-Rudin-Shapiro sequence 4: 369
golden mean 2A: 91, 306
Goldstine's lemma 1: 442, 444, 457
Goursat argument 2A: 66
Grace-Lucas theorem 2A: 102
Gram determinant 1: 135
Gram-Schmidt 1: 132, 133; 3: 408
gramian 2A: 457
graph 1: 401; 4: 518
graph Laplacian 3: 631
graph of an operator 4: 519
greatest integer less than $x \mathbf{2 A}$ : 2
greatest lower bound 1: 9, 259
Green's formula 3: 215
Green's function 1: 584, 590; 2A: 324, 365,370 ; 3: 11, 181, 182, 197, 205, $228,231,253,259,266,276,279$, $302,303,308,310,314,315 ; 4$ : 106, 261, 262, 563
Green's function with a pole 3: 271

Green's function with a pole at infinity 3: 259
Green's theorem 2A: 16; 3: 16
Gronwall's method 1: 472
Gross' theorem 3: 636
Gross-Nelson semigroup 3: 636, 638, 639, 641, 642
Grossmann-Morlet-Paul theorem 3: 380
ground state 4: 676
ground state representation 3: 622
group algebras 4: 361
group determinants 4: 444
group extension 3: 107
group representation 3: 379
Gudermann's series 2A: 448

Haar basis 3: 408-410, 434; 4: 98, 100, 349
Haar function 3: 384
Haar measure 1: $342,349,352,476$, 546; 3: 101, 118, 378, 380, 383, 389, 549; 4: 362, 368, 384, 399, $420,448,454,458,461$
Haar probability measure 4: 418
Haar wavelet 3: 384, 408, 424
Hadamard factorization theorem 2A: 464, 473; 4: 184
Hadamard gap theorem 2A: 58, 64
Hadamard lacunary 2A: 64
Hadamard product formula $\mathbf{2 A}$ : 393, 462, 464, 466
Hadamard theorem 4: 185
Hadamard three-circle theorem 2A: 116, 174; 3: 441
Hadamard three-line theorem 2A: 174
Hadamard's inequality 4: $174,177,178$
Hahn decomposition 1: 259; 3: 65; 4: 83, 398
Hahn decomposition theorem 1: 268
Hahn-Banach theorem 1: 414, 417, 420, $424,427,458,475,486,590,607 ;$ 2A: 231; 3: $75,519,537,538 ; 4$ : $28,48,219,424,426,470,473,475$, 481, 484, 522
Hahn-Hellinger theory 4: 313
Hahn-Mazurkiewicz theorem 1: 205
half-space, Poisson kernel 3: 186
half-strip 2A: 340
Halmos' theorem 1: 211
Hamburger moment 4: 644, 646, 647

Hamburger moment condition 4: 633, 634
Hamburger moment problem 1: 330; 4: $633,651,652,656,658$
Hamburger moment theorem 1: 428
Hankel function 4: 686
Hankel matrices 4: 218
Hankel matrix 1: 330; 3: 535, 537, 538
Hankel transform 3: 245
Hardy space 3: 440, 444
Hardy space of bounded mean oscillation 3: 520
Hardy's convexity theorem 3: 441, 444
Hardy's inequality 3: 323, 335, 458, $544,550,557,558,560,564,669 ; 4$ : 567, 568
Hardy's uncertainty principle 3: 324, 326
Hardy's variational principle 3: 325
Hardy-Littlewood maximal function 3: $41,53,59,446,478,503$
Hardy-Littlewood maximal inequality 3: 41, 48, 52, 55, 77, 83, 90, 91, $147,158,167,539,592$
Hardy-Littlewood maximal theorem 3: 151
Hardy-Littlewood theorem 3: 83
Hardy-Littlewood-Sobolev inequality 3: 335, 544
harmonic conjugate 2A: 181; 3: 505
harmonic distribution 3: 193
harmonic function 2A: 35, 183, 184, 186, 257, 267, 314; 3: 178, 179, 184, 189, 196, 211, 215, 217, 223, 233, 239, 256, 261, 266, 276, 288, 299, 300, 302, 307, 317, 441, 481, 505; 4: 476
harmonic homogeneous function 3: 233
harmonic homogeneous polynomial 3: 239
harmonic measure 3: 182, 265, 267, 272, 274; 4: 267, 475, 481
harmonic oscillator basis 1: 524
harmonic polynomial 3: 233, 234
Harnack related 4: 493
Harnack's inequality 3: 195, 265, 299, $314,318,544 ; 4: 484,490,493$
Harnack's principle 2A: 187; 3: 196, 223, 317
Hartman's theorem 3: 538
Hartogs' ball theorem 2A: 584

Hartogs' theorem 2A: 581, 584
Hartogs-Rosenthal theorem 2A: 157; 4: 470, 477, 489
Hausdorff $s$-dimensional measure 1: 689
Hausdorff dimension 1: 688; 3: 254, 277, 290, 329
Hausdorff dimension theory 3: 679
Hausdorff measure 1: 700; 3: 274
Hausdorff moment problem 1: 330; 4: 633
Hausdorff moment theorem 1: 332
Hausdorff outer measure 1: 687
Hausdorff separation axiom 1: 60
Hausdorff space 1: 53, 61, 64; 4: 28
Hausdorff-Besicovitch dimension 1: 700
Hausdorff-Young inequality 1: 549, 563 ; 3: 170, 335, 342, 544, 565, 583
heat equation 1: 592, 610,611
heat kernel 1: 592
Heine-Borel theorem 1: 73
Heinz-Loewner theorem 4: 606
Heisenberg commutation relation 3: 322
Heisenberg group 3: 321, 336, 382, 397, 407, 614
Heisenberg uncertainty principle 3: 321, 323, 335
Hellinger-Toeplitz theorem 1: 402; 4: 516
Helly selection theorem 1: 424
Helmer's theorem 2A: 406, 409
Helmholtz equation 1: 591, 594
Herglotz function 1: 434; 2A: 236, 237, 239; 3: 287, 499; 4: 353
Herglotz representation 3: 287, 297, 459, 463, 498-500, 513; 4: 331
Herglotz representation theorem 1: 465, 565; 4: 648
Herglotz theorem 3: 467, 498
Hermite basis 3: 8, 323, 327
Hermite coefficient 1: $528,530,537$
Hermite differential equation 4: 244
Hermite expansion 1: $528,530,541$
Hermite polynomial 1: 290, 527
Hermite polynomials 4: 243, 247
Hermite semigroup 3: 630
Hermite-Padé approximation 1: 434
Hermitian 1: 402; 4: 521, 522, 526, 541, $553,555,577$
Hermitian operator 4: 519, 575, 588, 634
Hessian matrix 1: 377

Hilbert cube 1: $59,62,63,67,91,293$, 309, 478, 479
Hilbert inequality 3: 487
Hilbert space 1: 113,$117 ; 4: 28,71,99$, 111, 203
Hilbert transform 3: 62, 449, 473, 476, 487, 488, 493, 496, 498, 505, 508, $509,512,514,522,539,544,568$, 588, 599; 4: 216
Hilbert-Fredholm kernel 4: 191
Hilbert-Fredhom formulae 4: 192
Hilbert-Schmidt 3: 626; 4: 178, 180, 192
Hilbert-Schmidt expansion 4: 175
Hilbert-Schmidt ideal 4: 137
Hilbert-Schmidt integral kernels 4: 95
Hilbert-Schmidt kernel 4: 96, 186
Hilbert-Schmidt norm 2A: 331; 4: 668, 685
Hilbert-Schmidt operator 4: 96, 106, $108,143,145,153,154,160,440$, 680
Hilbert-Schmidt perturbations 4: 345
Hilbert-Schmidt theorem 1: 175; 4: $102,109,115,119,132,226,441$
Hirschmann uncertainty principle $\mathbf{3}$ : 334
HLS inequality 3: 559, 562, 676, 682
HMO 3: 519, 520, 524, 535
Hölder continuous 1: 76, 139, 146, 147, 324; 3: $574,671,673,685 ; 4: 369$, 507
Hölder continuity 3: 483
Hölder dual index 4: 146
Hölder's inequality 1: $246,368,370$, 381, 382, 570, 2A: 176; 3: 4, 40, 440, 466, 492, 519, 544, 572, 587, 644,649 ; 4: 30, 134, 150, 532
Hölder's inequality for trace ideals 4 : 134, 150
holomorphic function $\mathbf{2 A}: 30,31,34$, $35,46,67,69,89$
holomorphic iff analytic 2A: 81
holomorphic one-forms $\mathbf{2 A}$ : 588
holomorphically simply connected $\mathbf{2 A}$ : 71, 150, 311
homeomorphism 1: 39
homogeneous 4: 572
homogeneous harmonic function 3: 239
homogeneous harmonic polynomial 3: 245, 247
homogeneous polynomial 3: 236, 252
homogeneous Sobolev estimates 3: 570, 582, 584, 588
homogeneous space 1: 105; 3: 493
homologous chains 2A: 25, 140
homologous to zero 2A: 140
homology 2A: 24
homology group 2A: 25, 142
homotopic 2A: 21
homotopic curves 2A: 75
homotopy 2A: 21
homotopy classes 2A: 21
homotopy group 2A: 22
homotopy invariance of index 4: 209
Hopf fibration 2A: 287
Hopf's geodesic theorem 3: 119, 125
Hopf-Kakutani-Yoshida maximal ergodic theorem 3: 74, 76
Hopf-Rinow theorem 2A: 20
Hörmander's condition 3: 370
Hörmander's inequality 1: 607
Hörmander's theorem 3: 370
Hörmander-Mikhlin multiplier theorem 3: 599
Horn's inequality 1: 394; 4: 134, 135
$H^{p}$-duality 3: 517
hsc 2A: 71, 150, 151, 311
$h_{s}$-continuous 1: 693
$h_{s}$-singular 1: 693
hull 4: 386, 414, 418, 504, 505
hull-kernel topology 4: 386, 389, 412
Hunt interpolation theorem 3: 546, 555, 561
Hunt-Marcinkiewicz interpolation theorem 3: 553,561
Hurewicz's theorem 2A: 25, 26, 142, 587
Hurwitz's theorem 2A: 245, 312, 356, 385, 576; 3: 443
Husimi symbol 3: 378, 386
Huygens' principle 1: 603
HVZ theorem 4: 666
hydrogen atom Hamiltonian 4: 532
hyperbolic equation 1: 588
hyperbolic FLT 2A: 278, 288, 291, 293
hyperbolic geodesics 2A: 334
hyperbolic Riemann surface 3: 104, 116, $307,308,310,311,314,317,318$
hyperbolic systems 3: 371
hyperbolic tiling 3: 127
hyperbolic triangle 2A: 325, 330, 334
hypercontractive 3: 624
hypercontractive semigroup 3: 618, 623 , 637; 4: 627
hypercontractivity 3: $615,636,646$, 647, 656; 4: 627
hypercube 3: 190
hypergeometric functions 4: 244, 251
hyperinvariant subspace 4: 117
hypermaximal Hermitian 4: 554
hyperplane 1: 454; 2A: 574
hyperspherical polynomial 3: 241
hypersurface 3: 16, 232
hypoelliptic operator 3: 370
icosahedron 2A: 286
ideal 1: 28; 4: 92, 94, 365, 366, 504
idempotent 4: 36
identically distributed random variables 1: 621
identity 4: 358
identity principle 3: 190
identity principle for harmonic functions 3: 190
identity theorem 2A: 54
iid random variables 3: 93, 100
iidrv 1: 621, 629
implicit function theorem 1: 474; 2A: 10, 105; 4: 5
incomplete family 3: 390
independent 1: 18, 421, 620, 621
independent functions 1: 629
independent random variables 3: 10
indeterminate 1: 329,$435 ; 4: 232,641$, 644, 647, 651, 652, 656
index 4: 204, 216, 217
index one 4: 66
indicator functions 1: 621, 622
indicatrix 1: 317; 2A: 28
indiscrete topology 1: 40
individual ergodic theorem 3: 73
induced metric 1: 497
induced order 1: 418
inductive limit 1: 708, 711
inequalities among operators 4: 581
inf 1: 9, 89
infinite matrices 4: 56, 99
infinite multiplicity 4: 661
infinite product measure 1: 293
infinite products 2A: 385
infinite sums 2A: 212
infinitely divisible 1: 658

Ingham's Tauberian theorem 4: 499, 504, 505, 510
inhomogeneous Sobolev estimates 3: 572, 655, 665
initial subspace 1: 175; 4: 75, 542
inner content 4: 596
inner function 3: 469, 516
inner product 2A: 6
inner product space 1: 24,$110 ; 4$ : 8
inner regular 1: 236
inner regularity 1: 251
inner-outer factorization 3: 469, 470
integral equation 4: 41, 56
integral kernel 1: 531; 4: 159
integral operator 4: 158
integral part 1: 2; 4: 2
interacting quantum fields 3: 651
interior 1: 4, 38
interlace 3: 281
intermediate value theorem 1: 33, 73
interpolation 3: 15, 518, 615
interpolation estimates 3: 597
intrinsic hypercontractivity 3: 644, 653
intrinsic semigroup 3: 622, 623; 4: 627
intrinsic ultracontractivity 3: 625, 644
intrinsically hypercontractive 3: 626
intrinsically hypercontractive semigroup 3: 623
intrinsically supercontractive 3: 646
intrinsically ultracontractive 3: 626, 646
intrinsically ultracontractive semigroup 3: 623
invariance of index 4: 220
invariant 1: 481
invariant measure 3: 65, 68
invariant nest 4: 121, 124
invariant probability measure 3: 112
invariant subspace 1: 20, 24; 3: 516; 4: $20,38,117$
invariant subspace for $A$ 1: 481
inverse Fourier transform 1: 508; 3: 7
inverse function theorem 2A: 10
inverse mapping theorem 1: 401, 472; 4: 48
inverse Szegő recursion 4: 272
invertible 4: 67
invertible maps 4: 204
involution 4: 392
irrational rotations 3: 94
irreducible 1: 675
irreducible group representation 3: 379
irreducible polynomial 4: 445
irreducible representation 4: 431
irrep 4: 431, 437, 441, 443, 447, 448
isolated singularity 2A: 124
isometric circle 2A: 289
isomorphic dynamical system 3: 69
isoperimetric property 1: 167
isospectral torus 3: 293

Jackson kernel 1: 163
Jacobi amplitude function 2A: 539
Jacobi differential equation 4: 245
Jacobi elliptic function 2A: 342, 497, 522, 529
Jacobi matrix 4: 196, 233, 302, 636, $640,652,654,666,679,683$
Jacobi operator 4: 684
Jacobi parameters 3: 281, 283, 292; 4: 196, 230, 232, 237-241, 268, 302, 636
Jacobi polynomials 4: 243, 247, 251, 252
Jacobi theta function 1: 558,$612 ; \mathbf{2 A}$ : 528; 3: 391, 404
Jacobi triple product formula 2A: 537
Jacobi variety 2A: 587
Jacobi's construction 2A: 495
Jacobian 2A: 15
Jacobson topology 4: 388
Jensen's formula 2A: 449, 451, 454, 460,$469 ; 3: 12,13,391,444$
Jensen's inequality 1: $377,383,385 ; \mathbf{3}$ : 149, 204, 388; 4: 278
Jensen-Walsh theorem 2A: 102
John-Nirenberg inequality 3: 473, 490, 532, 534, 594
joint probability 1: 621
joint probability distribution 3: 10
joint spectrum 4: 374
jointly continuous 3: 266
Jordan anomaly 1: 22; 2A: 6; 4: 7, 24
Jordan arc 2A: 41
Jordan block 2A: 5, 131; 4: 7, 8
Jordan content 4: 596, 603
Jordan contour 2A: 103
Jordan curve 2A: 41, 103, 188, 321, 323
Jordan curve theorem 2A: 162, 164, 165
Jordan decomposition 1: 259
Jordan decomposition theorem 1: 268, 269

Jordan normal form 1: $22,25,26,28$, $671 ; \mathbf{2 A}: 5,131,277 ; 4: 6,8,9,14$, 162
Jordan's lemma 2A: 217
Jordan's theorem 1: 152, 158, 315
Jordan-von Neumann theorem 1: 113, 117
Joukowski airfoil 2A: 339
Joukowski map 2A: 339, 351
Julia set 2A: 243
Julia's theorem 2A: 573
$k$-forms 2A: 15
K-systems 3: 97
Kac return time theorem 3: 85, 90
Kadec $\frac{1}{4}$ theorem 3: 406
Kadison positive 4: 424-426, 428
Kadison state 4: 424-426, 428
Kakeya conjecture 3: 684, 685
Kakeya dimension conjecture 3: 685
Kakeya maximal function conjecture 3: 685
Kakeya problem 3: 603
Kakeya set 3: 685
Kakeya sets 1: 409
Kakeya-Eneström theorem 2A: 104
Kakutani's dichotomy theorem 1: 298, 578
Kakutani-Krein theorem 1: 89
Kaplansky density theorem 4: 314
Kármán-Trefftz airfoil 2A: 339
Kármán-Trefftz map 2A: 351
Kato's finite rank theorem 4: 337
Kato's inequality 3: 544; 4: 612, 613 , $619,623,627,630$
Kato's $L_{\text {loc }}^{2}$ theorem 4: 611
Kato's theorem 4: 533, 537
Kato-Birman theorem 4: 353
Kato-Rellich theorem 4: 529, 530, 536, $540,568,574,577,620$
Kato-Trotter product formula 4: 629, 632
KdV sum rules 4: 284
Kellogg-Evans theorem 3: 260, 265, 274
Kelvin transform 3: 187, 201, 221, 233, 260
kernel 1: 19; 4: 386
kernel theorem 1: 537
keyhole contour 2A: 77
Khinchin recurrence theorem 3: 90
Khinchin's constant 3: 111
Khinchin's inequality 1: 639,646

Khinchin's theorem 3: 110
kinetic energy 4: 676
Kingman ergodic theorem 3: 133
Kirchoff's formula 1: 600
Kirchoff-Poisson formula 1: 600
Kleinian group 2A: 256, 335
KLMN theorem 4: 577, 600
Knapp scaling 3: 681
Knapp's counterexample 3: 678
Knaster-Kuratowski fan 1: 404
Koch snowflake 2A: 48
Koebe function 2A: 338
Kolmogorov 0-1 law 3: 154, 162
Kolmogorov compactness criteria 4: 228
Kolmogorov consistency theorem 1: 296
Kolmogorov continuity theorem 1: 321, 328
Kolmogorov dimension 1: 702
Kolmogorov space 1: 61
Kolmogorov three-series theorem 3: 161
Kolmogorov's inequality 3: 152
Kolmogorov's random $L^{2}$ series theorem 3: 154
Kolmogorov's theorem 3: 462, 463, 474
Koopman unitary 3: 67
Korovkin set 1: 83, 86
Korovkin's theorem 1: 83, 85, 160
Krein extension 4: 535, 574, 588, 590, 593, 651, 652
Krein solution 4: 659
Krein spectral shift 4: 334, 340, 344, 345, 353
Krein's factorization theorem 4: 465
Krein-Milman theorem 1: 459, 461, $464,466,566 ; 3: 72 ; 4: 431,437$, 490
Krein-S̆mulian theorem 1: 462
Krein-von Neumann extension 4: 588, 600
Kronecker example 2A: 243
Kronecker index 1: 487
Kronecker's lemma 3: 166
Kronecker-Weyl theorem 3: 98
Kügelsatz 2A: 584
Kuratowski closure axioms 1: 50
Kurzweil integral 1: 230
Ky Fan inequalities 4: 135
l'Hôpital's rule 2A: 438
$L$-space 1: 269
ladder operator 1: 538
Lagrange interpolation 1: 568

Laguerre differential equation 4: 244
Laguerre polynomials 4: 243, 247
Laguerre theorem 2A: 474
Lambert's series 2A: 63
Landau kernel 1: 162
Landau's trick 2A: 473
Landau-Pollack uncertainty principle $\mathbf{3}$ : 331
Laplace transforms 4: 385, 386
Laplace's method 3: 568
Laplace-Beltrami operator 3: 178, 233, 236, 251
Laplacian 2A: 35
large deviations 3: 654
largest quadratic form less than $q 4$ : 583
lattice 1: $214,259,573 ; \mathbf{2 A}: 482 ; \mathbf{3}: 119$
lattice points 4: 598
Laurent expansion 2A: 429, 506, 523
Laurent polynomial 2A: 122; 3: 478; 4: 316
Laurent series 2A: 120, 121, 125, 132; 3: 426; 4: 23, 64
Laurent series coefficients 3: 502
Laurent's theorem 2A: 120
Laurent-Puiseux series 4: 22, 23
Laurent-Weierstrass series 2A: 123
Lavrentiev's theorem 4: 470, 483, 489
law of large numbers 1: 295, 632, 634, $635,644,650,676 ; 3: 10,93$
law of the iterated logarithm 1: 328, 638
LCA group 4: 382, 413, 416, 450, 467, 468, 504
LCS 1: 440
least upper bound 1: 9, 259
least upper bound property 1: 9
Lebesgue covering dimension 1: 701
Lebesgue decomposition 4: 305, 585
Lebesgue decomposition theorem 1: 254, 269, 279, 302; 4: 583
Lebesgue differentiation theorem 3: 53, $59,168,591$
Lebesgue generic 1: 396
Lebesgue integral 1: 225
Lebesgue measurable 1: 210
Lebesgue measure 1: 225, 295; 3: 190, 278, 510
Lebesgue measure class 4: 299
Lebesgue numbers 1: 411
Lebesgue outer measure 1: 682

Lebesgue point 3: 53, 201
Lebesgue space-filling curve 1: 204
Lebesgue spine 3: 220
Lebesgue's theorem 1: 316
Lebesgue-Fejér theorem 3: 55
Lebesgue-Stieltjes integral 1: 252
Lebesgue-Stieltjes measure 1: 240, 618
Lebesgue-Stieltjes outer measure 1: 682
Lebesgue-Walsh theorem 4: 470, 480, 489
left pseudoinverse 4: 205
left regular expression 4: 437, 448
left shift 4: 49, 55
left-invariant Haar measure 1: 342
Legendre duplication formula $\mathbf{2 A}$ : 413, 427, 428, 437, 440
Legendre polynomials 1: 133; 3: 243; 4: 244
Legendre relation 2A: 498, 540; 3: 392
Leibniz's formula 4: 17
Leibniz's rule 4: 360
lemniscate integral 2A: 418, 498, 516
lens region 2A: 337
Leray-Schauder degree theory 1: 487
Lévy 0-1 law 3: 154
Lévy convergence theorem 1: 649, 650, 653, 655
Lévy distribution 1: 658
Lévy laws 1: 657
Lévy reflection principle 1: 638
Lévy's constant 3: 111
Lévy's inequality 1: 638
Lévy's theorem 3: 111
Lévy-Khinchin formula 1: 465, 658
Lévy-Wiener theorem 4: 390
LF space 1: 708, 711
Lidskii's theorem 4: 128, 137, 170, 184-188, 190, 192
Lie algebras 3: 122; 4: 628
Lie bracket 4: 628
Lie groups 2A: 267; 3: 122, 386; 4: 554, 628
Lie product formula 3: 128; 4: 628
Lieb-Thirring bounds 3: 670; 4: 683
Lieb-Thirring inequalities 3: 657, 658; 4: 673,674
Lieb-Thirring kinetic energy bound 4 : 675
Lifschitz tails 3: 295
lifting $\mathbf{2 A}$ : 22
lim inf 1: 42
lim sup 1: 42
limit 1: 38, 96
limit circle 4: $561,563,565,570$
limit point 1: 4, 39, 96; 4: 563, 565, 570
limit point/limit circle 4: 558, 560, 568, 569, 637
limit set 3: 126
Lindberg's method 1: 656
Lindeberg-Feller CLT 1: 651
Lindelöf space 1: 52
Lindelöf spaces 3: 51
Lions' theorem 4: 129
Liouville number 1: 397; 3: 296
Liouville's first theorem 2A: 491
Liouville's fourth theorem 2A: 492
Liouville's second theorem 2A: 491
Liouville's theorem 2A: 84, 87, 89, 126, 143,$525 ; 3: 65,179 ; 4: 51$
Liouville's third theorem 2A: 491
Liouville-Picard theorem 3: 197
Lipschitz boundary 3: 274
Lipschitz continuous 1: 139
Lipschitz function 1: 213
little oh 2A: 8, 12
Littlewood's Tauberian theorem 4: 507, 508
Littlewood's three principles 1: 226, 244, 249
Littlewood-Paley decomposition 3: 433, $600,603,610,676,682$
local behavior 2A: 104, 108
local constant 3: 636
local coordinate 2A: 13
local degree 2A: 264
local dimension 1: 693
local geodesics 2A: 20
local inverse 2A: 31
local norm 3: 636
localization 3: 345
locally arcwise connected $\mathbf{1}$ : 46
locally compact abelian group 1: 546; 4: 382, 391, 413, 448
locally compact group 4: $361,368,430$, 432, 437
locally compact space 1: 72
locally convex space 1: 440, 443
$\log$ convexity 2A: 414
$\log$ Sobolev inequality 3: 636, 637, 639, $643,651,653,654,656$
log-normal distribution 1: 431
logarithmic Sobolev estimates 3: 615
logarithmic Sobolev inequality 3: 636
lognormal distribution 3: 419
Lomonosov's lemma 1: 482
Lomonosov's theorem 1: 484; 4: 117
Looman-Menchoff theorem 2A: 68
Lorentz distribution 1: 630
Lorentz quasinorm 3: 548
Lorentz spaces 3: 172, 548, 549, 556, 557
low-pass filter 3: 416
lower bound 1: 11; 4: 519, 573
lower envelope theorem 3: 284, 290
lower order 3: 606
lower semicontinuous 1: 41, 70, 448; 4: $573,574,614$
lower symbol 3: 377, 386
lower triangular 1: 133; 2A: 284
Löwner's theorem on matrix monotone functions 1: 465
loxodromic FLT 2A: 278, 291
$L^{p}(0,1), 0<p<1$ 1: 439
$L^{p}$ Fourier multiplier 3: 598, 599
$L^{p}$-contractive semigroup 3: 615,618 , 622, 637
$L^{p}$-convergence of Fourier series, $1<p<\infty$ 3: 497
$L^{p}$-multiplier 3: 599
$L^{p}$-norms 3: 27
$L^{p}$-space 1: 246
lsc 1: 41, 70, 448; 3: 258
lsc function 4: 580
LT bounds 3: 658, 665
LT inequality 3: 658, 669
lub 1: 259
Lucas' theorem 2A: 102
Lusin area integral 2A: 47
Lusin's theorem 1: 219, 226, 231, 244, 251, 468; 3: 256, 274
Luxemburg norm 1: 391
Lyapunov behavior 3: 141, 144
Lyapunov condition 1: 651
Lyapunov exponent 1: 655; 3: 133, 141, 290, 291, 295
$M$-space 1: 269
$M$-test 2A: 231
M. Riesz's theorem 3: 472, 474, 489, 492, 493, 497, 507
M. Riesz criterion 4: 223
M. Riesz extension theorem 1: 419, 429

MacDonald function 3: 566
Maclaurin series 2A: 57
magic of maximal functions 3: 23
magnetic fields 3: 669; 4: 622, 627
majorizes 1: 392
Malgrange-Ehrenpreis theorem 1: 603, 604, 607; 3: 366
Mandelbrot set 2A: 243
manifold 2A: 13
Marcinkiewicz interpolation 3: 619, 622
Marcinkiewicz interpolation theorem 3: $32,546,555,556,590,598$
Markov chain 1: 668, 676
Markov semigroup 3: 622, 634, 651, 654
Markov's inequality 1: 81, 217, 218, 227, 248; 3: 5
Markov-Kakutani theorem 1: 476, 486
Markus sense 1: 393
Markus' theorem 1: 393
Martin boundary 3: 276
martingale 3: 148, 149, 152, 157
martingale convergence 3: 153
martingale convergence theorem 3: 158, 592
martingales 4: 627
Marty's theorem 2A: 247, 252, 575
mass gap 3: 656
mass point 1: 256
mathematical induction 1: 7
max-min criterion 4: 104
maximal ergodic inequality 3: $74,83,88$
maximal ergodic theorem 3: 76
maximal function 3: 22, 23
maximal Hermitian 4: 554
maximal Hilbert transform 3: 512, 539
maximal ideal 4: 365, 366, 370-372, 375, 392
maximal ideal space 4: 371
maximal inequality 3: 24,544
maximal type 2A: 459
maximum principle $\mathbf{2 A}$ : $114,115,119$, 159, 184; 3: 180, 184, 191, 207, 227, 256, 264, 279, 299, 308, 326, 441; 4: 364, 381, 471
Mazur's theorem 1: 386, 388, 484; 4: 371, 387
meager set 1: 404
mean 1: 618
mean ergodic theorem 3: 72
mean oscillation 3: 519
mean value property $\mathbf{2 A}$ : 183; 3: 178, 179
mean value theorem 1: 198
measurable 1: 207
measurable dynamical system 3: 66, 67 , $73,85,87,89,133,137$
measurable semiflow 3: 68
measurable set with respect to an outer measure 1: 682
measure 1: 233
measure class 4: 304
measure space 1: 300; 3: 22
measure-preserving 3: 120
measure-preserving map 3: 66
measure-preserving semiflow 3: 68, 77, 87
measures on Polish spaces 1: 306
Mehler's formula 1: 290; 3: 372
Mellin transform 1: 548
Menshov's theorem 3: 172
Mercedes frame 3: 403
Mercer's theorem 3: 626, 628; 4: 180, 182, 678
Mergelyan's theorem 2A: 151, 156; 4: 470, 488-490
meromorphic Fredholm theorem 4: 200
meromorphic function 2A: 129, 130, 193, 257, 264, 267; 3: 316
mesh 2A: 145
mesh-defined chain 2A: 146
mesh-defined contour 4: 5
method of descent 1: 601, 602
metric outer measure 1: 684
metric space 1: 3, 6, 40, 54
metric tensor 2A: 18
metric topology 1: 357
metrical transitivity 3: 71
metrizability 1: 61
metrizable 1: $67,75,709,712$
Mexican hat wavelet 3: 384
Meyer wavelets 3: 408, 417
microlocal analysis 3: 352, 368
midpoint convex 1: 375
midpoint convexity 3: 203
Milman-Pettis theorem 1: 443, 444
min-max 4: 109, 133
min-max criterion 4: 104
min-max principle 4: 197
min-max property 4: 266
minimal basis 2A: 483,486
minimal closed boundary 4: 471
minimal measure 3: 84
minimal polynomial 1: 26
minimal superharmonic majorant 3: 307
minimal type 2A: 459
minimizers in potential theory 1: 447, 583
minimum modulus principle 2A: 115
minimum principle 3: 180
Minkowski dimension 1: 702
Minkowski gauge 1: 380
Minkowski inequality 4: 30
Minkowski's inequality 1: 246, 370, 371, 379, 387, 388, 3: 4, 432, 544, 549, 550
Minkowski-Bouligand dimension 1: 702
Minlos's theorem 1: 566
minor 4: 13
Mittag-Leffler theorem 2A: 399, 401, 403, 405, 406
mixing 3: 85, 86, 93
mlf 4: 370, 449
Möbius tranformation 2A: 274
modified Bessel function of the second kind 3: 566
modified Zak transform 1: 518
modular form 2A: 550
modular function 1: 343; 2A: 550; 3: 379, 389
modular group 2A: 550
modular problem 2A: 514
modular space 2A: 362
moduli 2A: 362
modulus of continuity 1: 139; 3: 484
moment problem 1: 329, 336, 432; 3: 295; 4: 232, 240, 328, 633, 642, 651, 658, 660
monic OPRL 4: 266
monic orthogonal polynomials 4: 229, 240
monodromy group 2A: 568
monodromy theorem $\mathbf{2 A}$ : $355,566,571$
monotone 1: 680
monotone class 1: 303
monotone convergence for $L^{p}$ 1: 247
monotone convergence for forms 4:586, 626
monotone convergence theorem 1: 214, $221 ; 3: 5,27,446,466 ; 4: 583,614$, 649, 672
monotone convergence theorem for forms 4: 620, 653
Montel property 1: 710, 712

Montel three-value theorem 2A: 572
Montel's theorem 2A: 234, 235, 238, 239,$312 ; \mathbf{3}: 15,299 ; 4: 4$
Montel's theorem for harmonic functions 3: 192
Montel's three-value theorem 2A: 238, 577
Morera's theorem 2A: 69, 70, 81, 82, 182, 183, 190; 3: 192; 4: 380, 381, 477
mother wavelet 3: 384, 407, 419
MRA 3: 412, 414, 415, 420, 422, 427, 429, 431, 435
Muirhead maximal function 3: 36, 41, 548
multi-index 1: 499
multilinear 4: 11
multiparticle Coulomb quantum Hamiltonian 4: 533
multiplication operator 1: 506; 3: 589; 4: $288,303,523$
multiplication operator form 4: 294
multiplicative ergodic theorem 3: 144
multiplicative linear functional 2A: 233;
4: $370,371,456$
multiplicity 2A: 95; 3: 280
multiplicity theorem 4: 304, 305
multiplicity theory 4: 313
multiplier 3: 599
multiply connected 2A: 151
multipole expansion 3: 242, 243
multiresolution analysis (MRA) 3: 411
multivariate Bernstein polynomial 1: 86
Müntz-Szász theorem 1: 83; 2A: 454, 456-458
mutual energy 3: 253
mutually complementary 1: 21
mutually complementary projections $\mathbf{1}$ : 22
mutually independent 1: 621
mutually singular measures 1: 252
MVP 2A: 183, 192; 3: 179, 184, 188, 195
$N$-body Schrödinger operators 4: 666 n-connected 2A: 151
$N$-extremal solution 4: 659
$N$-particle wave function 4: 675
Nash estimate 3: 572, 619
natural boundary 2A: $55,58,65,241$, 243, 332
natural logarithm 2A: 2; 4: 2
necessary conditions 4: 634
negative eigenvalue 4: 681-683
negligible set 1: 217
Nehari's theorem 3: 537, 538
neighborhood 1: 43, 96
neighborhood base 1: 43
Nelson's best hypercontractive estimate 3: 642
nest 4: 120
net 1: 96
Neumann boundary conditions 3: 275; 4: 594, 628
Neumann Laplacian 4: 593, 594
Neumann problem 3: 202, 275
Neumann series 3: 275; 4: 56
Nevanlinna class 2A: 452
Nevanlinna function 3: 499
Nevanlinna parametrization theorem 4: 649, 658
Nevanlinna space 3: 13, 440
Nevanlinna theory 2A: 578; 3: 444
Newton's potential 3: 249
nilpotent 1: 20-22, 27
nilpotent operator 4: 7, 19
NLS 1: 113, 123, 357, 420, 439
Nobel prize in mathematics 2A: 400
non-self-intersecting curve 2A: 41
non-uniqueness of exterior Dirichlet problem 3: 266
nonatomic measure 1: 258; 3: 37
nonclosable operator 4: 522
noncommutative Gel'fand-Naimark theorem 4: 421, 424, 428
noncommutative integration 3: 653; 4: 146
noncritical points 2A: 104
nonloxodromic FLT 2A: 289
nonnegative sesquilinear form 4: 572
nonpolar 3: 288, 289
nonpolar set 3: 289
nonreflexive Banach space 1: 426
nonseparable Hilbert space 1: 113
nonsingular algebraic curve 2A: 260
nontangential boundary value $\mathbf{3}$ : 500
nontangential limits $2 \mathbf{A}$ : 166; 3: 58, 445
nontangential maximal function 3: 58, 446
nontangential maximal inequality $\mathbf{3}$ : 444
nontrivial 1: 482
nontrivial measure 4: 232
norm 1: 112, 357
norm convergence of Fourier series 3: 496
norm equivalence of Banach norms 1: 401
norm-compatible involution 4: 393, 399, 421
norm-Lipschitz 4: 172
norm-resolvent sense 4: 546, 651
normal 1: 51, 54, 58
normal convergence 2A: 229, 249
normal distribution 1: 619, 623
normal family $\mathbf{2 A}$ : $237,238,249,252$, 572, 575
normal number 3: 94
normal number theorem 3: 94
normal operator 1: 175; 2A: 6, 7; 4: 39, 405
normal space 1: 53, 61, 64; 4: 28
normal subgroup 2A: 288
normal type 2A: 459
normalization formulae for classical OPs 4: 245
normalized coherent states 3: 375
normalized surface measure 3: 183
normed linear space 1: 113,$357 ; 4$ : 28
normed rings 4: 57
nowhere dense 1: 199, 203, 205, 404; 3: 278
nowhere dense sets 1: 399
nowhere differentiable function 1: 147, 397
nowhere Hölder continuous 1: 324
nuclear operators 4: 144, 186
number of bound states 4: 671
number of eigenvalues 4: 684
number of zeros 4: 685
Nyquist-Shannon sampling theorem 1:
560; 2A: 221
O.N. basis 1: 169
octahedron 2A: 286
ODEs, ordinary differential equations 2A: 11
off-diagonal kernel 3: 589, 597, 603
one-forms 2A: 15
one-parameter unitary group 4: 546, 549, 553
one-point compactification 1: 2,$72 ; 4$ : 2, 407, 413
open ball 1: 4
open cover 1: 52; 3: 277
open function 1: 39
open mapping principle 2A: 114
open mapping theorem 1: 399; 4: 30
open Riemann surface 2A: 263
open set 1: 37, 48
operator algebra 4: 358, 376
operator compact perturbation 4: 663
operator core 3: 655; 4: 594, 620, 631
operator core results 4: 594
operator theory 4: 41
OPRL 3: 285; 4: 230, 231, 240, 266, 282
optimal hypercontractive estimates $\mathbf{3}$ : 640
OPUC 3: 293; 4: 230, 241, 268, 275, 282, 283, 285
order 2A: 95, 459
order-reversing 1: 260
ordered vector space 1: 418
ordinary distribution 1: 705; 3: 209
orgy of interpolation theory 3: 624
orientable 2A: 15
Orlicz space 1: 250, 388, 391
Orlicz spaces 3: 172
Ornstein-Uhlenbeck process 1: 328
Ornstein-Uhlenbeck semigroup 3: 630, 633, 640-642, 652
orthogonal complement 1: 120
orthogonal polynomials 1: 133; 3: 238, 280
orthogonal polynomials on the real line 4: 230, 231
orthogonal polynomials on the unit circle 4: 230,268
orthogonal projection 1: 175; 3: 341, 343; 4: 40, 289
orthogonality relation 3: 380,387
orthogonality relations 4: 438
orthonormal 1: 111
orthonormal basis 1: $24,131,132,137$, 182; 3: 233, 238, 398, 399, 403-405, $408,412,415 ; 4: 8,28,44,137,522$
orthonormal family 4: 132, 157
orthonormal polynomials 3: 280; 4: 229
orthonormal set 1: 116; 3: 411, 423; 4: 95, 138
oscillator process 1: 328
Oseledec's theorem 3: 144
outer boundary 3: 258; 4: 201, 364
outer content 4: 596
outer function 3: 469
outer measure 1: 680
outer regular 1: 236
outward pointing normal 3: 181
overcomplete 3: 384
overcomplete family 3: 390
overcomplete latice 3: 396
$\wp$-function 2A: 501
pacman 3: 231
Padé approximation 1: 434
Painlevé problem 2A: 374
Painlevé's smoothness theorem 2A: 323
Painlevé's theorem 2A: 189, 194, 320
pairs of projections 4: 67, 70, 210, 217
Paley-Littlewood decomposition 3: 607
Paley-Wiener coherent states 3: 376
Paley-Wiener ideas 3: 421
Paley-Wiener space 1: 562; 2A: 562
Paley-Wiener theorem 1: 568; 2A: 557, 584, 586; 3: 502; 4: 159
Paley-Wiener-Schwartz theorem 2A: 562
parabolic equation 1: 588
parabolic FLT 2A: 278, 288, 291, 293
parabolic Riemann surface 3: 307
paraboloid 3: 680
paracompact 1: 75
parallelogram identity 1: 110
parallelogram law 1: 118, 120; 4: 572, 586
paramatrix 3: 365
Parseval relation 1: 131, 535; 3: 397, 399; 4: 137
Parseval's equality 4: 640
partial differential equations 3: 565
partial differential operator 3: 352
partial fraction expansion 4: 478
partial fraction expansion of cosecant 2A: 390
partial fraction expansion of cotangent 2A: 391
partial isometry 1: 174,$176 ; 4$ : 75, 83 , 84, 328, 442, 542, 555
partial order 1: 10
partial sums 1: 138
partially ordered set 1: 10
particle density 4: 674
partition 1: 190
partition of unity 1: $32,71,215 ; \mathbf{2 A}$ : 11, 13
path 1: 44
path integrals 4: 594
path lifting theorem 2A: 22
Pauli equation 4: 215
paving lemma 2A: 47
PDO 3: 352
peak point 4: $474,475,490,492$
Peano axioms 1: 7
Peano's theorem 1: 480
Peano-Jordan measure 4: 603
Peetre's inequality 3: 579, 613
percolation model 3: 139
perfect 1: 203, 205
perfect set 1: 43
perfectly normal space $\mathbf{1}$ : 61
period 2A: 134
period lattice 2A: 587
periodic analytic functions 2A: 132
periodic distributions 1: 520
periodic entire function 2A: 134
periodic functions 2A: 201
periodic Jacobi matrices 4: 267
periodic Schrödinger operator 3: 666
permanence of relation $\mathbf{2 A}$ : 567
permanence of spectrum 4: 364
permutation 1: 180; 4: 12
Perron construction 3: 307
Perron family 3: 300, 305, 317
Perron method 3: 220, 221, 224, 226, 265, 267
Perron modification 3: 222, 223, 298, 317
Perron solution 3: 221
Perron theory 3: 261
Perron trials 3: 221
Perron's principle 3: 300, 317
Perron-Frobenius theorem 1: 670, 674; 3: 622,$654 ; 4: 626$
perturbation theory 4: 27
perturbations 4: 13
Peter-Weyl theorem 4: 431, 441
Pettis integral 1: 337
Pettis' theorem 1: 339, 341
Phragmén-Lindelöf method 2A: 118, 171, 173, 564; 3: 326
Picard iteration 1: 471; 2A: 12
Picard's great theorem 2A: 570
Picard's little theorem 2A: 570
Picard's theorem 2A: 238, 325, 543, $570,573,575,577,578 ; \mathbf{3}: 179,213$
Pick function 3: 499
Pitt's Tauberian theorem 4: 498
Plancharel formula 3: 8

Plancherel theorem 1: 131, 511, 517, 542, 547; 3: 374, 382, 383, 402, $445,504,585,673,677 ; 4: 384$, 449, 454, 463, 464, 504
plane wave expansion 3: 249
Plemelj formula 1: 512
Plemelj-Smithies formulae 4: 170, 172, 191
Plemlj-Privalov theorem 3: 484, 489
Pochhammer symbol 4: 242
Poincaré metric 2A: 292
Poincaré recurrence theorem 3: 85
Poincaré's theorem 2A: 581, 584
Poincaré conjecture 3: 654
Poincaré metric 3: 118
Poincaré sequence 3: 99
Poincaré's criterion 3: 229
Poincaré's inequality 3: 578, 581
point evaluation 4: 472
point mass 1: 256
point set topology 1: 35
point spectrum 4: 345
pointwise a.e. convergence 3: 25
pointwise convergence 3: 465
pointwise ergodic theorem 3: 73
pointwise limits 3: 445, 453, 462
Poisson distribution 1: 619, 623, 631, 658, 664
Poisson formula 2A: 183; 3: 14, 454, 465
Poisson integral 3: 225
Poisson kernel 1: 161; 2A: 179, 181, 183, 187; 3: 52, 183, 184, 186, 188, $208,222,242,444,445,500,538 ; 4$ : 46, 475
poisson kernel of the ball 3: 187
Poisson limit theorem 1: 662
Poisson process 1: 661, 664, 665
Poisson random variable 1: 663
Poisson representation 2A: 179, 182; 3: $14,189,461 ; 4: 475$
Poisson representation theorem 3: 337
Poisson summation formula 1: 556, 557, $560,567,569,573,574, \mathbf{2 A}: 213$, 224, 443
Poisson's equation 1: 589
Poisson-Jensen formula 2A: 450, 472; 3: 12, 13, 442, 443
polar decomposition 1: 175; 2A: 7; 3: 140; 4: 71, 76, 78, 79, 82, 87, 109, $132,148,328,610$
polar decomposition theorem 2A: 7; 4: 76
polar set 3: $254,256,260,261,263$, 264, 270, 277, 286, 289, 290
polar singularities 3: 302
polarization 1: 110; 4: 39, 321, 463, $519,555,586$
polarization identity 4: 454
poles 2A: 127, 480
Polish space 1: $305,306,310,313,324$; 3: 4; 4: 625
polydisk 2A: 580
polynomial 3: 279
polynomial asymptotics 4: 274
polynomials of the second kind 4: 638
Pommerenke's theorem 2A: 374
Pompeiu's formula 2A: 78, 189, 584
Pontryagin duality 4: 385, 449, 465-467
Pontryagin topology 4: 467
Pontryagin-van Kampen duality 4: 467
portmanteau 1: 313
portmanteau theorem 1: 307
poset 1: 10
positive 4: 393, 426
positive cone 1: 418
positive definite 1: 377,$552 ; 4: 318$
positive definite distribution 1: 565
positive definite function 1: 127,$553 ; 4$ : 450, 453
positive definite functional 4: 395
positive definite kernel 1: 127
positive definite matrix 4: 447
positive functional 1: 212, 418; 4: 384, 395, 397, 399
positive harmonic function 3: 179,260
positive Hermitian operator 4: 574
positive operator 1: 175; 2A: 6; 4: 71, 519, 613, 651
positive quadratic form 4: 653
positive self-adjoint extension 4: 574, $588,590,635,651,652$
positive self-adjoint operator 4: 574, $575,580,612,631$
positivity 4: 611
positivity improving 4: 612
positivity-preserving 4: 619, 627
positivity-preserving operator 4: 611, $613,617,618,626$
positivity-preserving semigroup 3: 622; 4: 632
potential 3: $206,252,256,279,280 ; 4$ : 476
potential theory 1: 447, 583,$587 ; \mathbf{2 A}$ : 267; 3: 11, 252, 273, 276; 4: 56
power series 2A: 49, 66, 135
predictable 3: 148
predictive 3: 165
prime 2A: 8
prime ends 2A: 323
prime number theorem 4: 506, 510, 513
principal conjugacy subgroup of level 2
2A: 487
principal ideal 4: 365
principal part theorem 2A: 493, 524
principal value 2A: 202
principal value distribution 1: 517
principle of descent 3: 272, 284
principle of uniform boundedness 1: 398; 4: 30
Pringsheim-Vivanti theorem 2A: 63
probabilistic potential theory 3: 276
probability density 1: 618
probability distribution 3: 10, 320
probability measure 1: 233, 311; 4: 237, 633
probability measure space 1: 617; 3: 655
product measure 1: 284
product of distributions 3: 349
product of pseudodifferential operators 3: 364
product of two distributions 3: 346
product topology 1: 99
projection 1: 19, 121; 4: 36, 38, 62, 79, 84, 114
projection lemma 1: 121
projection-valued measure 4: 287, 292
projective curve 2A: 271
projective geometry 2A: 272
projective space 2A: 268
Prokhorov's theorem 1: $312,313,625$, 630, 649
prolate spheroidal function 3: 338
propagation of singularities 3: 350, 371
proper 1: 121
proper face 1: 460
proper ideal 4: 365
Prym's decomposition 2A: 430
pseudo-open set 1: 380
pseudodifferential operator 3: 320, 350, 352, 356, 364, 366, 604
pseudoinverse 4: 205, 207, 217
pseudolocal 3: 356
世DO 3: 356, 604
Puiseux series 2A: 108, 109, 113; 4: 5, 22,24
pullback 2A: 15
punctured ball 3: 220
punctured disk 2A: 357; 3: 231
punctured plane 2A: 357
pure point 1: 256; 4: 646
pure point measure 1: 256,$555 ; 4$ : 644
pure power 4: 247
push forward 2A: 15
Pythagorean theorem 1: 111, 116
$q$ form-bounded 4: 578
$q$-binomial function 2A: 534
$q$-binomial coefficient 2A: 535
$q$-difference 2A: 535
$q$-factorial 2A: 535
$q$-Gamma function 2A: 534
$q$-integral 2A: 535
q-ology 2A: 534
q.e. 3: 254
quadratic form $\mathbf{2 A}$ : $270 ; \mathbf{4 :} 572,573$, $575,577,580,582,585,590$
quadratic form sum 4: 618
quantitative bounds 4: 682
quantum mechanics 3: 320; 4: 569
quartics 2A: 272
quasi-elliptic 2A: 498
quasi-everywhere 3: 254
quasiclassical estimates 4: 672
quasiclassical limit 4: 596, 597
quasiconformal 2A: 38
quasinilpotent 4: 53,55, 63
quasiperiodic function 4: 419
quaternionic irreps 4: 440
quotient NLS 1: 361
quotient space 1: 103, 361; 4: 202
quotient topology 1: 103
Rademacher functions 3: 409
radial maximal function 3: 444
radical 4: 366, 372
radius of convergence 4: 59
Radon measure 1: 234, 278
Radon transform 1: 548
Radon-Nikodym derivative 3: 288; 4: 660
Radon-Nikodym theorem 1: 254, 257, 268, 275, 279, 302; 4: 305

RAGE theorem 4: 320, 321
Raikov's Theorem 1: 666
Rajchman measures 1: 582
ramification index 2A: 264
ramification point 2A: 264
random matrix product 3: 107
random series 1: 629; 3: 147
random variable 1: 618
range 1: 19
rank-one 4: 661
rank-one perturbations 4: 9-19, 333, 342, 348, 664
rank-one perturbations of unitary operators 4: 344
ratio of the base $\mathbf{2 A}$ : 483
rational function $\mathbf{2 A}$ : 130, 157, 201, 212, 286, 480
rational Herglotz function 4: 659
Rayleigh-Schrödinger series 4: 27
rcm 3: 27, 29
real analytic curve 2A: 196
real Hilbert space 1: 113
real inner product space 1: 23,110
real interpolation method 3: 556
real Poisson kernel 2A: 179
rearrangement 3: 29
rearrangement inequalities 4: 134
rectangle 2A: 341
rectifiable 1: 194
rectifiable curve 2A: 42, 46, 99
recurrence theorem 3: 85
recursion relation 3: 281; 4: 269
reduced resolvent 4: 66
reducing projection 4: 38
refinable function 3: 412
refinement 1: 191; 2A: 42
refinement equation 3: 412
reflecting Brownian motion 4: 594
reflection 2A: 289
reflection principle $\mathbf{2 A}$ : 189, 191, 194, 320, 326, 327; 3: 199
reflection principle for harmonic functions 3: 199
reflectionless Jacobi matrices 3: 293
reflections in circles 2A: 282
reflexive Banach space 1: 423, 446; 4: 94
reflexive relation 1: $3 ; \mathbf{3}$ : $3 ; \mathbf{4}$ : 3
region 2A: 2; 3: 178
regular 3: 281, $285,286,289 ; 4$ : 266
regular abelian Banach algebra 4: 386
regular boundaries 4: 604
regular directed point 3: 347
regular function $\mathbf{2 A}$ : 114, 178
regular hypersurfaces 3: 672
regular measure 1: 236, 237, 311
regular part of $q$ 4: 583
regular point 2A: 54; 3: 224, 229, 345;
4: 561
regular space 1: 61
regularity 3: 292
regularized determinants 4: 187
relation 1: 3
relative bound 4: 528, 532, 533
relative form bound 4: 578
relative index 4: 210
relative topology 1: 38, 44
relatively $A$-form compact 4: 662
relatively $A$-operator compact 4: 662, 667
relatively bounded 4: 528
relatively closed 1: 38
relatively compact 4: 198, 661, 662
relatively compact perturbation 4: 662, 663, 684
relatively form compact 4: 667
relatively open 1: 38
relatively prime $\mathbf{2 A}$ : 8, 401
relatively trace class 4: 661
Rellich embedding theorem 3: 578
Rellich's criterion 4: 225, 228
Rellich's inequality 3: 560; 4: 534, 568, 571
Rellich's theorem 4: 25
Rellich-Kondrachov embedding theorem 3: 576, 582
removable set 2A: 373, 375
removable singularities theorem 3: 193, 263, 274, 300
removable singularity $\mathbf{2 A}$ : $125,127,293$
reparamerizations 2A: 40
representation 4: 421, 424, 430-432, 445, 447
representing measure 4: 475
reproducing kernel 1: 129, 539
reproducing kernel Hilbert space 1:
$126,128,130,575 ; \mathbf{3}: 373,375,385$
residual spectrum 4: 47
residue calculus $\mathbf{2 A}$ : 212
residue theorem 2A: 130, 143
resolution 4: 314
resolution of singularities $\mathbf{2 A}$ : 260
resolution of the identity 4: 290, 294
resolvent 4: 47, 50, 56
resolvent set 4: 47, 50, 363, 524
restricted dyadic filtration 3: 148
restriction conjecture 3: 684, 685
restriction to submanifolds 3: 671
retract 1: 479, 487
retraction 1: 479
return time theorem 3: 85, 90
reversed polynomials 4: 269
Ricker wavelet 3: 384
Rickman's lemma 3: 216
Riemann curvature 2A: 316
Riemann function 1: 599, 601, 602
Riemann hypothesis 2A: 316
Riemann integrable 1: 228, 232
Riemann integral 1: 187; 3: 375
Riemann localization principle 1: 142
Riemann map 2A: 327, 336; 3: 269
Riemann mapping 2A: 319, 320, 324
Riemann mapping theorem 2A: 311, $314,315,325,353,369$; 3: 268,472
Riemann metric 2A: 18, 272, 316
Riemann removable singularity theorem 2A: $125,142,195$
Riemann sphere 2A: 257
Riemann surface 2A: 54, 256, 259-261, 266, 267, 269, 315, 362, 498, 553, 568; 3: 298, 300, 310, 311, 316, 318
Riemann surface of the function $\mathbf{2 A}$ : 565
Riemann tensor 2A: 316
Riemann theta function 2A: 588
Riemann zeta function 2A: 421; 4: 500
Riemann's $P$-functions 2A: 316
Riemann-Hilbert problem 3: 487
Riemann-Hurwitz formula 2A: 587
Riemann-Lebesgue lemma 1: 142, 543; 3: 398; 4: 504
Riemann-Stieltjes integral 1: 187, 189, 192, 433
Riemann-Stieltjes integrals 2A: 42
Riemannian manifold 2A: 18
Riesz $L^{p}$ duality theorem 1: 270
Riesz basis 3: 395, 396, 398, 401
Riesz decomposition 3: 217; 4: 83
Riesz decomposition theorem 3: 212, 213
Riesz factorization 3: 452, 454, 455, $458,462,470,507$
Riesz factorization theorem 3: 457

Riesz geometric lemma 4: 111
Riesz lemma 4: 31, $93,112,118$
Riesz maximal equality 3: 48, 51
Riesz potentials 3: 276
Riesz product 1: 577, 582
Riesz projection 3: 489
Riesz representation theorem 1: 124, 238, 255; 4: 576
Riesz space 1: 259
Riesz transform 3: 514
Riesz's criterion 4: 225
Riesz's geometric lemma 1: 360, 364
Riesz-Fischer theorem 1: 137, 153, 217, 226, 248, 632
Riesz-Kakutani theorem 1: 238
Riesz-Markov theorem 1: 233, 236, 238, 266, 515; 2A: 231; 3: 182; 4: 294, 295
Riesz-Schauder theorem 4: 111, 117-119, 194, 200
Riesz-Thorin interpolation 3: 623
Riesz-Thorin theorem 1: 549; 2A: 175; 3: 15, 492, 556, 677; 4: 146, 615
right continuous monotone 3: 27
right half-plane 1: 2; 4: 2
right limit 2A: 242; 3: 293
right pseudoinverse 4: 205
right regular representation 3: 120
right shift 4: 49, 55
Ringrose structure theorem 4: 121, 123
Ringrose-West decomposition 4: 120
Ringrose-West theorem 4: 122
rings of sets 1: 207
Robin boundary condition 4: 602
Robin constant 3: 253, 279
Robin potential 3: 274
Robin's constant 1: 453
Robin's problem 3: 274
Rodgers-Szegő polynomials 2A: 535
Rodrigues formula 4: 244, 254
Rogers' inequality 1: 372
Rogers-Taylor theorem 1: 695
Rolle's theorem 1: 197
Rollnik norm 4: 683
root asymptotics 3: 281
roots 3: 281; 4: 236
Rosen's lemma 3: 644, 653
rotations 3: 68
Rothe's formula 2A: 537
rotund 1: 444
Rouché's theorem 2A: 97, 98, 100, 144

Rudin-Shapiro polynomials 4: 369
Ruelle-Oseledec theorem 3: 141, 145
Runge's theorem 2A: 153, 159, 244
$s$-number 4: 134
s.a.c. 1: 253
sample space 1: 617
scale covariance 3: 596
scaling filter 3: 416, 420, 422
scaling function 3: 411, 429
Schatten classes 4: 145
Schauder basis 4: 97, 98, 100, 101
Schauder's theorem 4: 92, 100, 101
Schauder-Tychonoff fixed point theorem 4: 117
Schauder-Tychonoff theorem 1: 478, 490; 4: 118
Scheffé's lemma 1: 243, 251
Schiefermayr's theorem 4: 267
schlicht function 2A: 246
Schmidt expansion 4: 134
Schobloch's reciprocity formula 2A: 421
Schottky's theorem 2A: 578
Schrödinger equation 1: 596
Schrödinger operator in magnetic field 4: 622
Schrödinger operators 3: 644; 4: 227, 569, 666, 682
Schrödinger-Robertson uncertainty relations 3: 334
Schur algorithm 2A: 302, 304-306
Schur approximant 2A: 307
Schur basis 4: 122, 162, 163, 185, 186
Schur complement 4: 208
Schur function 2A: 235, 301, 306, 307; 3: 464
Schur iterates 2A: 302
Schur parameters 2A: 302, 307
Schur product 1: 552; 3: 670
Schur's lemma 3: 379, 381; 4: 436, 437, 446
Schur-Lalesco-Weyl inequality 3: 544; 4: 162, 185, 671
Schur-Weyl duality 4: 446
Schwartz kernel theorem 1: 531; 3: 357
Schwartz space 1: 499; 3: 5
Schwarz alternation method 3: 275
Schwarz inequality 3: 322
Schwarz integral formula 2A: 178
Schwarz kernel 2A: 178; 3: 445
Schwarz lemma 2A: 116, 117, 120, 194, 236, 241, 290, 302, 312, 315

Schwarz reflection principle 2A: 189, 194
Schwarz-Christoffel map 2A: 351
Schwarz-Christoffel theorem 2A: 343
Schwarz-Christoffel transformation 2A: 342
Schwarz-Pick lemma 2A: 119
second Beurling-Deny criterion 4: 615
second category 1: 404
second countable 1: 51
second countable space 1: 52
second kind polynomials 3: 294
second-order differential equation 4 : 243
sector 2A: 2
Segal-Bargmann kernel 1: 540
Segal-Bargmann transform 1: 535; 3: 8, 327, 337, 374, 387, 402
Segal-Fock space 1: 538
self-adjoint 1: 24,$175 ; 4: 8,108,516$, $520,532,541,546,552,554,577$, 582, 588
self-adjoint extension 4: 521, 541, 554, $556,557,564,568,570,588,590$, $593,635,641,643,651$
self-adjoint operator 2A: 6; 3: 381, 616; 4: 39, 543, 548, 549, 577, 579, 580, $582,590,617,618,661,665,667$
self-adjoint projection 4: 84, 549
self-adjointness 4: 568
semibounded 4: 519
semigroup 4: 385, 617, 618
semigroup methods 4: 612
semimetric 1: 3
seminorm 1: 113, 357, 380
semisimple 4: $366,373-375,384,455$
semisimple abelian Banach algebra 4: 399
separable space 1: 52
separated boundary conditions 4: 563
separated by a hyperplane 1: 454
separating hyperplane theorem 1: 455, 456, 467; 3: 296
separation axioms 1: $53 ; 4$ : 28
sequentially compact 1 : 65,66
sequentially continuous $\mathbf{1}$ : 40
sesquilinear 1: 110
sesquilinear form 4: 572, $573,579,634$
Shannon entropy 3: 334
Shannon's inequality 3: 335, 341
sheaf of germs 2A: 565

Shilov boundary 3: 277; 4: 405, 406, 470, 471, 475, 489, 492
$\sigma$-compact space 1: 277
$\sigma$-algebra 1: 206
$\sigma$-finite 1: 233, 300
$\sigma$-finite measure space 3: 4
$\sigma$-ideal 1: 209
$\sigma$-ring of sets 1: 207
$\sigma(X, Y)$ 1: 437
sign of a permutation 4: 12
signal analysis 3: 387
signed Baire measure 1: 264
Simon's $L_{\text {loc }}^{1}$ theorem 4: 611
Simon-Wolff criterion 4: 338
simple curve 2A: 41
simple double point 2A: 260
simple eigenvalue 4: 27
simple function 1: 338
simple invariant nest 4: 121, 127, 132
simple nest 4: 121
simple operators 4: 303
simple point 2A: 323
simple pole 2A: 127
simple random walk 1: 320
simple roots 4: 236
simplex 1: 374, 465; 2A: 24
simply connected 2A: 21, 151, 311, 319, 326, 571; 3: 304, 310
single-layer potentials 3: 275
singular continuous 4: 646
singular continuous spectrum 4: 570
singular homology 2A: 24
singular inner function 3: 469
singular integral operator 3: 588, 599
singular measure 1: 252
singular point 2A: 54; 3: 224, 260, 265, 276, 345
singular Riesz potential 3: 590, 599
singular support 3: 345
singular value decomposition 4: 134
singular values 3: 140; 4: 132, 134
skew shift 3: 106-108, 123
Slater determinants 4: 675
slice of annulus 2A: 347
slit plane 2A: 338
slowly oscillating function 4: 498, 509
small coupling analysis 4: 683
small coupling ground state 4: 681
Smith-Volterra-Cantor set 1: 202
SMP 3: 202, 203, 223, 224, 264
Snell's theorem 4: 262

Sobolev embedding theorem 3: 570, $573,574,577,681$
Sobolev estimates 3: 570, 619, 644, 655, $663 ; 4$ : 31, 531
Sobolev inequalities 4: 674
Sobolev inequality 1: 564; 3: 323, 544, 583, 658, 669
Sobolev norm 3: 568
Sobolev spaces 3: $544,568,582$, 583 , 681
Sobolev spaces for fractional exponent 3: 566
Sokhotskii's theorem 2A: 128
Sokhotskii-Plemelj formula 1: 512
solvable group 1: 489
space of Bessel potentials 3: 566
space of maximal ideals 4: 412
space of moduli 2A: 362
space-time bounds 3: 683
space-time estimates 3: 682
span 1: 18
special linear group 1: 352
spectral averaging 4: 344
spectral localization theorem 4: 63
spectral mapping theorem 4: 56, 61, 69, 297, 363, 426, 661
spectral measure 4: 344, $353,545,635$, 641
spectral measure version 4: 294
spectral projections 1: 23; 4: 7, 64, 65, 68
spectral radius 4: 52, 372
spectral radius formula 4: 52, 57, 330, 363
spectral representation 3: 620; 4: 614
spectral synthesis 4: 504
spectral theorem 1: 24,$175 ; \mathbf{2 A}: 7 ; 3$ : 102, 616; 4: 8, 19, 81, 83, 87, 199, 284, 287, 289, 299, 323, 332, 516, 541, 543-545, 548, 552, 568, 583, $631,658,664,667$
spectral theorem for commuting operators 4: 324,325
spectral theorem for normal operators 4: 326,405
spectral theorem for unitary operators 4: 316
spectral theorem: Borel functional calculus 4: 292
spectral theorem: functional calculus version 4: 292
spectral theorem: multiplication operator form 4: 293
spectral theorem: resolution of identity form 4: 291
spectral theorem: spectral measure form 4: 293
spectrum 4: $47,50,56,68,363,419$, 524
spherical Bessel function 3: 249; 4: 686
spherical coordinates 3: 198
spherical derivative 2A: 250, 252
spherical harmonic 3: 197, 232, 234, $236,238,240,248,251$
spherical harmonic expansion 3: 241
spherical harmonic expansion of plane waves 3: 248
spherical maximal function 3: 49, 51
spherical metric 2A: 247, 252
spur 4: 143
square integrable representation 3: 379
square root 4: 78
square root lemma 4: 73, 88
square root property 2A: 310
stability of hydrogen 3: 323
stability of matter 1: 454; 3: 669; 4: 676
stable distribution 1: 657
Stahl-Totik theorem 3: 297
standard deviation 1: 618
standard normal distribution 1: 619
star-shaped regions 2A: 69
state 4: 422, 423, 428, 435
stationary phase 3: 130
stationary phase ideas 3: 681
stationary phase method 3: 674
statistical mechanics 3: 654
Stein interpolation 3: 619
Stein interpolation theorem 2A: 177
Stein-Weiss inequality 3: 560
Steinhaus' theorem 1: 570
stereographic projection 2A: 256, 268, 272, 284
Stern-Brocot tree 2A: 333, 336
Stieltjes integral 1: 187; 4: 241
Stieltjes measure 3: 28
Stieltjes moment condition 4: 633, 634
Stieltjes moment problem 1: 330; 4: $633,650,651,658$
Stieltjes moment theorem 1: 428
Stieltjes moments 4: 650, 652, 656

Stieltjes transform 3: 62, 64; 4: 334, 643
Stieltjes-Osgood theorem 2A: 238
Stirling approximation 2A: 431; 4: 178
Stirling's formula 2A: 437
stochastic matrices 4: 144
Stokes' theorem 2A: 16, 68; 3: 17, 313
Stone topology 4: 388
Stone's formula 4: 332
Stone's theorem 4: 537, 549, 551, 553
Stone-Čech compactification 4: 388, 412
Stone-von Neumann uniqueness theorem 3: 336, 342
Stone-Weierstrass theorem 1: 88, 92, 138, 283, 293, 303, 466, 631; 4: 30, $360,394,405,410,416,456$
stopping time 1: 593; 3: 148, 165
Strichartz estimates 3: 679, 680
strict compactification 4: 407-409, 412, 413
strict inductive limit 1: 708
strict partial order 1: 10
strictly convex 1: 585
strictly interlace 4: 236
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