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1. Introduction

In recent years, parallel computers have changed techniques to solve problems in various kinds of fields. In parallel computers of distributed memory type, data can be shared by communication procedures called message-passing, whose speed is slower than that of computations in a processor. From a practical point of view, it is important to reduce the amount of message-passing. Domain-decomposition is an efficient technique to parallelize partial differential equation solvers on such parallel computers.

In one type of the domain decomposition method, a Lagrange multiplier for the weak continuity between subdomains is used. This type has the potential to decrease the amount of message-passing since (i) independency of computations in each subdomain is high and (ii) two subdomains which share only one nodal point do not need to execute message-passing each other. For the Navier-Stokes equations, domain decomposition methods using Lagrange multipliers have been proposed. Achdou et al. [1, 2] has applied the mortar element method to the Navier-Stokes equations of stream function-vorticity formulation. Glowinski et al. [7] has shown the fictitious domain method in which they use the constant element for the Lagrange multiplier. Suzuki [9] has shown a method using the iso-P2 P1 element. But the choice of the basis functions for the Lagrange multipliers has not been well compared in one domain decomposition algorithm.

In this paper we propose a domain-decomposition/finite-element method for the Navier-Stokes equations of the velocity-pressure formulation. In the method, subdomain-wise finite element spaces by the iso-P2 P1/P1 elements [3] are used for the velocity and the pressure, respectively. For the upwinding, the upwind finite element approximation based on the choice of up- and downwind points [10] is used. For the discretization of the Lagrange multiplier, three cases are compared numerically. As a result, iso-P2 P1/P1/P1 element shows the best accuracy in a test problem. Speed up is attained with the parallelization.
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2. Domain decomposition/finite-element method for the Navier-Stokes equations

Let $\Omega$ be a bounded domain in $\mathbb{R}^2$. Let $\Gamma_D(\neq \emptyset)$ and $\Gamma_N$ be two parts of the boundary $\partial \Omega$. We consider the incompressible Navier-Stokes equations,

\begin{align}
(1) \quad \frac{\partial u}{\partial t} + (u \cdot \text{grad})u + \text{grad}p &= (1/Re)\nabla^2 u + f \quad \text{in } \Omega, \\
(2) \quad \text{div}u &= 0 \quad \text{in } \Omega, \\
(3) \quad u &= g_D \quad \text{on } \Gamma_D, \\
(4) \quad \sigma \cdot n &= g_N \quad \text{on } \Gamma_N,
\end{align}

where $u$ is the velocity, $p$ is the pressure, $Re$ is the Reynolds number, $f$ is the external force, $g_D$ and $g_N$ are given boundary data, $\sigma$ is the stress tensor and $n$ is the unit outward normal to $\Gamma_N$.

We decompose a domain into $K$ non-overlapping subdomains,

\begin{equation}
\Omega = \overline{\Omega_1} \cup \cdots \cup \overline{\Omega_K}, \quad \Omega_k \cap \Omega_l = \emptyset \quad (k \neq l).
\end{equation}

We denote by $n_k$ the unit outward normal on $\partial \Omega_k$. If $\overline{\Omega_k} \cap \overline{\Omega_l}$ $(k \neq l)$ includes an edge of an element, we say an interface of the subdomains appears. We denote all interfaces by $\Gamma_m$, $m = 1, \ldots, M$. We assume they are straight segments. Let us define integers $\kappa_-(m)$ and $\kappa_+(m)$ by

\begin{equation}
\Gamma_m = \overline{\Omega_{\kappa_-(m)}} \cap \overline{\Omega_{\kappa_+(m)}} \quad (\kappa_-(m) < \kappa_+(m)).
\end{equation}

Let $T_{k,h}$ be a triangular subdivision of $\Omega_k$. We further divide each triangle into four congruent triangles, and generate a finer triangular subdivision $T_{k,h/2}$. We assume that the positions of the nodal points in $\Omega_{\kappa_+(m)}$ and ones in $\Omega_{\kappa_-(m)}$ coincide on $\Gamma_m$. We use iso-P2 P1/P1/P1 finite elements [3] for the velocity and the pressure subdomain-wise by

\begin{align}
(7) \quad V_{k,h} &= \{ v \in (C(\Omega_k))^2; \; v|_e \in (P^1(e))^2, e \in T_{k,h/2}, v = 0 \text{ on } \partial \Omega_k \cap \Gamma_D \}, \\
(8) \quad Q_{k,h} &= \{ q \in C(\Omega_k); \; q|_e \in P^1(e), e \in T_{k,h} \},
\end{align}

respectively, we construct the finite element spaces by $V_h = \prod_{k=1}^K V_{k,h}$ and $Q_h = \prod_{k=1}^K Q_{k,h}$.

Concerning weak continuity of the velocity between subdomains, we employ the Lagrange multiplier on the interfaces. For the discretization of the spaces of the Lagrange multiplier defined on $\Gamma_m$ $(1 \leq m \leq M)$, we compare three cases (see Figure 1):

**Case 1:** The conventional iso-P2 P1 element, that is defined by

\begin{equation}
W_{m,h} = (X_{\kappa_+(m),h}|_{\Gamma_m})^2,
\end{equation}

where $X_{k,h} = \{ v \in C(\Omega_k); \; v|_e \in P^1(e), e \in T_{k,h/2} \}$.

**Case 2:** A modified iso-P2 P1 element having no freedoms at both edges of interfaces [4].

**Case 3:** The conventional P1 element, that is defined by

\begin{equation}
W_{m,h} = (Y_{\kappa_+(m),h}|_{\Gamma_m})^2,
\end{equation}

where $Y_{k,h} = \{ v \in C(\Omega_k); \; v|_e \in P^1(e), e \in T_{k,h} \}$.

The finite element space $W_h$ is defined by $W_h = \prod_{m=1}^M W_{m,h}$.

We consider time-discretized finite element equations derived from (1)-(4):
Figure 1. Shapes of iso-P2 (left), modified iso-P2 (center) and P1 (right) basis functions for the Lagrange multiplier and a subdivision $T_{k,h/2}$

**Problem 1.** Find $(u_{h}^{n+1}, p_{h}^{n}, \lambda_{h}^{n}) \in V_{h} \times Q_{h} \times W_{h}$ such that

$$\forall v_{h} \in V_{h}, \quad \left( \frac{u_{h}^{n+1} - u_{h}^{n}}{\Delta t}, v_{h} \right)_{h} + b(v_{h}, p_{h}^{n}) + j(v_{h}, \lambda_{h}^{n}) = \langle \hat{f}, v_{h} \rangle$$

(11)

$$\forall q_{h} \in Q_{h}, \quad b(u_{h}^{n+1}, q_{h}) = 0,$$

(12)

$$\forall \mu_{h} \in W_{h}, \quad j(u_{h}^{n+1}, \mu_{h}) = 0.$$  

(13)

Forms in Problem 1 are defined by,

$$\langle u, v \rangle = \sum_{k=1}^{K} \int_{\Omega_{k}} u_{k} \cdot v_{k} dx,$$

(14)

$$a_{1}(w, u, v) = \sum_{k=1}^{K} \int_{\Omega_{k}} (w_{k} \cdot \text{grad} u_{k}) v_{k} dx,$$

(15)

$$a_{0}(u, v) = \frac{2}{Re} \sum_{k=1}^{K} \int_{\Omega_{k}} D(u_{k}) \otimes D(v_{k}) dx,$$

(16)

$$b(v, q) = -\sum_{k=1}^{K} \int_{\Omega_{k}} q_{k} \text{div} v_{k} dx,$$

(17)

$$j(v, \mu) = -\sum_{m=1}^{M} \int_{\Gamma_{m}} (v_{k+1} - v_{k-1}) \mu_{m} ds,$$

(18)

$$\langle \hat{f}, v \rangle = \sum_{k=1}^{K} \left( \int_{\Omega_{k}} f \cdot v_{k} dx + \int_{\partial \Omega_{k} \cap \Gamma_{N}} g_{N} \cdot v_{k} ds \right),$$

(19)

$$(,)_{h}$ denotes the mass-lumping corresponding to $(,)$, $a_{1}^{U}$ is the upwind finite element approximation based on the choice of up- and downwind points [10] to $a_{1}$, and $D$ is the strain rate tensor.

We rewrite Problem 1 by a matrix form as,

$$\begin{pmatrix}
\bar{M} & B^{T} & J^{T} \\
B & O & O \\
J & O & O
\end{pmatrix}
\begin{pmatrix}
U_{h}^{n+1} \\
P_{h}^{n} \\
\Lambda_{h}^{n}
\end{pmatrix} =
\begin{pmatrix}
F_{h}^{n} \\
0 \\
0
\end{pmatrix},$$

(20)

where $\bar{M}$ is the lumped-mass matrix, $B$ is the divergence matrix, $J$ is the jump matrix, $F_{h}^{n}$ is a known vector, and $U_{h}^{n+1}, P_{h}^{n}$ and $\Lambda_{h}^{n}$ are unknown vectors. Eliminating $U_{h}^{n+1}$ from (20), we get the consistent discretized pressure Poisson equation [8] of a
domain-decomposition version. Further eliminating \( P^m \), we obtain a system of linear equations with respect to \( \Lambda^n \). Applying CG method to this equation, a domain decomposition algorithm \([6]\) is obtained. It is written as follows.

1. \( \Lambda^{(0)} \): initial data;
2. Solve \( \begin{pmatrix} M & B^T \\ B & O \end{pmatrix} \begin{pmatrix} U^{(0)} \\ P^{(0)} \end{pmatrix} = \begin{pmatrix} F - J^T \Lambda^{(0)} \\ O \end{pmatrix} \); 
3. \( R^{(0)} := -J U^{(0)} \); \( \Delta \Lambda^{(0)} := R^{(0)} \); \( \rho := (R^{(0)}, \Delta \Lambda^{(0)}) \);
4. For \( l := 0, 1, 2, \ldots \), until \( \rho < \varepsilon_{CG} \) do
   (a) Solve \( \begin{pmatrix} M & B^T \\ B & O \end{pmatrix} \begin{pmatrix} \Delta U^{(l)} \\ \Delta P^{(l)} \end{pmatrix} = \begin{pmatrix} -J^T \Delta \Lambda^{(l)} \\ O \end{pmatrix} \);
   (b) \( Q := J \Delta U^{(l)} \); \( \alpha^{(l)} := \rho / (\Delta \Lambda^{(l)}, Q) \);
   (c) \( (U, P, \Lambda)^{(l+1)} := (U, P, \Lambda)^{(l)} + \alpha^{(l)}(\Delta U, \Delta P, \Delta \Lambda)^{(l)} \);
   (d) \( R^{(l+1)} := R^{(l)} - \alpha^{(l)} Q \);
   (e) \( \mu := (R^{(l+1)}, R^{(l+1)}) \); \( \beta^{(l)} := \mu / \rho \); \( \rho := \mu \);
   (f) \( \Delta \Lambda^{(l+1)} := R^{(l+1)} + \beta^{(l)} \Delta \Lambda^{(l)} \).

In Step 2 and 4a, we solve the pressure(\( P^{(0)} \) or \( \Delta P^{(l)} \)) separately by the consistent discretized pressure Poisson equation (its matrix is \( BM^{-1}B^T \)) and afterwards we find the velocity(\( U^{(0)} \) or \( \Delta U^{(l)} \)). They are subdomain-wise substitution computations since \( BM^{-1}B^T \) is a diagonal block matrix and it is initially decomposed subdomain-wise in the Cholesky method for band matrices.

**Remark 1.** The quantity \( \lambda_{m,h} \) corresponds to \( \sigma \cdot n_{\kappa_i(m)} |_{\gamma_m} \).

**Remark 2.** In the implementation, an idea of two data types is applied to the Lagrange multipliers and the jump matrix. (Each processor handles quantities with respect to \( \partial \Omega_k \). They represent either contributive quantities from \( \partial \Omega_k \) to \( \bigcup_{m=1}^{M} \Gamma_m \) or restrictive quantities from \( \bigcup_{m=1}^{M} \Gamma_m \) to \( \partial \Omega_k \). The detail is discussed in \([5]\).) The idea simplifies the implementation and reduces the amount of message-passing.

**Remark 3.** In order to evaluate \( a_1^h(u^n_h, v_h, \cdot, \cdot) \), we need to find two upwind points and two downwind points for each nodal point (Figure 2[left]). In the domain-decomposition situation, some of these up- and downwind points for nodal points near interfaces may be included in the neighboring subdomains. In order to treat it, each processor corresponding to a subdomain has geometry information.
Figure 3. An example of domain-decomposition (4 × 4) and the triangulation (N = 32)

of all elements which share at least a point with neighboring subdomains (Figure 2(right)). The processors exchange each other the values of \(u^n_h\) before the evaluation. Hence the evaluation itself is parallelized without further message-passing.

3. Numerical experiments

3.1. Test problem. Let \(\Omega = (0,1) \times (0,1)\) and \(\Gamma_D = \partial \Omega (\Gamma_N = \emptyset)\). The exact stationary solution is

\[
    u(x,y) = (x^2y + y^3, -x^3 - xy^2)^T, \quad p(x,y) = x^3 + y^3 - 1/2,
\]

and the Reynolds number is set to 400. The boundary condition and the external force are calculated from the stationary Navier-Stokes equations.

We have divided \(\Omega\) into a union of uniform \(N \times N \times 2\) triangular elements, where \(N = 4, 8, 16\) or \(32\). We have computed in two domain-decomposed ways, where the number of subdomains in each direction is 2 or 4. Figure 3 shows the domain-decomposition and the triangulation in the case \(N = 32\) and \(4 \times 4\) subdomains.

Starting from an initial condition for the velocity, the numerical solution is expected to converge to the stationary solution in time-marching. If \(\max_{k,i} |u^n_{k,i} - u^{n-1}_{k,i}|/\Delta t < 10^{-5}\) is satisfied, we judge that the numerical solution has converged and stop the computation. Computation parameters are set as \(\Delta t = 0.24/N, \alpha = 2.0\) and \(\varepsilon_{CG} = 10^{-20}\) (\(\alpha\) is the stabilizing parameter of the upwind approximation).

Figure 4 shows relative errors between the numerical solutions \((u_h, p_h, \lambda_h)\) and the exact solution \((u, p, \lambda)\). They are defined by

\[
    |u_h - u|_{V_h}/|u|_{V_h}, \quad ||p_h - p||_{Q_h}/||p||_{Q_h}, \quad \max_m \max_{\Gamma_m} |\lambda_h - \lambda|/\max_{\Omega} p,
\]

where

\[
    |v|_{V_h} = \left\{ \sum_{k=1}^{K} |v|_{(H^2(\Omega_k))^2}^2 \right\}^{1/2}, \quad ||q||_{Q_h} = \left\{ \sum_{k=1}^{K} ||q||_{L^2(\Omega_k)}^2 \right\}^{1/2}.
\]

(We normalize the error of the Lagrange multiplier with \(\max_{\Omega} p\), since this quantity is independent of \(K\) and the pressure is a dominant term in the stress vector. \(|\cdot|_{(H^1(\Omega))^2}\) denotes the \(H^1\) semi-norm.) Results of the non-domain-decomposition case are also plotted in the figure. We can observe that the errors of the velocity and the pressure realize the optimal convergence rate of the iso-P2 P1/P1 elements, that is \(O(h)\), regardless of choice of \(W_{m,h}\). In the first case (iso-P2 P1 element for \(W_{m,h}\)), the error of the Lagrange multiplier does not converge to 0 when \(h\) tends to 0. It may indicate the appearance of some spurious Lagrange multiplier modes, since the degree of freedom of the Lagrange multiplier is larger than that of jump of
the velocity in the choice. In the latter two cases the convergence of the Lagrange multiplier has also observed. The third case (P1 element for $W_{m,h}$) shows the best property with respect to the convergence of the Lagrange multiplier.

Since the conventional P1 element has the smallest degree of freedom of the Lagrange multiplier, it can decrease the amount of computation steps in a iteration time in the CG solver. Hence we adopt iso-P2 P1($u$)/P1($p$)/P1($\lambda$) element in the following.

3.2. Cavity flow problem. We next computed the two-dimensional lid-driven cavity flow problem. The domain $\Omega = (0, 1) \times (0, 1)$ is divided into a uniform $N \times N \times 2$ triangular subdivision, where $N = 24, 48$ or 112. The Reynolds number is 400 (when $N = 24, 48$) or 1000 ($N = 112$). We chose $\Delta t = 0.01(N = 24), 0.004(N = 48)$ or 0.001 ($N = 112$), $\alpha = 2$ and $\varepsilon_{CG} = 10^{-16}$. We computed in several domain-decomposition cases among $1 \times 1, \ldots, 8 \times 6, 8 \times 7$ (The case $N = 112$ and $2 \times 2$ domain-decomposition was almost full of the memory capacity in the computer we used\(^1\), in this case each subdomain had 6272 elements).

Figure 5(left) shows computation times per a time step (the average of the first 100 time steps). We see that the computation time becomes shorter as the number of subdomains (i.e. processors) increases, except for the non-domain-decomposition case, in which case the performance is almost same with the $2 \times 2$ domain-decomposition case. The velocity vectors and the pressure contours of the computed stationary flow in $4 \times 4$ subdomains are shown in Figure 6. We can observe that the flow is captured well in the domain decomposition algorithm.

Remark 4. Since the number of elements in a subdomain is proportional to $K^{-1}$, the amount of computation per a CG iteration time is in proportion to $K^{-1.5} \sim K^{-1}$ (the former is due to the pressure Poisson equation solver). We have observed that the numbers of CG iteration times per a time step are about $O(K^{0.35})$ when $K$ is large (Figure 5(right)). Thus the amount of computation in a

\(^1\)Intel Paragon XP/S in INSAM, Hiroshima University. 56 processors, 16MB memory/proc.
time step is estimated to be proportional to $K^{-1.15} \sim K^{-0.65}$. Obtained speed up, about $O(K^{-0.7})$ in the case of $N = 112$, agrees with the estimation.

4. Conclusion

We have considered a domain decomposition algorithm of the finite element scheme for the Navier-Stokes equations. In the scheme, subdomain-wise finite element spaces by iso-P2 P1/P1 elements are constructed and weak continuity of the velocity between subdomains are treated by a Lagrange multiplier method. This domain decomposition algorithm has advantages such as: (i) each subdomain-wise problem is a consistent discretized pressure Poisson equation so that it is regular,
(ii) the size of a system of linear equations to be solved by the CG method is smaller than that of the original consistent discretized pressure Poisson equation. For the discretization of the Lagrange multiplier, we compared three cases: the conventional iso-P2 P1 element, a modified iso-P2 P1 element having no freedoms at both edges of interfaces, and the conventional P1 element. In every case, we checked numerically in a sample problem that the scheme could produce solutions which converged to the exact solution at the optimal rates for the velocity and the pressure. In the latter two cases we have also observed the convergence of the Lagrange multiplier. Employing the conventional P1 element, we have computed the lid-driven cavity flow problem. The computation time becomes shorter when the number of processor increases.
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