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In a recent paper on the foundations of thermodynamics, Gurtin and Williams [8] showed that under certain physically reasonable hypotheses the first and second laws of thermodynamics (for rigid heat conductors) are

$$
\begin{aligned}
& \frac{d}{d t} \int_{R} e d v=-\int_{\partial R} \mathbf{q} \cdot \mathbf{n} d a+\int_{R} r d v \\
& \frac{d}{d t} \int_{R} \eta d v \geq-\int_{\partial R} \frac{\mathbf{q} \cdot \mathbf{n}}{\varphi} d a+\int_{R} \frac{r}{\theta} d v
\end{aligned}
$$

where $e$ is the internal energy (per unit volume), $q$ the heat flux vector, $r$ the heat supply (per unit volume), $\eta$ the entropy (per unit volume), $\varphi$ the conductive temperature, and $\theta$ the thermodynamic temperature. They [8] also proved that in general the two temperatures $\varphi$ and $\theta$ are equal. Subsequently, Chen and Gurtin [2] formulated a theory of materials in which the two temperatures were unequal. They showed that for an isotropic material the linearized version of the energy equation takes the form

$$
\begin{equation*}
c \dot{\varphi}=k \Delta \varphi+c \epsilon \Delta \dot{\varphi}+r \tag{1}
\end{equation*}
$$

where $c, k$, and $\epsilon$ are constants, $c$ being the specific heat, $k$ the conductivity and $\epsilon$ the temperature discrepancy factor since the thermodynamic temperature is related to the conductive temperature by the formula $\theta=\varphi-\epsilon \Delta \varphi$. Furthermore, they showed that if $k$ is positive, then $\epsilon \geq 0$.

Eq. (1) also arises in the theory developed by Barenblatt, Zheltov, and Kochina [1] for flow through fissured rock. Its one-dimensional counterpart was derived by Coleman and Noll [4] as governing the simple shearing motion of a fluid of second grade.

The purpose of the analysis below is to contrast the one-dimensional case $r=0$, $\epsilon>0$ with the classical case, $r=\epsilon=0$, for the half plane $x \geq 0$ with boundary conditions related to

$$
\begin{gathered}
\varphi(x, 0)=0 \quad x>0 \\
\varphi(0, t)=1 \quad t>0
\end{gathered}
$$

The boundary value problem. The boundary value problem (Eq. (1) rescaled)

$$
\begin{align*}
& u_{t}=u_{x x}+\epsilon u_{x x t} \quad x>0, \quad t>0, \quad \epsilon \geq 0 \\
& u(x, 0)=0 \quad x>0  \tag{2}\\
& u(0, t)=1 \quad t>0 \\
& u \text { bounded, }
\end{align*}
$$

[^0]has a formal solution by separation of variables given by
\[

$$
\begin{equation*}
u_{1}(x, t)=1-\frac{2}{\pi} \int_{0}^{\infty} e^{-v^{2} t /\left(1+\epsilon v^{2}\right)} \frac{\sin v x}{v} d v . \tag{3}
\end{equation*}
$$

\]

This function formally satisfies the conditions of the problem, but a change of variables $w=x v, x>0$ gives

$$
\begin{equation*}
u_{1}(x, t)=1-\frac{2}{\pi} \int_{0}^{\infty} e^{-w^{2} t /\left(x^{2}+\epsilon w^{2}\right)} \frac{\sin w}{w} d w \tag{4}
\end{equation*}
$$

which shows that the solution is discontinuous at $x=0$ :

$$
\lim _{x \rightarrow 0+} u_{1}(x, t)=1-e^{-t / \epsilon} \neq 1 \quad t>0
$$

(justification of the limiting process is given below). This result is in agreement with [1] where, according to singular surface theory, the jump in the discontinuity decays according to the right side of this relation.

If one attempts the construction of a generalized solution by introducing the initial condition

$$
u(x, 0)=e^{-\alpha x} \quad \alpha>0, x>0
$$

in place of

$$
u(x, 0)=0
$$

the resultant solution as $\alpha \rightarrow \infty$ also goes to (3) or (4). On the other hand, specification of analytic data in the form

$$
u(0, t)=1-e^{-\alpha t} \quad \alpha>0, \quad t \geq 0
$$

gives for $\alpha \rightarrow \infty$

$$
\begin{equation*}
u_{2}(x, t)=1-\frac{2}{\pi} \int_{0}^{\infty} e^{-v^{2} t /\left(1+\epsilon v^{2}\right)} \frac{\sin v x}{v\left(1+\epsilon v^{2}\right)} d v \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{2}(x, t)=1-\frac{2 x^{2}}{\pi} \int_{0}^{\infty} e^{-w^{2} t /\left(x^{2}+\epsilon w^{2}\right)} \frac{\sin w}{w\left(x^{2}+\epsilon w^{2}\right)} d w \tag{6}
\end{equation*}
$$

which does not satisfy $u(x, 0)=0$ for $x \geq 0$, but

$$
\lim _{t \rightarrow 0+} u_{2}(x, t)=e^{-x / \epsilon^{1 / 2}}
$$

The result in applying the Laplace transform to (2) under the assumptions that $u(x, t)$ and $u_{x x}(x, t)$ are continuous at $t=0$ is (5); on the other hand, the formal Fourier sine transform solution with the assumptions that the $u$ and $u_{x} \rightarrow 0$ as $x \rightarrow \infty$ gives (3). These two results have important implications for a numerical solution. In a physical application one may choose the results of one of these solutions because of experimental correlation with theory for longer times and distances even though a detailed knowledge of the mechanism at $x=0$ and $t=0$ may be lacking.

Each of the functions listed in (3) and (5) is continuous in $\epsilon$ for fixed $x$ and $t$. In particular, for $\epsilon=0$ we have

$$
\begin{aligned}
u_{0}(x, t) & =1-\frac{2}{\pi} \int_{0}^{\infty} e^{-v^{2} t} \frac{\sin v x}{v} d v \\
& =\operatorname{erfc}\left(\frac{x}{2 t^{1 / 2}}\right)
\end{aligned}
$$

which is the solution of the classical heat conduction problem. The uniform convergence on $[0, \bar{\epsilon}]$ can be seen by applying the Dirichlet test $[11, \text { p. } 23]^{1}$ for conditionally convergent integrals in the form

$$
\int_{0}^{\infty} \phi(v, \epsilon) f(v, \epsilon) d v
$$

where

$$
\begin{aligned}
& \phi(v, \epsilon)=\frac{e^{-v^{2} t /\left(x^{2}+\epsilon v^{2}\right)}}{1+v} \text { or } \frac{x^{2} e^{-v^{2} t /\left(x^{2}+\epsilon v^{2}\right)}}{\left(x^{2}+\epsilon v^{2}\right)(1+v)} \\
& f(v, \epsilon)=\frac{(1+v)}{v} \sin v .
\end{aligned}
$$

Here $\partial \phi / \partial v<0$ is continuous in $v$ for fixed $\epsilon, F(v)=\int_{0}^{v} f(w, \epsilon) d w$ is bounded independent of $v$ and $\epsilon$, and $\phi(v, \epsilon) \rightarrow 0$ monotonically in $v$ and uniformly on $[0, \bar{\epsilon}]$ as $v \rightarrow \infty$ since $\partial \phi / \partial v<0$ and $0<\phi<1 /(1+v)$.

Notice that this same analysis applies for $t$ or $x$ on $[0, t],[0, \bar{x}]$ or $[0, \bar{x}] \times[0, t]$.
Series representations of (4) and (6). In this section we develop two series for (4) and (6) which tend to complement each other in numerical evaluation. These series consist of positive terms involving functions for which good numerical techniques are available for computation. We start with (4) and write the exponential in the integral in the form

$$
I=\int_{0}^{\infty} e^{-\nabla^{2} T /\left(X^{2}+v^{2}\right)} \frac{\sin v}{v} d v=\frac{\pi}{2}+\sum_{n=1}^{\infty} \frac{(-1)^{n} T^{n}}{n!} \int_{0}^{\infty} \frac{v^{2 n-1} \sin v}{\left(X^{2}+v^{2}\right)^{n}} d v
$$

where $X=x / \epsilon^{1 / 2}, T=t / \epsilon$. The Fourier transform is available from tables [5, p. 68],

$$
\begin{equation*}
\int_{0}^{\infty} \frac{v^{2 m+1} \sin v}{\left(z+v^{2}\right)^{n}} d v=\frac{(-1)^{m+n-1} \pi / 2}{(n-1)!} \frac{d^{n-1}}{d z^{n-1}}\left(z^{m} e^{-z^{2} / 2}\right) \quad 0 \leq 2 m \leq 2 n-2 \tag{7}
\end{equation*}
$$

and we apply this with $m=n-1$. The Leibnitz rule for differentiation of a product

$$
\frac{d^{(n)}}{d z^{(n)}}(u v)=\sum_{k=0}^{n}\binom{n}{k} u^{(k)} v^{(n-k)}
$$

will expand the right side into a sum in terms of

$$
\begin{aligned}
\left(z^{n-1}\right)^{(n-k-1)} & =(n-1)(n-2) \cdots(k+1) z^{k} \quad k=0,1, \cdots n-2 \\
& =z^{n-1} \quad k=n-1
\end{aligned}
$$

and the derivatives of $e^{-z^{1 / 2}}$ :

$$
\begin{aligned}
& \left(e^{-z^{2 / 2}}\right)^{(1)}=-e^{-z^{2 / 2} /\left(2 z^{1 / 2}\right)} \\
& \left(e^{-z^{2 / 2}}\right)^{(2)}=e^{-z^{1 / 2}}\left(\frac{1}{2 z^{1 / 2}}\right)^{2}\left(1+\frac{1}{z^{1 / 2}}\right)
\end{aligned}
$$

or, more generally,

$$
\left(e^{-z^{1 / 2}}\right)^{(k)}=Q_{2 k-1}\left(\frac{1}{z^{1 / 2}}\right) e^{-z^{1 / 2}}
$$

Now,

$$
\left(e^{-z^{1 / 2}}\right)^{(k+1)}=e^{-z^{1 / 2}} Q_{2 k+1}\left(\frac{1}{z^{1 / 2}}\right)=\frac{e^{-z^{1 / 2}}}{2 z^{1 / 2}}\left[-Q_{2 k-1}\left(\frac{1}{z^{1 / 2}}\right)-\frac{1}{z} Q_{2 k-1}^{\prime}\left(\frac{1}{z^{1 / 2}}\right)\right]
$$

and the polynomials $Q_{2 k-1}$ have the recurrence relation

$$
Q_{2 k+1}(x)=-\frac{x}{2} Q_{2 k-1}(x)-\frac{x^{3}}{2} Q_{2 k-1}^{\prime}(x) \quad k=1,2, \cdots
$$

where $Q_{1}(x)=-x / 2$. A slight change in notation,

$$
Q_{2 k-1}(x)=\frac{(-x)^{k}}{2^{k}} P_{k-1}(x) \quad k=1,2, \cdots
$$

gives

$$
\left(e^{-z^{1 / 2}}\right)^{(k)}=\frac{(-x)^{k}}{2^{k}} P_{k-1}(x) e^{-z^{1 / 2}}
$$

with $x=1 / z^{1 / 2}, P_{-1}(x) \equiv 1, P_{0}(x) \equiv 1$ and

$$
P_{k}(x)=(1+k x) P_{k-1}(x)+x^{2} P_{k-1}^{\prime}(x) \quad k=1,2, \cdots .
$$

The right side of (7) takes the form

$$
\frac{\pi}{2}(n-1)!e^{-z^{1 / 2}} \sum_{k=0}^{n-1} \frac{(-1)^{k}}{(n-k-1)!(k!)^{2}}\left(\frac{z^{1 / 2}}{2}\right)^{k} P_{k-1}\left(\frac{1}{z^{1 / 2}}\right)
$$

and with $P_{-1}(x) \equiv 1$,

$$
\begin{aligned}
u_{1}(x, t) & =-e^{-X} \sum_{n=1}^{\infty} \frac{(-1)^{n} T^{n}}{n} \sum_{k=0}^{n-1} \frac{(-1)^{k}}{(n-k-1)!} \frac{\left(\frac{X}{2}\right)^{k}}{(k!)^{2}} P_{k-1}\left(\frac{1}{X}\right) \\
& =-e^{-X} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{(k!)^{-}}\left(\frac{X}{2}\right)^{k} P_{k-1}\left(\frac{1}{X}\right) \sum_{n=k+1}^{\infty} \frac{(-1)^{n} T^{n}}{n(n-k-1)!}
\end{aligned}
$$

after changing orders of summation. A shift of index in the second sum, $n=k+1+p$, gives a series which is identifiable as an incomplete gamma function,

$$
(-1)^{k+1} \sum_{p=0}^{\infty} \frac{(-1)^{p} T^{p+k+1}}{p!(p+k+1)}=(-1)^{k+1} \int_{0}^{T} e^{-v} v^{k} d v
$$

The final form for $u_{1}$ is

$$
\begin{equation*}
u_{1}(x, t)=e^{-x} \sum_{k=0}^{\infty} \frac{X^{k}}{2^{k} k!} P_{k-1}\left(\frac{1}{X}\right) \gamma(k+1, T) \tag{8}
\end{equation*}
$$

where $P_{-1}(x) \equiv 1$ and

$$
\gamma(k+1, T)=\frac{1}{\Gamma(k+1)} \int_{0}^{T} e^{-v} v^{k} d v
$$

Numerical values (to a specified number of significant figures) for these gamma functions can be generated very efficiently by the procedure described in [6].

An explicit expression for $P_{k}(x)$ is easily obtained by examining the transform [5, p. 67]

$$
\int_{0}^{\infty} \frac{v \sin v}{\left(z+v^{2}\right)^{n}} d v=\frac{e^{-z^{2 / 2}} \pi / 2}{(n+1)!\left(2 z^{1 / 2}\right)^{2 n-3}} \sum_{m=0}^{n-2} \frac{(2 n-m-4)!}{m!(n-m-2)!}\left(2 z^{1 / 2}\right)^{m}
$$

and comparing this with (7) for $m=0$,

$$
\int_{0}^{\infty} \frac{v \sin v}{\left(z+v^{2}\right)^{n}} d v=\frac{(-1)^{n-1} \pi / 2}{(n-1)!}\left(\frac{-1}{2 z^{1 / 2}}\right)^{n-1} P_{n-2}\left(\frac{1}{z^{1 / 2}}\right) e^{-z^{2} / 2}
$$

Then, by summing in the reverse direction and replacing $n-2$ by $n$,

$$
P_{n}(x)=\sum_{m=0}^{n} \frac{(n+m)!}{m!(n-m)!}\left(\frac{x}{2}\right)^{m}
$$

The terms

$$
F_{k-1}(X)=\frac{X^{k}}{2^{k} k!} P_{k-1}\left(\frac{1}{X}\right) \quad k \geq 1
$$

remain well scaled, even for very large $X$, but some rearrangement is necessary to ensure that all factors remain scaled:

$$
\begin{equation*}
F_{k-1}(X)=\frac{1}{2^{k} k!} \sum_{r=1}^{k} \frac{(2 k-r-1)!}{(k-r)!(r-1)!} \frac{X^{r}}{2^{k-r}}=\sum_{r=1}^{k} A_{r} \tag{9}
\end{equation*}
$$

where

$$
A_{1}=\frac{k X(2 k-2)!}{2^{2 k-1}(k!)^{2}}=\frac{X}{2 \pi^{1 / 2}} \frac{\Gamma(k-1 / 2)}{\Gamma(k+1)} \sim \frac{X}{2 \pi^{1 / 2} k^{3 / 2}}
$$

and

$$
A_{r+1}=A_{r} \frac{(k-r)(2 X)}{r(2 k-r-1)}, \quad r=1,2, \cdots, k-1
$$

The fact that $u_{1}(x, t) \rightarrow 1$ as $T \rightarrow \infty$ is shown by exchanging the order of summation in (8) with the aid of (9) and noting that

$$
\sum_{p=0}^{\infty} \frac{(2 p+r-1)!}{2^{2 p+r} p!(r+p)!}=\int_{0}^{\infty} \frac{e^{-v} I_{r}(v)}{v} d v=\frac{1}{r}
$$

A second series for (4) can be obtained in which $X$ and $T$ essentially exchange roles. This is done by adding and subtracting $e^{-T}$ on the right of (4) in the form

$$
e^{-T}=\frac{2}{\pi} \int_{0}^{\infty} \frac{\sin v}{v} e^{-T} d v
$$

Then

$$
u_{1}(x, t)=1-e^{-T}-\frac{2 e^{-T}}{\pi} \int_{0}^{\infty}\left[e^{X^{2} T /\left(X^{2}+v^{2}\right)}-1\right] \frac{\sin v}{v} d v
$$

Expansion of the exponential this time leads to

$$
u_{1}(x, t)=1-e^{-T}-\frac{2 e^{-T}}{\pi} \sum_{n=1}^{\infty} \frac{\left(X^{2} T\right)^{n}}{n!} \int_{0}^{\infty} \frac{\sin v}{v\left(X^{2}+v^{2}\right)^{n}} d v
$$

This latter integral is evaluated by integrating the transform [5, p. 14]

$$
\int_{0}^{\infty} \frac{\cos v y}{\left(a^{2}+v^{2}\right)^{n}} d v=\frac{\pi^{1 / 2}}{\Gamma(n)}\left(\frac{y}{2 a}\right)^{n-1 / 2} K_{n-1 / 2}(a y) \quad \begin{aligned}
& y>0 \\
& a>0
\end{aligned}
$$

on $0<y \leq 1$ after noting that

$$
K_{n-1 / 2}(z)=\left(\frac{\pi}{2 z}\right)^{1 / 2} e^{-z} \sum_{m=0}^{n-1} \frac{\Gamma(m+n)}{m!\Gamma(n-m)} \frac{1}{(2 z)^{m}}
$$

The result is

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin v d v}{v\left(X^{2}+v^{2}\right)^{n}}=\frac{\pi}{X^{2 n}} \sum_{m=0}^{n-1} \frac{\Gamma(m+n)}{m!\Gamma(n) 2^{m+n}} \gamma(n-m, X) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}(x, t)=1-e^{-T}-2 e^{-T} \sum_{n=1}^{\infty} \frac{T^{n}}{n!} \sum_{m=0}^{n-1} \frac{\Gamma(m+n) \gamma(n-m, X)}{2^{m+n} m!\Gamma(n)} \tag{11}
\end{equation*}
$$

$u_{1 x x}(x, t)$ is also needed to compute the thermodynamic temperature for the results in [2]. This can be done by using
$u_{1 x x}(x, t)=\frac{e^{-x}}{\epsilon}\left[\gamma(1, T)+\frac{(X-2)}{2} \gamma(2, T)\right.$

$$
\left.+\sum_{k=2}^{\infty} \gamma(k+1, T)\left[F_{k-1}(X)-2 G_{k-1}(X)+H_{k-1}(X)\right]\right]
$$

where

$$
\begin{aligned}
F_{k-1}(X) & =\sum_{r=1}^{k} A_{r} \\
G_{k-1}(X) & =\frac{1}{X} \sum_{r=1}^{k} r A_{r} \\
H_{k-1}(X) & =\frac{1}{X^{2}} \sum_{r=1}^{k} r(r-1) A_{r}
\end{aligned}
$$

or

$$
u_{1 x x}(x, t)=\frac{-2 e^{-T}}{\epsilon} \sum_{n=1}^{\infty} \frac{T^{n}}{n!} \sum_{m=0}^{n-1} \frac{\Gamma(m+n) g(n-m, X)}{2^{m+n} m!\Gamma(n)}
$$

where $g(n-m, X)=X^{n-m-2} e^{-X}[n-m-1-X] / \Gamma(n-m)$. Numerical results based upon (8) and (11) and the corresponding formulae for $u_{1 x x}(x, t)$ are shown in [2].

If we note

$$
1-e^{-x}=\frac{2 X^{2}}{\pi} \int_{0}^{\infty} \frac{\sin v}{v\left(X^{2}+v^{2}\right)} d v
$$

from (10), expressions similar to (8) and (11) can be written down for $u_{2}(x, t)$. They are

$$
u_{2}(x, t)=e^{-x}+e^{-x} \sum_{k=1}^{\infty} \frac{X^{k}}{2^{k} k!} P_{k-1}\left(\frac{1}{X}\right) \gamma(k, T)
$$

and

$$
u_{2}(x, t)=1-e^{-T}\left(1-e^{-X}\right)-2 e^{-T} \sum_{n=1}^{\infty} \frac{T^{n}}{n!} \sum_{m=0}^{n} \frac{\Gamma(m+n+1) \gamma(n-m+1, X)}{m!\Gamma(n+1) 2^{m+n+1}}
$$

Asymptotics for $\epsilon \rightarrow 0$. Since (1) was obtained by linearizing the heat conduction theory in [2], one expects $\epsilon$ to be small in a physical application. We therefore develop the asymptotic expressions in $\epsilon$ for $u_{1}(x, t)$ and $u_{2}(x, t)$. This we do by taking the Laplace transform of expressions (4) and (6), expanding into power series in $\epsilon$ and inverting them term by term. Then for $u_{1}(x, t)$ we have

$$
\begin{aligned}
\bar{u}_{1}(x, s)= & \frac{1}{s}-\frac{2}{\pi} \int_{0}^{\infty} \frac{x^{2}+\epsilon v^{2}}{x^{2} s+s \epsilon v^{2}+v^{2}} \frac{\sin v}{v} d v=\frac{e^{-a x}}{s(1+\epsilon s)} \\
= & \frac{1}{s}-\frac{2}{\pi} \int_{0}^{\infty} \frac{\sin v}{v\left(s+v^{2} / x^{2}\right)} d v \\
& \quad+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n} \epsilon^{n}}{x^{2 n+2}} \int_{0}^{\infty} \frac{v^{2 n+1} s^{n-1} \sin v}{\left(s+v^{2} / x^{2}\right)^{n+1}} d v
\end{aligned}
$$

where

$$
q=\left(\frac{s}{1+\epsilon s}\right)^{1 / 2}
$$

Term by term inversion gives [5, p. 175]

$$
u_{1}(x, t)=\operatorname{erfc}\left(\frac{x}{2 t^{1 / 2}}\right)+\sum_{n=1}^{\infty} \frac{(-1)^{n} \epsilon^{n} t}{n x^{2 n+2}} \int_{0}^{\infty} v^{2 n+1} e^{-v^{2} t / x^{2}} L_{n-1}^{(1)}\left(\frac{v^{2} t}{x^{2}}\right) \sin v d v
$$

The Laguerre polynomial,

$$
\frac{1}{n} L_{n-1}^{(1)}\left(\frac{v^{2}}{x^{2}}\right)=\sum_{k=0}^{n-1} \frac{(-n+1)_{k}}{(k+1)!} \frac{\left(t / x^{2}\right)^{k}}{k!} v^{2 k}
$$

together with

$$
\int_{0}^{\infty} v^{2 n+2 k+1} e^{-v^{2} t / x^{2}} \sin v d v=\frac{(-1)^{n+k} \pi^{1 / 2}}{2^{n+k+3 / 2}}\left(\frac{x^{2}}{t}\right)^{n+k+1} e^{-x^{2} /(4 t)} H e_{2 n+2 k+1}\left(\frac{x}{(2 t)^{1 / 2}}\right)
$$

gives

$$
u_{1}(x, t)=\operatorname{erfc}\left(\frac{x}{2 t^{1 / 2}}\right)+\frac{e^{-x^{2} /(4 t)}}{(2 \pi)^{1 / 2}} \sum_{n=1}^{\infty}\left(\frac{\epsilon}{2 t}\right)^{n} \sum_{k=0}^{n-1} \frac{(-n+1)_{k}(-1)^{k}}{(k+1)!k!2^{k}} H e_{2 n+2 k+1}\left(\frac{x}{(2 t)^{1 / 2}}\right)
$$

where $H e_{n}(x)$ is a Hermite polynomial given by

$$
H e_{n}(x)=n!\sum_{m=0}^{\lfloor n / 2\rceil} \frac{(-1)^{m} x^{n-2 m}}{2^{m} m!(n-2 m)!}
$$

Some numerical experiments indicate that the first term works well for large $t$ but applies sooner for large $x$.

A similar analysis for $u_{2}(x, t)$ gives

$$
u_{2}(x, t)=\operatorname{erfc}\left(\frac{x}{2 t^{1 / 2}}\right)+e^{-x^{2} /(4 t)}\left(\frac{2}{\pi}\right)^{1 / 2} \sum_{n=1}^{\infty}\left(\frac{\epsilon}{2 t}\right)^{n} \sum_{k=0}^{n} \frac{(-n)_{k} k}{(k!)^{2}} \frac{(-1)^{k}}{2^{k}} H e_{2 n+2 k-1}\left(\frac{x}{(2 t)^{1 / 2}}\right)
$$

Some comments on a numerical solution. Although for $\epsilon=0$ the solution of the boundary value problem (2) is closely approximated by the difference scheme

$$
\begin{gathered}
\frac{u_{i}^{n+1}-u_{i}^{n}}{\Delta t}=\frac{\Delta^{2} u_{i}^{n+1}}{(\Delta x)^{2}} \quad j=1,2, \cdots, N \\
n=1,2, \cdots \\
u_{i}^{0} \equiv 0, \quad j=1,2, \cdots N, \quad u_{0}^{n} \equiv 1, \quad u_{N+1}^{n}=0, \quad n=1,2, \cdots,
\end{gathered}
$$

the foregoing analysis shows that if the analogous difference scheme

$$
\begin{gathered}
\frac{u_{i}^{n+1}-u_{i}^{n}}{\Delta t}=\frac{\Delta^{2} u_{i}^{n+1}}{(\Delta x)^{2}}+\epsilon \frac{\Delta^{2} u_{i}^{n+1}-\Delta^{2} u_{i}^{n}}{(\Delta x)^{2} \Delta t} \quad j=1,2, \cdots, N \\
\\
u_{i}^{0} \equiv 0, \quad j=1,2, \cdots N, \quad u_{0}^{n} \equiv 1, \quad u_{N+1}^{n}=0, \quad n=1,2, \cdots,
\end{gathered}
$$

for (2) with $\epsilon>0$ converges, it can be expected to approach $u_{2}(x, t) . u_{2}(x, t)$ would also be produced by starting with

$$
u_{2}(x, 0)=e^{-x / \epsilon^{2 / 2}}, \quad u_{2}(0, t)=1
$$

Thus, if one wishes to produce $u_{1}(x, t)$, consideration must be given to other conditions. One expects from the analysis that either of the pairs

$$
\left\{\begin{array} { l } 
{ u _ { 1 } ( x , 0 ) = e ^ { - \alpha x } } \\
{ u _ { 1 } ( 0 , t ) = 1 }
\end{array} \quad \left\{\begin{array}{l}
u_{1}(x, 0)=0 \\
u_{1}(0, t)=1-e^{-t / e}
\end{array}\right.\right.
$$

will produce $u_{1}(x, t)$ if $\alpha$ is chosen commensurate with $\Delta x$. If $\alpha$ is too large then $u_{2}$ is produced. In practice $\alpha=1 / \Delta x$ works very well. ( $\alpha=1 / \Delta x=$ slope of the line connecting $u(0, \Delta t) \equiv 1$ with $u(\Delta x, 0) \equiv 0$.) These observations were confirmed by some numerical experiments with $\Delta x$ and $\Delta t$ as low as .001 , with $\epsilon=.01, .1$ and .5 .

The proposed (implicit) difference scheme yields the usual tridiagonal system of equations for $u_{i}^{n+1}, j=1,2, \cdots, N$ which is easily solved by recursion [10, p. 198]. This numerical scheme can be expected to be unconditionally stable since for

$$
u(n, j)=\sum_{-\infty}^{+\infty} v(r, n) e^{i j r \Delta x} \quad i=(-1)^{1 / 2}
$$

the amplification factor in a von Neumann type analysis is bounded by one,

$$
0<\frac{v(r, n+1)}{v(r, n)}=\frac{(\Delta x)^{2}+4 \epsilon \sin ^{2}(r \Delta x / 2)}{(\Delta x)^{2}+4(\epsilon+\Delta t) \sin ^{2}(r \Delta x / 2)}<1
$$

A Taylor expansion shows the difference scheme to be consistent with the differential equation as $\Delta t$ and $\Delta x \rightarrow 0$ with an error $O(\Delta t)+O\left[(\Delta x)^{2}\right]$. On finite intervals, stability
and consistency imply convergence, and under suitable hypotheses it seems reasonable that a convergence proof could be constructed for the infinite interval.

The difference scheme which is explicit for $\epsilon=0$

$$
\frac{u_{i}^{n+1}-u_{i}^{n}}{\Delta t}=\frac{\Delta^{2} u_{j}^{n}}{(\Delta x)^{2}}+\epsilon \frac{\Delta^{2} u_{i}^{n+1}-\Delta^{2} u_{j}^{n}}{(\Delta x)^{2} \Delta t}
$$

gives, in a similar analysis, the stability condition $(\Delta x)^{2} / 2 \geq(\Delta t-2 \epsilon)$. Thus, if $\Delta t \leq 2 \epsilon$, this is always satisfied. For $\epsilon=0$, the standard stability condition is obtained. This scheme is also consistent with the differential equation, but there is no numerical advantage over the first scheme since this is still implicit for $\epsilon>0$.

A solution for continuous boundary and initial data. For convenience we superimpose two solutions $u$ and $v$ to form $w=u+v$ where formally we solve

$$
\begin{array}{ll}
u_{t}=u_{x x}+\epsilon u_{x x t}, & v_{t}=v_{x x}+\epsilon v_{x x t} \\
u(0, t)=\varphi(t), \quad \varphi(0)=0, & v(0, t)=f(0) \\
u(x, 0)=0, & v(x, 0)=f(x)
\end{array}
$$

and supply sufficient conditions for the existence of a continuous solution with appropriate continuous derivatives in $x \geq 0, t \geq 0$. Then $w$ satisfies

$$
\begin{aligned}
w_{t} & =w_{x x}+\epsilon w_{x x t} \\
w(0, t) & =f(0)+\varphi(t) \quad t \geq 0, \quad \varphi(0)=0 \\
w(x, 0) & =f(x) \quad x \geq 0
\end{aligned}
$$

The Laplace transform for $u$ yields $\bar{u}(x, s)=\bar{\varphi}(s) e^{-\Omega x}$ where $\bar{\varphi}(s)$ is the transform of $\varphi(t)$ and

$$
q=\left(\frac{s}{1+\epsilon s}\right)^{1 / 2}
$$

Since the exponential is not a transform, we cannot use the convolution theorem directly. Instead, we write $\bar{u}(x, s)=s \bar{\varphi}(s) e^{-a x} / s$ and then convolute

$$
u(x, t)=\int_{0}^{t} \varphi^{\prime}(\tau)\left\{1-\frac{2}{\pi} \int_{0}^{\infty} \frac{e^{-\beta^{2}(t-\tau) /\left(1+\epsilon \beta^{2}\right)} \sin \beta x d \beta}{\beta\left(1+\epsilon \beta^{2}\right)}\right\} d \tau
$$

by inverting around a contour in the upper half $s$ plane indented around the cut from $-1 / \epsilon$ to 0 . An exchange of integrals, followed by integration by parts with (5) for $t=0$, gives the candidate

$$
u(x, t)=\varphi(t) e^{-x / \epsilon^{2} / 2}+\frac{2}{\pi} \int_{0}^{t} \varphi(\tau) \int_{0}^{\infty} \frac{e^{-\beta^{2}(t-\tau) /\left(1+\epsilon \beta^{2}\right)} \beta \sin \beta x}{\left(1+\epsilon \beta^{2}\right)^{2}} d \beta d \tau
$$

For $v$, a formal Laplace transform solution yields

$$
\begin{equation*}
v(x, t)=f(0) u_{1}(x, t)+e^{-t / \epsilon} f(x)+\frac{2}{\pi} \int_{0}^{\infty}\left[e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)}-e^{-t / \epsilon}\right] \bar{f}(\beta) \sin \beta x d \beta \tag{12}
\end{equation*}
$$

while a formal Fourier sine transform solution yields

$$
\begin{equation*}
v(x, t)=f(0) u_{1}(x, t)+\frac{2}{\pi} \int_{0}^{\infty} e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)} \bar{f}(\beta) \sin \beta x d \beta \tag{13}
\end{equation*}
$$

where $\bar{f}$ is the sine transform

$$
\bar{f}(\beta)=\int_{0}^{\infty} f(\xi) \sin \xi \beta d \xi
$$

and $u_{1}(x, t)$ is taken in the form (4). These are equivalent if one assumes conditions which will ensure the inversion of $\bar{f}$ to $f$. Actually (12) is preferable since the value and limiting form for $v(x, t)$ at $x=0$ are unambiguous, the integral being uniformly convergent in the neighborhood of $x=t=0$ with only mild restrictions on $\bar{f}$. The inequality

$$
\left|e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)}-e^{-t / \epsilon}\right| \leq \frac{1}{1+\epsilon \beta^{2}}
$$

obtained by bounding the maximum in $t$ for fixed $v$, helps in bounding the integral independent of $x$ and $t$ for the Weierstrass $M$ test.

It is easily seen by integrating the sine transform by parts twice that two differentiations with respect to $x$ can be performed,
$v(x, t)=f(0)\left(1-e^{-t / t}\right)+f(x) e^{-t / \epsilon}-\frac{2}{\pi} \int_{0}^{\infty} \frac{\left[e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)}-e^{-t / \epsilon}\right]}{\beta^{2}} \bar{f}^{\prime \prime}(\beta) \sin \beta x d \beta$,
and differentiation with respect to $t$ does not hinder the convergence of the integral. However, in order to satisfy the differential equation, $f^{\prime \prime}(x) e^{-t / \epsilon}$ must be cancelled by the inversion of $e^{-t / \epsilon} \bar{f}^{\prime \prime}$. Conditions to guarantee the inversion of the Fourier integrals, in addition to

$$
\lim _{x \rightarrow 0} f(x)=\lim _{x \rightarrow 0} f^{\prime}(x)=0, \quad \varphi, \varphi^{\prime}, f^{\prime \prime} \text { continuous, }
$$

are key hypotheses for this analysis [7, pp. 12, 16].
Notice that enhancement of the convergence by adding and subtracting $f(x) e^{-t / \epsilon}$ can be done for $u_{1}(x, t)$ in (4), making a numerical quadrature more feasible:

$$
\int_{0}^{\infty}\left(e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)}-e^{-t / \epsilon}\right) \frac{\sin \beta}{\beta} d \beta=\sum_{n=0}^{\infty}(-1)^{n} \int_{n \pi}^{(n+1) \pi}\left[e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)}-e^{-t / \epsilon}\right] \frac{|\sin \beta|}{\beta} d \beta
$$

with an error bound after $N$ terms (integral truncated at $(N+1) \pi$ ) asymptotic to

$$
\frac{x^{2}}{2 \epsilon \pi^{2}} \cdot \frac{2 N+3}{(N+1)^{2}(N+2)^{2}}
$$

Then

$$
u_{1}(x, t)=1-e^{-t / \epsilon}-\frac{2}{\pi} \sum_{n=0}^{\infty}(-1)^{n} \int_{n \pi}^{(n+1) \pi}\left[e^{-\beta^{2} t /\left(1+\epsilon \beta^{2}\right)}-e^{-t / \epsilon}\right] \frac{|\sin \beta|}{\beta} d \beta .
$$

It is worthwhile to note that the alternating series bound retains $O\left(1 / N^{3}\right)$ convergence while a direct estimate for the truncation error in the form

$$
x^{2} \int_{(N+1) \pi}^{\infty} \frac{d \beta}{\beta\left(x^{2}+\epsilon \beta^{2}\right)}
$$

gives $O\left(1 / N^{2}\right)$ convergence.
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