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I. PRIMARY CONCEPTS

1. Intrinsic energy. One can encompass the central Dirichlet problem in a brief and simple exposition by basing the approach on the so-called subharmonic functions, according to the method of Perron [26], T. Radó and F. Riesz [32] and C. Carathéodory [4]. The essential feature which makes these methods possible is the mean-value theorem of harmonic functions, that the value of such a function at the center of a sphere is the mean of its values on the surface; and this notion has been even more directly exploited by Phillips and Wiener [28] and Kellogg [19]. In fact, it can hardly be avoided, whatever the approach may be.

There is some advantage, however, in postponing its use until it is necessary to differentiate between Laplace’s equation and Newtonian potential on the one hand and related equations or integral expressions on the other. How long a postponement is possible is illustrated in the treatment given by Frostman, in his thesis [13], where the uniqueness of a minimum energy distribution serves to answer a number of important questions, as well for other laws of attraction as for the Newtonian. In fact, perhaps it may be argued that, from a physical point of view, energy in a field or on a body is a more natural concept than Laplace’s equation, and that the problems which are solvable in terms of this concept, such as the distribution of electric mass on a conductor and the induction exerted by one charge on another, are the natural problems. This would of course
be too narrow a view for mathematicians, but it happens that the bridge from these particular problems to the more general ones is short. Apparently also when one has crossed the bridge he is in a position to survey problems of a different degree of generality than those which have been the object of direct attack. Here we refer not merely to what is called the generalized Dirichlet problem, in which the harmonic function is uniquely determined by continuous boundary data but cannot itself remain continuous at the boundary, but also to problems in which the boundary data themselves are not continuous but where again the solution is unique within a certain class.

Of course, the energy principle and the Dirichlet integral go back many years, and recent papers like those of Frostman [13], de la Vallée Poussin [36], and the author [11] reaffirm them. There is a good deal of overlapping in them, leaving a number of rather difficult questions of priority, if such matters are regarded as of the highest importance. No attempt will be made to settle them here. It is worthy of remark, however, that the relation of potential to general distributions of mass was considered as early as 1911 by Plemelj [29]. And it is quite evident that no one can disregard the importance of the insight of Lebesgue, in recognizing spines and barriers [21, 22, 23], or of Kellogg in his reorientation of the theory of regular points and barriers [16, 17], or of Wiener in generalizing the notion of capacity [40, 41] and showing its relation to fundamental issues. Attention should be called to the work of Vasišesco, and especially of Bouligand, and Zaremba, contributors over a series of years to the solution of the Dirichlet problem [2, 38, 42]. The discussions of Hilbert and Lebesgue on the minimum of the Dirichlet integral, which have now become classics, are even more important for their relation to the calculus of variations than to the Dirichlet problem. One may speak similarly of the classic integral equation theory of Fredholm, of which the culmination is the memoir of J. Radon [33]. In this paper, however, we follow a somewhat different mode of development. For an exposition of the growth of the theory up to the last decade, the reader is referred to the report and book of O. D. Kellogg [17, 18].

With this remark, we proceed to exploit the common ground referred to above, as much with the purpose of learning things by the way as for the sake of the fundamental problem of determining a solution of Laplace's equation by continuously given boundary values.

We consider, then, the potential and the energy of mass distributions. The potential of a positive mass distribution \( \mu(c) \), distributed arbitrarily on a bounded set \( E \), may be written in the form

\[
(1) \quad u(M) = \int (1/\text{MP})d\mu(e_P),
\]

in which the integral is defined in the customary manner as
\[
\lim_{N \to \infty} \int h_N(M, P) d\mu(e_P),
\]

where \( \{h_N(M, P)\} \) constitutes an increasing sequence of bounded continuous functions, with
\[
\lim_{N \to \infty} h_N(M, P) = \frac{1}{MP}, \quad M \neq P,
\]
\[
= +\infty, \quad M = P.
\]

The \( \mu(e) \) may be described technically as a non-negative completely additive function of sets (thus of finite total amount), with \( \mu(\mathbb{C}E) = 0 \), and the integration may be extended over the whole of space, or merely over \( E \). The mass distribution \( \mu(e) \) has a nucleus \( F_1 \), contained in the closed cover \( F \) of \( E \) consisting of those points \( P \) of \( F \) such that an arbitrarily small sphere of center \( P \) constitutes a set for which the mass is not zero; this nucleus \( F_1 \) is evidently closed. It is convenient to admit for \( u(M) \) the value \( +\infty \), as for instance in the case where \( \mu(e) \) consists in part of a point mass on some point \( Q \), that is, \( \mu(e) > 0 \) for \( e = Q \) and \( u(M) = +\infty \) for \( M = Q \).

We define the energy, or "intrinsic" energy, of the mass distribution \( \mu(e) \) on \( E \) by the iterated integral
\[
I = I(\mu) = \int_E d\mu(e_P) \int_E \frac{d\mu(e_Q)}{QP} = \int_E u(P) d\mu(e_P)
\]
leaving out the customary factor \( 1/2 \) for convenience. This integral may also have the value \( +\infty \) if the mass is somewhere sufficiently concentrated. By means of distributions of mass of minimum energy, we are led to the conductor potential of the infinite domain complementary to \( F \) and to the Green's function of that domain.

A completely additive set function \( f(e) \), distributed on \( E \), which is not necessarily positive, may be written as the difference of two of positive type: \( f(e) = \mu(e) - \nu(e) \). Hence the potential and energy of distributions \( f(e) \) may be written as the difference or in terms of sums and differences of integrals with respect to positive set functions, and will be said to converge when these converge separately. There are thus introduced the mutual energies
\[
I(\mu, \nu) = I(\nu, \mu) = \int_E d\mu(e_P) \int_E \frac{d\nu(e_Q)}{QP} = \int_E u(Q) d\nu(e_Q) = \int_E \nu(P) d\mu(e_P),
\]
where \( u(Q) \), \( \nu(P) \) are the potentials of \( \mu(e) \) and \( \nu(e) \) respectively, with
\[
I(\mu \pm \nu) = I(\mu) + I(\nu) \pm 2I(\mu, \nu)
\]
if the respective integrals are convergent.

By comparison with the corresponding Dirichlet integrals extended over all space, it is easily verified [10, I] that
\[ I(\mu) = 4\pi \int_W (\text{grad } u)^2 d\tau, \]
\[ I(\mu, \nu) = 4\pi \int_W (\text{grad } u) \cdot (\text{grad } v) d\tau, \]
and hence that
\[ I(\mu) + I(\nu) \geq 2I(\mu, \nu) \geq 0. \]

It follows that if \( I(\mu) \) and \( I(\nu) \) converge, the same is true of \( I(\mu + \nu) \) and \( I(f) = I(\mu - \nu) \), and, further, that \( I(f) \) is essentially positive and is equal to zero only in the case that \( f(e) = 0 \).† Moreover if \( I(f) \) and \( I(g) \) are convergent, we have similarly
\[
(3) \quad I(f + g) = I(f) + I(g) + 2I(f, g),
\]
\[ |2I(f, g)| \leq I(f) + I(g). \]

2. **Weak convergence and equicontinuity.** The discussion of the minima of Stieltjes integrals is based upon the notion of weak convergence. A sequence of completely additive set functions \( \{f_n(e)\} \) converges weakly on \( E \) to \( f(e) \) if for every continuous function \( \phi(P) \) we have
\[
(4) \quad \lim_{n \to \infty} \int_E \phi(P) d\mu_n(e) = \int_E \phi(P) d\mu(e). \]

It is a fundamental theorem that, given on a closed bounded set \( F \) a collection of completely additive set functions whose total variations \( \int |d\mu_n(e)| \) are bounded uniformly, there exists an \( f(e) \), also completely additive on \( F \), and a subsequence \( \{f_n^*(e)\} \) from the \( f_n(e) \) which converges to \( f(e) \) weakly. In particular, it may be remarked that if \( E \) is any subset of \( F \), measurable with respect to \( f(e) \) (that is, such that \( \int_E |d\mu(e)| \) converges), which is such that \( \int_{E^c}|d\mu(e)| = 0 \) where \( E^c \) is the frontier of \( E \), then
\[
\lim_{n \to \infty} f_n^*(E) = f(E). \]

Consider now such a weakly convergent sequence of not negative set functions \( \{\mu^*(e)\} \) and suppose that \( u(P) \), not necessarily continuous, is the limit of an increasing sequence of continuous functions \( \phi_n(P) \). It is a simple result, known as Fatou’s theorem, that
\[
\liminf_{n \to \infty} \int_P u(P) d\mu_n(e) \geq \int_P u(P) d\mu(e),
\]
where \( \mu(e) \) is the limit distribution. In fact, given \( \epsilon > 0 \), an \( N \) exists such that
\[
\int_P u(P) d\mu(e) < \int_P \phi_N(P) d\mu(e) + \epsilon
\]

† Frostman proves the corresponding fact for more general laws of attraction by means of an integral identity which enables him to write \( I(f) \) as a square [13].
if the left-hand member is convergent; but also
\[ \liminf_{n \to \infty} \int_P u(P) d\mu_n(e) \geq \liminf_{n \to \infty} \int_P \phi_N(P) d\mu_n(e) = \int_P \phi_N(P) d\mu(e), \]
and the result is obtained by letting \( N \) become infinite. An obvious modification takes care of the case when \( \int u du = +\infty \).

The same theorem applies to iterated integrals like (2), and it is an immediate consequence of the theorem that the potential of a positive mass distribution is \textit{lower semicontinuous}, that is
\[ \liminf_{N \to \infty} u(M) \geq u(Q). \]

Another fundamental lemma of analysis is based on the notion of equicontinuity. A family of functions \( \{ \phi_n(P) \} \) is equicontinuous in a closed bounded region \( D \) if for \( P, P' \) in \( D \) and distance \( PP' \leq \delta \) a function \( \omega(\delta) \) exists, independent of \( n \) and tending to zero with \( \delta \), such that
\[ |\phi_n(P') - \nu_n(P)| \leq \omega(\delta). \]
If then there is a subsequence which converges at a single point of \( D \), there is a subsequence \( \{ \phi_n^*(P) \} \) which converges uniformly in \( D \) to some function \( \phi(P) \) which has the same modulus of continuity. The proof is based, as is evident, on the Cantor diagonal process.

3. \textbf{Elementary notions about harmonic functions.} For convenience in notation, we denote by \( \Gamma(\rho, Q) \) the spherical domain of center \( Q \) and radius \( \rho \) and by \( C(\rho, Q) \), its surface. A function which is harmonic in a domain \( T \) has at any point \( Q \) the value which is the mean of its values over any \( \Gamma(\rho, Q) \) which is contained with its \( C(\rho, Q) \) in \( T \), or over the \( C(\rho, Q) \) of such a \( \Gamma(\rho, Q) \). Conversely, if a function \( u(M) \) is summable spatially, and for every \( Q \) in an arbitrary closed domain \( D \) contained in \( T \) is equal to its spatial average over spheres \( \Gamma(\rho, Q) \), \( 0 < \rho < \delta \), where \( \delta \) is a constant (depending on \( D \)), then \( u(M) \) is harmonic in \( T \); likewise if it is equal to its average over spherical surfaces \( C(\rho, Q) \), \( 0 < \rho < \delta \) for such values of \( \rho \) as the integral exists. It is a familiar consequence of these mean-value relations that a function which is harmonic in \( T \) cannot take on its upper or lower bounds at a point of \( T \), unless it is identically constant. Equally familiar is the application of this fact to the Dirichlet problem: there cannot be two different functions harmonic in \( T \) (tending to zero at \( \infty \) if \( T \) is an exterior domain) which take on continuously the same limiting values for the same manner of approach to the boundary—even if more than one limiting value may correspond to a given boundary point.

Let now \( u(M) \) be harmonic and \( |u(M)| \leq K \) in \( T \). Let \( F \) be a closed set in \( T \) and \( \eta \) less than the distance of \( F \) from the boundary of \( T \). It is easily seen that if the distance \( MM' \) is \( \leq \delta \leq \eta \), the difference \( |u(M) - u(M')| \leq \omega(\delta) \) where \( \omega(\delta) = \delta \cdot 6K/\eta \). In fact,
\[
\frac{4\pi\eta^3}{3} | u(M') - u(M) | = \left| \int_{\Gamma(\eta, M')} u(P) dP - \int_{\Gamma(\eta, M)} u(P) dP \right| \\
\leq \int_{\Sigma} | u(P) | dP
\]

where \( \Sigma \) is the region “between” the two spheres, that is,
\[
\Sigma = \Gamma(\eta, M) + \Gamma(\eta, M') - \Gamma(\eta, M) \cdot \Gamma(\eta, M').
\]
The region \( \Sigma \) has the volume \( 4\pi\eta^3(2d) \), \( d \) being the distance \( MM' \). Hence finally,
\[
\frac{4\pi\eta^3}{3} | u(M') - u(M) | \leq K4\pi\eta^3(2d),
\]
which yields the desired result.

But this result amounts to a statement that all harmonic functions in \( T \) with a common bound are equicontinuous. Hence, given an infinity of functions harmonic in \( T \) and bounded in their set, it follows from the theorem on equicontinuity that there exists a sub-sequence which converges to a function harmonic in \( T \), and the convergence is uniform on any closed bounded set contained in \( T \).

That the limit function \( u(M) \) is harmonic in \( T \) is easily established. In fact, in any subregion of \( T \) whose boundary is distant by at least \( \eta \) from the boundary \( t \) of \( T \), considering the convergent sub-sequence \( u(M) \), we have for \( \rho < \eta \),
\[
u(M) = \lim_{n \to \infty} u_n(M) = \lim_{n \to \infty} \frac{3}{4\pi\rho^3} \int_{\Gamma(\rho, M)} u_n(P) dP = \frac{3}{4\pi \rho^3} \int_{\Gamma(\rho, M)} u(P) dP,
\]
so that \( u(M) \) is equal to its spherical volume average and is therefore harmonic.

When we consider the sequence solution of the Dirichlet problem we shall need to employ a sequence of domains approximating to the given one. We denote as usual the frontier of \( T \) by \( t \), with corresponding notation in general for other domains; the set \( t \) will be taken as bounded, and the domain \( T \) may be either an interior or an exterior domain. A sequence of domains is known as a nested sequence approximating to \( T \) if (i) \( T_{n+1} \) contains \( T_n + t_n \), (ii) each point of \( T \) lies in some \( T_n \). A sequence of nested approximating domains \( S_n \) can first be constructed out of collections of cubes, since \( T \) is an open set, possibly not all of the same size, if \( S_n \) is to be connected—a domain being a connected open set. These approximating domains, by means of surfaces defined by the equations
\[
K_n = \int_{s_n} \frac{dP}{MP^2}
\]
may then be replaced by others with analytic boundaries, and by a proper choice of the \( K^* \), these may be made free of singularities [18, pp. 319, 276].
This construction of analytic approximating domains is not difficult, and in order to save space we shall take it for granted.

4. **Distributions on conductors. The conductor distribution.** We follow the method of Frostman [13] and consider possible distributions \( \mu(e) \) of positive mass on a bounded closed set \( F \), such that the total mass \( \mu(F) \) is unity. If there is no distribution for which \( I \) is finite, we say that \( F \) is of zero capacity; otherwise \( F \) is of positive capacity. In the latter case it is easy to see that \( I \) is bounded away from 0, but without regard to this fact let \( I_0 \) be the lower bound of \( I \) for all possible distributions \( \mu(e) \); evidently \( I_0 \geq 0 \). Let \( \{ \mu_n(e) \} \) be a sequence of these mass distributions such that the energies \( I_n = I(\mu_n) \) tend to this lower bound \( I_0 \).

The sequence of mass functions \( \mu_n(e) \), being uniformly bounded in total, contains a sub-sequence which converges weakly to a mass function \( \mu_0(e) \), of total mass unity; and we may take our original sequence as reduced to this sub-sequence. Then, by Fatou’s theorem

\[
I_0 = \lim_{n \to \infty} I(\mu_n) \geq I(\mu_0).
\]

On the other hand, \( \mu_0(e) \) is one of the set functions to be admitted as a possible mass distribution, so that

\[
I(\mu_0) \geq 1, \text{ b. } I(\mu) = I_0.
\]

Hence \( I_0 = I(\mu_0) \).

We turn now to the possible values of the potential on \( F_1 \), the nucleus of \( \mu_0(e) \). Let \( V(M) \) denote this potential.

Let \( \delta \mu(e) \) be a mass distribution on \( F \) such that \( I(\delta \mu) \) is finite. Then \( I(\mu_0 + \delta \mu) \) is also finite, and from (3),

\[
\Delta I = 2 \int_P V(P) d\delta \mu(e_P) + I(\delta \mu).
\]

Since \( I(\mu_0) \) is a minimum, we must have

\[
\Delta I \geq 0 \quad \text{if} \quad \int_P d\delta \mu(e_Q) = 0 \quad \text{and} \quad \mu_0(e) + \delta \mu(e) \geq 0.
\]

It is clear that a \( \delta \mu(e) \) of the form

\[
\delta \mu(e) = \epsilon \left\{ \frac{\phi(e) - \phi(F)}{\mu_0(e)} \right\}, \quad \epsilon < 0,
\]

is admissible for \( \epsilon \) small enough, provided that \( \phi(e) \) is an arbitrary positive distribution for which \( I(\phi) \) exists. And since \( I(\delta \mu) \) contains \( \epsilon^2 \) as a factor, it follows that we must have

\[
\int_P V(P) d\delta \mu(e_P) \geq 0.
\]
This integral may be rewritten in the form
\[ \int_F V(P) d\left\{ \phi(e_P) - \frac{\phi(F)}{\mu_0(F)} \mu_0(e_P) \right\} = \int_F \left\{ V(P) - I_0 \right\} d\phi(e_P) \]
since \( I_0 = \int_F V(P) d\mu_0(e_P) \) and since
\[ \int_F V(P) d\phi(e_P) = I(\mu_0, \phi) \]
converges. It follows that \( V(P) \geq I_0 \) everywhere on \( F \) except possibly on a subset of capacity zero.

In particular, if \( F \) happens to have interior points, it has positive capacity (since a uniform distribution on a sphere has evidently finite energy); and if \( P \) is such an interior point of \( F \), we shall have \( V(P) \geq I_0 \).

For it is deduced immediately that \( V(P) \), being a potential of positive mass, is greater than or equal to its spherical average on a small sphere about \( P \), and the latter is greater than or equal to \( I_0 \).

On the other hand, if for some point on \( F_1 \), the nucleus for \( \mu_0(e) \), we have \( V(P) > I_0 + \epsilon \), there will be a neighborhood including a sphere of center \( P \) where \( V(P) \geq I_0 + \epsilon \) which will contain a certain mass \( \mu_1 \), and we shall have
\[ I(\mu_0) \geq (I_0 + \epsilon) \mu_1 + I_0(1 - \mu_1) > I_0 \]
which is impossible. Hence \( V(P) \leq I_0 \) on \( F_1 \).

That the distribution \( \mu_0(e) \) is unique is easily shown. In fact, if there were another possible distribution \( \nu_0(e) \) with the same minimum energy \( I_0 \), of total mass unity but with potential \( U(P) \), we should have \( I(\mu_0 - \nu_0) \geq 0 \).

But
\[ I(\mu_0 - \nu_0) = I(\mu_0) + I(\nu_0) - 2I(\mu_0, \nu_0) \]
\[ = I_0 + I_0 - \int_{F_1} U(P) d\mu_0(e) - \int_{G_1} V(P) d\nu_0(e). \]

On \( F_1 \), \( U(P) \geq I_0 \) except on a set of capacity 0, and similarly for \( V_0(P) \) on \( G_1 \), where \( G_1 \) is the nucleus of \( \nu_0(e) \). Hence
\[ \int_{F_1} U_0 d\mu_0 + \int_{G_1} V_0 d\nu_0 \geq 2I_0 \]
and \( I(\mu_0 - \nu_0) \leq 0 \). From the two inequalities, \( I(\mu_0 - \nu_0) = 0 \) and therefore \( \mu_0(e) - \nu_0(e) = 0 \), which would be a contradiction.

In résumé, we have, then,
\[ V(P) \geq I_0 \text{ everywhere on } F \text{ except on a subset of zero capacity}, \]
(5) \[ V(P) \leq I_0 \text{ on } F_1, \text{ the nucleus of } F, \]
\[ V(P) = I_0 \text{ at interior points of } F_1. \]
Remarks on zero capacity. To say that a set $E$ measurable Borel is of
capacity zero if the energy of any distribution of mass on it is infinite, is
the same as Frostman’s definition, that it is of capacity zero if every closed
set contained in $E$ is of capacity zero. In fact, if $E$ will sustain no positive
mass of finite energy, the same is true of any closed set contained in $E$.
Suppose conversely, that no closed set $F$ in $E$ will sustain such a mass but
that $E$ will itself. We know that for any distribution $\mu(e)$ on $E$,
$$
\mu(E) = \text{u.b. } \mu(E), \text{ } F \text{ closed, contained in } E.
$$
Hence there will be some of the mass on an $F$ contained in $E$. But $I(F) = \infty$,
and $I(E) \geq I(F)$, so that $I(E) = \infty$. Hence if no $F$ will sustain a positive
mass with finite energy, $E$ also will not.

A similar remark applies to de la Vallée Poussin’s definition of zero
capacity [35, p. 226]. A set $E$ is of zero capacity if it will sustain no dis-
tribution of mass with potential bounded. But if there is a distribution
with bounded potential the same one has bounded energy less or equal to
the upper bound of the potential times the total mass. And if there is a
distribution with bounded energy, there is such a one on some closed set $F$
contained in $E$, and on $F$ there is one of minimum energy. Hence there is
a potential $V(P)$ whose upper bound on the nucleus of $F$ is $I_0$. That this
potential remains bounded by $I_0$ over all space will be seen from later con-
siderations. Hence if $E$ is of positive capacity by either definition, it is by
the other.

These definitions of zero capacity make a convenient extension of the
concept of capacity as first defined for a closed set by Wiener [40]. They
are equivalent to the definition of improper set as given and used by
Vasilesco [37], and based on the concept of Wiener.

We now continue the study of $V(P)$ by proving two simple propositions.

**Lemma 1.** Let $Q$ be a point of the frontier of $F_1$, and $V(P)$ be continuous
at $Q$ for $P$ in $F_1$. Then $V(P)$ is continuous at $Q$ for arbitrary approach of $P$
to $Q$.

Consider first the portion $F_{1p}$ of $F_1$ within $\Gamma(\rho, Q) + C(\rho, Q)$ and denote
the potential of the mass within this portion by $V(\rho, P)$. Let $M$ be an ar-
bitrary point not on $F_1$ and let $Q$ be the nearest point of $F_{1p}$ to $M$. Then
evidently for $P$ in $F_{1p}$,
$$
Q_1P \leq MP + MQ_1 \leq 2MP,
$$
$$
V(\rho, M) \leq 2V(\rho, Q_1).
$$

Next, we notice that $V(\rho, Q)$ approaches zero with $\rho$ since $V(Q)$ is finite
[35]. For we can choose the function $h_N(Q, P)$ of §1 so that $\int h_N(Q, P) d\mu_0$
is as little less than $V(\rho, Q)$ as we please, independently of $\rho$. But this in-
tegral tends to zero with $\rho$, since there can be no point mass at $Q$. 


Finally, we notice that since $V(\rho, P)$ is continuous at $Q$ for $P$ on $F_1(V(P) - V(\rho, P)$ being evidently continuous at $Q$), we have, given $\epsilon > 0$,

$$V(\rho, Q) < \epsilon, \quad V(\rho, Q_1) < \epsilon$$

for $\rho$ small enough, and $Q_1$ chosen close enough to $Q$.

But as $M$ tends to $Q$, also $Q_1$ approaches $Q$. Hence eventually we shall have $V(\rho, M) < 3\epsilon$. And since again $V(M) - V(\rho, M)$ is continuous at $Q$, we shall have

$$\limsup_{M \to Q} V(M) \leq V(Q) + 3\epsilon, \quad \limsup_{M \to Q} V(M) \leq V(Q).$$

But

$$\liminf_{M \to Q} V(M) \geq V(Q),$$

and $V(M)$ is continuous at $Q$.

The second proposition is a simple generalization of a condition of Poincaré and Zaremba [30, p. 228; 42, p. 204]. It is due to Raynor [34] and is a special case of a theorem about exceptional points of mass distributions [10, 1]. Consider the bounded closed set $F$, and denote by $T$ the infinite domain exterior to it, the boundary $t$ of it being a portion of the frontier of $F$.

**Lemma 2.** Let $C(\rho, Q, E)$ be the measure of the portion of the spherical surface which consists of points of $E$, and require that

(P) \quad \limsup_{\rho \to 0} \frac{C(\rho, Q, F)}{C(\rho, Q, T)} > 0. \quad \text{Then } V(Q) \geq I_0.$$

Suppose the contrary, that $V(Q) = I_0 - h$. A set of points on $C(\rho, Q)$ of positive superficial measure is evidently of positive capacity, since it will support with finite energy a distribution of mass of uniform density. There is then a spherical neighborhood $\Gamma(\rho_1, Q)$ such that, given $\epsilon > 0$, except for sets of measure zero on any $C(\rho, Q)$,

$$V(P) \geq I_0, \quad P \text{ in } F \cdot \Gamma(\rho_1, Q),$$

$$V(P) \geq I_0 - h - \epsilon, \quad P \text{ in } T \cdot \Gamma(\rho_1, Q),$$

the latter inequality coming from the fact that $V(P)$ is lower semicontinuous. And since $V(Q)$ is greater than or equal to its spherical average on a sphere about $Q$,

$$C(\rho, Q)V(Q) \geq I_0C(\rho, Q, F) + (I_0 - h - \epsilon)C(\rho, Q, T), \quad \rho \leq \rho_1.$$ But $V(Q) = I_0 - h$, therefore

$$0 \geq hC(\rho, Q, F) - \epsilon C(\rho, Q, T),$$

$$\frac{\epsilon}{h} \geq \frac{C(\rho, Q, F)}{C(\rho, Q, T)}.$$
Since \( \varepsilon \) is arbitrary, it follows that the limit, as \( \rho \) tends to zero, of the right-hand member is zero, which contradicts the hypothesis.

These lemmas enable us to complete the description of \( V(P) \) for sets \( F \) which are sufficiently regular. Suppose that at every point of \( F \), and therefore at every point of \( F_1 \), the condition \( (P) \) is satisfied. Then we shall have

\[
V(P) = I_0, \quad P \text{ on } CT,
\]

\[
V(P) < I_0, \quad P \text{ in } T,
\]

\[
F_1 = t.
\]

In fact, \( V(Q) = I_0 \) by Lemma 2, for every \( Q \) in \( F_1 \), and is continuous at every such \( Q \) by Lemma 1. Since \( V(P) \) is harmonic elsewhere it is continuous throughout all space and less than or equal to \( I_0 \).

Moreover, every portion of \( t \) bears some of the mass \( \mu_0 \), and every point of \( t \) belongs to \( F_1 \). Suppose, contrariwise, that a point \( Q \) of \( t \) were distant \( \eta \) from \( F_1 \). Then since \( V(P) \) is harmonic at \( Q \) and not identically equal to \( I_0 \) in \( T \) it must be less than \( I_0 \) at \( Q \). But the value of the energy could be lowered by transferring some of the mass from \( F_1 \) to the neighborhood of \( Q \). It follows that \( V(P) = I_0 \) for \( P \) on \( t \), and therefore at points \( P \) of \( F \), which are not also points of \( t \); (since at such points \( V(P) \) is harmonic) there is no mass \( \mu_0(e) \) in the neighborhood of such points, and \( F_1 \) is identical with \( t \).

The conductor potential. The quantity \( 1/I_0 \) is called the capacity of the closed set \( F \). The conductor potential is the function \( v(P) = V(P)/I_0 \) and has the value unity on the nucleus of \( F \) except possibly on a set of zero capacity. The distribution \( \mu_0(\varepsilon)/I_0 \) is called the conductor distribution.

If \( E \) is not a closed set we follow Frostman in defining its capacity \( K(E) \) as the upper bound of the capacities of closed sets contained in \( E \).

5. The Green's function. The Kelvin transformation is a device for transforming by inversion. If \( u(M) \) is harmonic in a domain \( T \), and \( T' \) is the domain obtained as the collection of points inverse to \( T \) with respect to a certain sphere of center \( O \) and radius \( a \), so that the respective distances from \( O \) satisfy the relation \( rr' = a^2 \), the function

\[
w(M') = C \frac{r}{a} u(M) = C \frac{a}{r'} u(M), \quad C \text{ const.},
\]

is harmonic in \( T' \). By means of this device we can obtain the Green's function \( g(M, P) \) from the conductor potential \( v(P') \), and vice versa.

We suppose the boundary \( t \) of \( T \) to lie in the finite space and take \( F \) as the complement of \( T \). We take \( M \) in \( T \) as the center of inversion, and \( a \) so that \( \Gamma(a, M) \) lies with its boundary in \( T \), and let \( F' \) be the inversion image of \( F \), \( V(P') \) the conductor potential of \( F' \). With \( r = MP \), \( r' = MP' \), the function

\[
g(M, P) = \frac{r'}{a^2} (1 - v(P')) = \frac{1}{r} (1 - v(P'))
\]
will be the Green’s function for $T$ with pole at $M$. In fact, $g(M, P) - 1/r$ is harmonic in $T$ and, if $T$ is an unbounded domain, $g(M, P)$ vanishes as $P \to \infty$. Also $g(M, P) \to 0$ if $P$ tends to a point of $t$ such that at the corresponding point of $t'$, $v(P') \to 1$.

In particular, if $F$ satisfies the condition (P), the same will be true of $F'$ and therefore $g(M, P)$ will take on continuously the value zero as $P$ tends to a point of $t$.

It will be noticed that the Kelvin transformation and the Green’s function afford the simplest method of treating domains whose boundaries $t$ reach into the infinite domain. This will be apparent in the sequel, and it will be unnecessary to develop the details.

II. The generalized Dirichlet problem

1. Regularity of a boundary point. A point $Q$ of $t$ is said to be regular for $T$ with respect to the conductor potential $v(M)$ if, for $M$ in $T$, $\lim_{M \to Q} v(M) = 1$; similarly, regularity with respect to the Green’s function lies in the relation $\lim_{P \to Q} g(M, P) = 0$. It will be shown that these notions are the same.

2. Conductor potential and Green’s function as sequence solution. Given $T$, an exterior domain without restriction except that its boundary is a bounded set and its complementary set $F$ is of positive capacity, let $T_n$ be a nested sequence of exterior approximating domains whose complementary domains $F_n$ satisfy the condition (P) at every point; in fact, the boundaries $t_n$ may be taken without loss of generality as analytic. We take $\mu_n(e)$ as the corresponding minimal energy distributions of total mass unity, with potentials $V_n(M)$, and $I_n$ as the corresponding energies.

Since $T_{n+1}$ contains $T_n$, $F_n$ contains $F_{n+1}$ and $F$; hence the minimal distribution $\mu_0(e)$ on $F$ is a possible distribution on $F_{n+1}$, and the minimal distribution $\mu_{n+1}$ also lies on $F_n$; hence

$$I_n \leq I_{n+1} \leq I(\mu_0), \quad \lim I_n = I(\mu_0).$$

A subsequence of the $\mu_n(e)$ converges weakly to some distribution $\mu(e)$ of total mass 1, which lies only on $t$, since $\mu_n(e)$ lies only on $t_n$. Since $t$ is a portion of $F$, we have

$$I(\mu) \geq I(\mu_0) = I_0.$$

But also, from Fatou’s theorem, restricting $n$ to this subsequence,

$$\lim_{n \to \infty} I_n = \lim_{n \to \infty} I(\mu_n) \geq I(\mu),$$

and combining these inequalities with (1),

$$\lim_{n \to \infty} I_n = I(\mu) = I(\mu_0).$$

The minimizing distribution is, however, unique. Hence $\mu(e) = \mu_0(e)$. 
Moreover, since $1/MP$ remains continuous for a suitably large $n$ if $M$ does not lie on $t$,
\[
\lim_{n \to \infty} V_n(M) = V(M), \ M \text{ not on } t,
\]
and by Fatou's theorem,
\[
\liminf_{n \to \infty} V_n(M) \geq V(M), \ M \text{ on } t.
\]
Since $V_n(M) \leq I_n$ throughout all space, it follows that $V(M) \leq I_0$, and if $V(Q) = I_0$, $\lim V_n(Q) = I$. By the same reasoning as used for smooth boundaries, we see now that any sphere $\Gamma(\rho, Q)$ with center at a point of $t$, which contains a portion of $F$ of positive capacity, will also contain some of the mass $\mu_0(\epsilon)$.

Turning to the conductor potentials themselves, $\nu_n(M) = V_n(M)/I_n$, and the corresponding capacities $K_n = 1/I_n$, we note that the $\nu_n(M)$, $K_n$ constitute monotonic decreasing sequences and from this we can deduce immediately the facts about conductor potentials.

The case where $K(F) = 0$ needs special mention. In this case there is no distribution of positive mass for which $K(F)$ is finite or its potential bounded; we shall therefore define the conductor potential as identically zero. With this convention we still have
\[
\lim_{n \to \infty} \nu_n(M) = \nu(M), \ M \text{ in } T, \text{ and } \lim K_n = K.
\]
Suppose in fact, that $\lim_{n \to \infty} \nu_n(M)$ is not identically zero in $T$. Then the set function obtained by the weak convergence of $\mu_n(\epsilon)/I_n$ will not be identically zero, but since its potential remains bounded, it will be less than or equal to 1. This contradicts the assumption that $K(F) = 0$. Consequently, also $\lim_{n \to \infty} I_n = \infty$ and $\lim_{n \to \infty} K_n = 0$.

Throughout all space, $\nu(M) \leq 1$. For points $M$ not on $t$, $\lim_{n \to \infty} \nu_n(M) = \nu(M)$ and for points on $t$, $\lim_{n \to \infty} \nu_n(M) \geq \nu(M)$. The capacity $K$ of $F$ is equal to the capacity of $t$ and satisfies the relation $K = \lim_{n \to \infty} K_n$. If $\nu(Q) = 1$, $Q$ is a regular point of $t$ with respect to the conductor potential; for every point of $T$, $\nu(P) < 1$.

We now pass to the Green's functions for $T_n$, $T$ by the Kelvin transformation, utilizing suitably chosen sets $T'_n$, $F'_n$, $T'$, $F'$. The domain $T$ may be either an interior or an exterior domain. Since the $T_n$ form a nested sequence of approximating domains, the same is true of the $T'_n$, and since the condition (P) holds at every point of $t'_n$, we have, for $T$,
\[
\lim_{n \to \infty} g_n(M, P) = g(M, P), \ M \text{ in } T, \ P \text{ in } T,
\]
and if (with $M$ fixed) $Q'$ is a point of $t'$ which is regular for $\nu(P')$, the corresponding point $Q$ of $t$ is regular for $g(M, P)$, and vice versa.
It is an elementary fact, established by means of Green's lemma, that for regions $T$ with smooth boundaries, the Green's function is symmetrical in $M$ and $P$. From (2) it follows that the same relation $g(M, P) = g(P, M)$ remains valid whatever the domain $T$.

If $Q$ is a point of $t$ which is regular with respect to $g(M, P)$, it is also regular with respect to $g(M_1, P)$, where $M_1$ is any point of $T$.

Let $T_1$ with boundary $t_1$ be the first of our nested sequence, chosen so as to contain both $M$ and $M_1$ in its interior. Let $B_1$ be the upper bound of $g(M_1, P)$ and $b$ the lower bound of $g(M, P)$, for $P$ on $t$, so that, since the $g_n(M_1, P)$ form a monotonic increasing sequence, we have

$$g_n(M_1, P) \leq g(M_1, P) \leq (B_1/b)g(M, P), \text{ P on } t_1.$$  

But on $t_n$ we have also

$$g_n(M_1, P) \leq (B_1/b)g(M, P),$$  

since the left-hand member is zero and the right-hand member positive. Since both members are continuous in the closed region bounded by $t_n,t_1$ and harmonic between these boundaries, the same inequality persists for that region. Hence, letting $n$ become infinite, we have for all points $P$ in $T - T_1$,

$$g(M_1, P) \leq (B_1/b)g(M, P).$$  

From this inequality the theorem follows immediately.

If $T$ is an exterior domain and $Q$ is a regular point of $t$ for $T$ with respect to the conductor potential, it is so also with respect to the Green's function, and conversely.

In order to prove this theorem it is necessary merely to repeat the reasoning just given, substituting the function $1 - \nu(P)$ for $g(M, P)$ in the right-hand members. In order to prove the converse, the functions $1 - \nu(P)$, $1 - \nu_n(P)$ are used in the left-hand members.

It is useful, however, to have a direct statement of the relation between Green's function and conductor potential, without the use of inversion. To this effect, let $\Gamma$ denote a sphere of radius $R$ and boundary $C$ on the surface of which is spread uniformly a mass of total amount $R$, thus of density $\kappa = (4\pi R)^{-1}$. This is the conductor distribution for $C$ and its potential is given by a function which has the value unity for $M$ in $\Gamma$:

$$v_\Gamma(M) = \kappa \int_C d\sigma / MP.$$  

Consider now the function

$$u_n(M) = v_\Gamma(M) - \kappa \int_C g_n(M, P)d\sigma,$$

where for convenience we define $g_n(M, P)$ as zero in the complement of $T_n$.  

We have

\[ u_n(M) = \kappa \int_{\partial} \left[ (1/M \rho) - g_n(M, \rho) \right] d\sigma_P, \]

and this function is harmonic for \( M \) in \( T_n \). We take \( \Gamma \) large enough so that \( \Gamma \) contains \( t \) in its interior, and therefore also \( t_n, n \) large enough. But as \( M \) approaches a point \( Q_n \) of \( t_n, g_n(M, \rho) \) is bounded and tends to zero; hence
\[
\lim_{M \to Q_n} u_n(M) = \varphi(\Gamma) = 1. 
\]
Accordingly \( u_n(M) \) is identical with \( \varphi(\Gamma) \), the conductor potential for \( t_n \).

Let now \( n \) become infinite. The function \( \nu_n(M) \) tends to the conductor potential \( \nu(M) \) for every \( M \) in \( T \), and since \( g_n(M, P) \) changes monotonically with \( n \) as a function of \( P \) the integral relation remains valid, and, for \( M \) in \( T \),

\[ \nu(M) = \nu(\Gamma) - \kappa \int_{\partial} g(M, \rho) d\sigma_P, \quad \kappa = (4\pi R)^{-1}. \tag{3} \]

The device used in obtaining (3) enables us to state a slightly more general result:

*If \( Q \) is a regular point of \( t \) for \( T \), with respect to \( \nu(M) \), and \( \Gamma = \Gamma(\rho, Q) \), \( C = C(\rho, Q) \), \( \kappa = (4\pi \rho)^{-1} \), the function

\[ b_\rho(M) = 1 - \left\{ \nu(\Gamma) - \kappa \int_{\partial} g(M, \rho) d\sigma_P \right\} \tag{4} \]

has the following properties for arbitrary \( \rho \):

\( b_\rho(M) \) is harmonic and \( \geq 0 \) in \( T \), vanishing at \( \infty \);

\[ 1 > b_\rho(M) > 1 - \frac{\rho}{QM} > 0, \quad M \text{ in } T, \quad QM > \rho; \tag{4'} \]

\[ \lim_{M \to Q} b_\rho(M) = 0, \quad M \text{ in } T. \]

In fact, as in the proof of (3), we have

\[ b_\rho(M) = 1 - \kappa \int_{\partial} \left[ (1/M \rho) - g(M, \rho) \right] d\sigma_P - \kappa \int_{\partial} g(M, \rho) d\sigma_P, \]

which is harmonic in \( T \); also for \( QM > \rho, \)

\[ \rho/QM = \nu(\Gamma) > \nu(\Gamma) - \kappa \int_{\partial} g(M, \rho) d\sigma > 0, \]

which establishes the second relation of (4'). Moreover, for \( QM < \rho, \)

\[ \nu(\Gamma) = 1 \text{ and } (4) \text{ reduces to the equation} \]

\[ b_\rho(M) = \kappa \int_{\partial} g(M, \rho) d\sigma. \]
As $M \to Q$, the function $g(M, P)$ is bounded, since $P$ lies on $C(\rho, Q)$. $g(M, P)$ tends to zero. Moreover, since $Q$ is regular with respect to $\nu(M)$ and therefore with respect to $g(M, P) = g(P, M)$, as a function of $M$ for any $P$ in $T$. Thus we have the third of the relations (4').

3. The Dirichlet problem for smooth boundaries. Given a bounded closed set $t$ and a function $f(P)$ continuous on $t$, the function may be extended by definition so as to be continuous throughout all space. This is a well known theorem of Lebesgue [20]. The function may be constructed as the limit of a step-by-step choice of values and, in particular, may be defined so as to vanish outside a sphere which contains $t$ in its interior.

Consider a region $T$, exterior or interior, which is bounded by a finite number of closed surfaces sufficiently smooth so that the condition (P) is satisfied for the complementary regions $F$ at every point of the boundary $t$. Given $f(P)$ continuous on $t$, there is a unique function which is harmonic in $T$, vanishes at $\infty$ if $T$ is unbounded, and takes on continuously the boundary values $f(P)$.

The uniqueness has been established already, and the proof of the existence may be given briefly by constructing a sequence of harmonic functions. To this end, let $f(P)$ be continuously extended over space, and vanish outside a large sphere. We may write $f(P)$ as the uniform limit of a sequence of functions $F_k(P)$, which likewise vanish outside a sufficiently large sphere, independent of $k$, and have continuous first, second, and third derivatives over all space; for instance, we may choose $F_k(P)$ as the third iterated average over spheres with center $P$ and radius $1/k [2']$.

To each $F_k(P)$ we apply the operation expressed in the formula

\begin{equation}
(5) \quad u_k(M) = F_k(M) + \frac{1}{4\pi} \int_w g(M, P) \nabla^2 F_k(P) dP
\end{equation}

in which $g(M, P) = 0$ for $P$ in the complement $F$ of $T$. For points $M$ in $T$ we have

\[ \nabla^2 \int_w g(M, P) \nabla^2 F_k(P) = \nabla^2 \int_T (1/M)P \nabla^2 F_k(P) dP = -4\pi \nabla^2 F_k(M); \]

hence for such points $\nabla^2 u_k(M) = 0$, and $u_k(M)$ is harmonic in $T$. It evidently vanishes continuously at $\infty$ if $T$ contains the infinite region, since $g(M, P) \to 0$ as $M \to \infty$ when $P$ is at a finite distance from the origin. The integral part of the expression (5) tends to zero, however, as $M$ approaches a point of $t$; for $g(M, P)$ is dominated by the summable function $(MP)^{-1}$, and vanishes continuously as $M$ approaches a point $Q$ of $t$ for every $P$ except $P = Q$. The function $u_k(M)$ is therefore the desired solution corresponding to $F_k(P)$. Since the $F_k(P)$ are bounded independently of $k$, the same is true of the $u_k(P)$.

Consider now the family of functions $u_k(M)$. The function $u_{k+p}(M)$
\(-u_k(M)\), harmonic in \(T\), is continuous in \(T + t\) and takes on its upper and lower bounds only on \(t\); hence with \(M\) in \(T, P\) on \(t\),

\[ |u_{k_{+p}}(M) - u_k(M)| \leq \text{u.b.} \left| F_{k_{+p}}(P) - F_k(P) \right|. \]

Since the \(F_k(P)\) converge uniformly, the same is true of the \(u_k(M)\), and we have

\[ \lim_{k \to \infty} u_k(M) = u(M), \]

where \(u(M)\) is continuous on \(T + t\), equals \(f(M)\) on \(t\), and vanishes at \(\infty\).

Since the harmonic functions \(u_k(M)\) are bounded in their set, they possess, by I, §3, a subsequence which converges on any given closed bounded region in \(T\) to a harmonic function. Hence \(u(M)\) is harmonic in any closed bounded portion of \(T\). It is therefore harmonic in \(T\). It is thus the desired solution of the Dirichlet problem.

4. The generalized problem. Let \(T\) be any domain with its boundary \(t\) in the finite space, and \(f(P)\) be given continuously on \(t\). We may regard \(f(P)\) extended as described in §3, continuous over the whole space, and vanishing outside a bounded region. Accordingly, it is natural to consider a sequence of functions \(u_n(P)\) corresponding to a sequence of nested domains \(T_n\) approximating to \(T\), and taking on as boundary values the extended \(f(P)\). In the portion of space common to \(T\) and any given sphere \(\Gamma(R, O)\), arbitrarily large, these functions are bounded. Hence, by I, §3, a subsequence \(u_n^*(P)\) converges within that region to a harmonic function \(u(P)\).

Let \(H\) be the upper bound of \(|f(P)|\), and consider for a moment the case where \(T\) is an exterior domain. On the spherical surface \(C(R, O)\), \(R\) being chosen large enough so that \(t\) lies in \(\Gamma(R, O)\), we have \(|u_n(P)| \leq H\). Since the \(u_n(P)\) vanish at \(\infty\), they must all satisfy the relation

\[ -H \frac{R}{r} \leq u_n(P) \leq H \frac{R}{r}, \quad \text{for } OP = r \geq R, \]

for otherwise \(u_n(P) - H(R/r)\) would have a positive maximum, or \(u_n(P) + H(R/r)\) a negative minimum, at a point of \(T\). We take then a sequence of values \(R_0 < R_1 < R_2 < \cdots\), tending to \(\infty\). Corresponding to each \(\Gamma(R_i, O)\) there is a subsequence of the \(u_n^*(P)\) which converges to a harmonic function, and since within \(T \cdot \Gamma(R, O)\) these functions coincide with \(u(P)\), they provide a unique extension of \(u(P)\) as a function harmonic throughout \(T\). But also, we have

\[ -H \frac{R}{r} \leq u(P) \leq H \frac{R}{r} \]

so that \(u(P)\) vanishes at \(\infty\).

It has been shown [40] that the function \(u(P)\) is uniquely defined by the values given to \(f(P)\) on \(t\) alone, independently of the choice of the continuous extension of \(f(P)\) in \(W\) and of the choice of nested domains \(T_n\).
It is called the \textit{sequence solution} for $T$, belonging to boundary values $f(P)$. It is unnecessary to consider the uniqueness property at this point, however, since it results incidentally from the other theorems that must be given.

A point $Q$ of $t$ will be said to be \textit{regular} for $T$ if $u(P)$ takes on the boundary value $f(Q)$ as $P$ approaches $Q$ from $T$, whatever may be the function $f(P)$, continuous on $t$. It will be proved that if $Q$ is regular for $T$ with respect to the conductor potential $v(P)$ or the Green's function, it is regular in this more general sense. All points of $t$, however, are not necessarily regular. In particular, Lebesgue has shown that if $t$ consists in part of a conical spine, projecting into an exterior domain $T$ with vertex sufficiently sharp, the conductor potential does not tend to the value unity as $P$ in $T$ approaches the vertex of the spine along its axis. We have seen that the conductor potential is itself a sequence solution, corresponding to boundary values $f(P) = 1$.

5. \textbf{Barriers}. We say that a function $b(M, Q)$ is a barrier [21; 17, p. 609] for the domain $T$ at a point $Q$ of $t$ if there is a spherical neighborhood $\Omega$ with center $Q$ in which the following conditions hold:

(i) The function $b(M, Q)$ is continuous for $M$ in $T \cdot \Omega$ and approaches zero as $M$ approaches $Q$.

(ii) The function $b(M, Q)$ is superharmonic (or harmonic) in $T \cdot \Omega$.

(iii) Outside of any sphere $\Gamma(\rho, Q)$, it has in $T \cdot \Omega$ a positive lower bound. The definition as given here has been slightly modified from the usual one so as to make the existence of a barrier obviously a local property. But this definition is entirely equivalent to the customary one in which $T$ is substituted for $\Omega \cdot T$, for the function which is everywhere the lesser of two superharmonic functions is superharmonic, and the properties of $b(Q, M)$ may be extended to the whole of $T$ merely by defining it within $\Omega$ as the lesser of the two functions $b(Q, M)$ and $b$, where $b$ is the lower bound of $b(Q, M)$ on the boundary of $\Omega$, and as the radius of $\Omega$ times $b/QM$ in the rest of $T$.

The following two theorems are essentially theorems of Vasilesco [37, p. 94] and Bouligand [1], respectively. Historically the first is a corollary of the second.

\textit{If $T$ is an exterior domain and the point $Q$ is regular for $T$ with respect to the conductor potential, there exists a barrier $b(Q, M)$.}

The proof of this proposition is immediate by means of equations (4), (4'). Let $\rho_1, \rho_2, \cdots$ be a monotonic sequence of positive values of $\rho$ tending to zero, and $r_1, r_2, \cdots$ a second sequence of positive values such that

\begin{footnote}
† A continuous function $U(P)$ is superharmonic in a domain $T$ if in every closed region $D$ contained in $T$ we have $U(P) \geq u(P)$, where $u(P)$ is harmonic in the interior of $D$, continuous in $D$, and less than or equal to $U(P)$ on the boundary of $D$.
\end{footnote}
\( r_1 + r_2 + \cdots \) is convergent. Writing \( b_k(M) \) for the function defined in (4) with \( \rho = \rho_k \), we have the barrier

\[
(6) \quad b(Q, M) = \sum_{i=1}^{\infty} r_i b_i(M).
\]

In fact, the series in (6) is uniformly convergent, has a value which is greater than \( r_k(1 - \rho_k/QM) \) for \( M \) in \( T \) with \( QM > \rho_k \), and is continuous and harmonic in \( T \). Also, on account of the uniform convergence, \( b(Q, M) \to 0 \) as \( M \) in \( T \) tends to \( Q \).

A function which behaves like the conductor potential at a point \( Q \) where it approaches unity may be called a **weak barrier**. In the definition of barrier the requirement (iii), is replaced by the less restrictive condition that the function be positive in \( T \). The gist of the above theorem is that the existence of a weak barrier implies the existence of a barrier in the customary sense.

The following is a corollary of the above statement:

*If \( T \) is an exterior or interior domain and \( Q \) is a regular point for \( T \) with respect to the Green’s function, there exists a barrier \( b(Q, M) \).*

In fact, a barrier is transformed into a barrier by the Kelvin transformation, so that if \( T \) is an interior domain, the existence of a barrier at the corresponding point of the boundary of the exterior domain \( T' \) insures its existence at \( Q \) for \( T \). If \( T \) is itself an exterior domain, the two kinds of regularity are, as we have seen, the same.

Consider now the function \( G(P_0, M) = (1/r) - g(P_0, M) \), with \( r = P_0 M \), \( P_0 \) in \( T \). This is a sequence solution for boundary values \( 1/r \). We have just proved that if \( \lim_{M \to Q} G(P_0, M) = 1/P_0 Q \), there exists \( b(Q, M) \). Consequently if \( Q \) is regular for \( T \), there exists a barrier at \( Q \).

We prove next the following theorem:

*If there is a barrier \( b(Q, M) \), the point \( Q \) is regular for \( T \).*

The proof is direct. Without loss of generality we may assume \( f(Q) = 0 \). We make an extension of \( f(P) \) as before and consider a sequence \( u_n(P) \), corresponding to a sequence of nested domains approximating to \( T \). For convenience we define \( u_n(P) \) as \( f(P) \) outside \( T_n \). Let \( B \) be the upper bound of \( |f(P)| \), and thus of all the \( |u_n(P)| \), and let \( b \) be the lower bound of \( b(Q, M) \) on the portion of spherical surface \( T \cdot C(\rho, Q) \).

Given \( \epsilon > 0 \), take \( \rho \) small enough so that \( |f(P)| < \epsilon \) for \( P \) in \( \Gamma(\rho, Q) \) and consider the function

\[
h(M) = \epsilon + (B/b) b(Q, M).
\]

For \( M \) in \( T \cdot \Gamma(\rho, Q) \) we have, for all \( n \),

\[
- h(M) \leq u_n(M) \leq h(M).
\]
In fact, \(|u_n(M)| < \varepsilon\) in \((T - T_n) \cdot \Gamma(\rho, Q)\) and in particular on \(t_n \cdot \Gamma(\rho, Q)\), since for such points \(u_n(M) = f(M)\). Also, on \((T_n + t_n) \cdot C(\rho, Q)\) we have \(|u_n(M)| \leq (B/b) b(Q, M)\). Since the above inequality holds on the boundaries \(t_n \cdot \Gamma(\rho, Q)\) and \((T_n + t_n) \cdot C(\rho, Q)\) it holds throughout every domain bounded by them, and therefore throughout \(T_n \cdot \Gamma(\rho, Q)\); for \(u_n(M)\) and \(-u_n(M)\) are in such domains harmonic where \(b(Q, M)\) is harmonic or superharmonic. The inequality therefore holds for all \(M\) in \(T \cdot \Gamma(\rho, Q)\).

We may now let \(n \to \infty\), so that a subsequence of the \(u_n(M)\) has the limit \(u(M)\). Hence also,

\[
|u(M)| \leq h(M), \quad M \in T \cdot \Gamma(\rho, Q),
\]

\[
\lim_{M \to Q} \sup M \to Q |u(M)| \leq \varepsilon,
\]

and since \(\varepsilon\) is arbitrary,

\[
\lim_{M \to Q} u(M) = 0,
\]

which was to be proved.

It is thus proved that a necessary and sufficient condition that a sequence solution should approach \(f(Q)\), as \(M\) approaches \(Q\) from \(T\), for an arbitrarily given continuous \(f(P)\) on \(t\), is that a barrier \(b(M, Q)\) exists.

As a final theorem in this section, we now prove the following statement:

**The set of points of \(t\) at which a barrier for \(T\) fails to exist must be of capacity zero.**

Suppose the contrary, that the set \(E\) of the theorem is of positive capacity. It will contain a closed subset \(F\) of positive capacity, by definition. There will then be a point \(Q\) of \(F\) such that the subset \(F \cdot \{\Gamma(\rho, Q) + C(\rho, Q)\}\) will be of positive capacity for arbitrary \(\rho\). Otherwise, by the Heine-Borel theorem, the set \(F\) could be covered by a finite number of spheres such that the portion of \(F\) in each sphere would be of zero capacity. But this is impossible since a portion of the conductor distribution on \(F\) must lie in one or more of these spheres. We choose \(\rho\) small enough so that a portion of \(T\) lies outside \(\rho(\rho, Q)\), and denote by \(T'\) the domain exterior to the set \(F \cdot \{\Gamma(\rho, Q) + C(\rho, Q)\}\), denoting this set itself by \(t'\). It is evident that \(T'\) contains \(T\).

The conductor potential of \(t'\) has, however, the value \(1\) except possibly on a subset of zero capacity, so that a barrier for \(T'\) exists except at these points of \(t\). But since \(T'\) contains \(T\), these are by definition barriers for \(T\). Our hypothesis that there were no barriers for \(T\) at points of \(E\) is thus contradicted.

This theorem is essentially Kellogg’s lemma, which he made a crucial point of the theory of the Dirichlet problem [16, p. 406; 18, p. 337; 8; 9].
6. The uniqueness theorem and the solution of the problem. The central theorem is the theorem of Kellogg [18, p. 335]:

If $K$ is the upper bound of a function $U(M)$ in a bounded domain, in which $U(M)$ is bounded and harmonic, the set $E$ of boundary points at which the superior limit of $U(M)$ is greater than or equal to $K - \varepsilon$, for any $\varepsilon > 0$, has positive capacity.

The set $E$ clearly is closed. Suppose that for some $\varepsilon > 0$ it has zero capacity. Then its exterior domain $T'$ contains $T$, for if any bounded domain had a boundary lying entirely in $E$, $E$ would be of positive capacity. Let $\{T_n\}$ constitute a set of nested domains approximating to $T'$ with boundaries everywhere satisfying condition (P), and denote by $v_n'(M)$ the corresponding conductor potentials, which are defined throughout all space and equal to unity on the complement of $T_n'$. In the domains constituting $T \cdot T_n'$, we have

$$U(M) \leq K - \varepsilon + \varepsilon v_n'(M),$$

for this relation holds on the boundary of each such domain. Accordingly, letting $n$ become infinite,

$$U(M) \leq K - \varepsilon + \varepsilon v'(M), \; M \text{ in } T,$$

where $v'(M)$ is the conductor potential of $E$.

But if $E$ is of capacity zero, we have $v'(M) \equiv 0$ by §2, and $U(M) \leq K - \varepsilon$ in $T$. This is impossible since $K$ is the upper bound of $U(M)$ in $T$. Hence the capacity of $E$ is positive.

If $T$ is an exterior domain and $U(M)$ vanishes at $\infty$, it is deduced as a corollary that the theorem still applies if $K$ is a positive upper bound of $U(M)$, for we may consider $U(M)$ within $T \cdot \Gamma$ where $\Gamma$ is a sphere chosen large enough so that $U(M) < K$ on its surface.

From this is deduced immediately the following statement:

If $U(M)$ is bounded and harmonic in $T$ (vanishing at $\infty$ if $T$ is an exterior domain) and has the limit 0 as $M$ approaches a boundary point $Q$, except for points $Q$ which constitute a set of capacity zero, then $U(M) \equiv 0$.

For if $U(M) \neq 0$, either $U(M)$ or $-U(M)$ has a positive upper bound in $T$.

We have, in conclusion, the following summary of results:

The sequence solution $w(M)$, already defined, takes on continuously the given continuously assigned boundary values $f(P)$ at all points of $T$ where there is a barrier for $T$, and that is at all points except possibly those of a set of capacity zero. There cannot be two different functions, harmonic in $T$, and bounded (vanishing at $\infty$ if $T$ is an exterior domain) which take on the same continuously assigned boundary values except on a set of capacity zero. The
sequence solution is independent of the choice of the approximating sequence \( \{ T_n \} \) and of the manner of continuous extension of \( f(P) \).

III. THE REPRESENTATION OF HARMONIC FUNCTIONS

1. Harmonic functions discontinuous on the boundary. The function

\[
\frac{\partial}{\partial \theta} \frac{1 - r^2}{1 + r^2 - 2r \cos \theta} = \frac{2r(1 - r^2) \sin \theta}{(1 + r^2 - 2r \cos \theta)^2},
\]

which is harmonic within the unit circle, nevertheless cannot be written as the difference of two functions which are positive and harmonic within the unit circle; it also has the property that it takes on continuously the boundary value zero along every radial direction. In the sphere, A. J. Maria has given an example of a function which is harmonic and vanishes as it approaches the boundary along any direction not tangent to it [24]. Thus arises the question of the classification of harmonic functions and the specification of appropriate boundary conditions which determine them uniquely.

In this Part III, we discuss the representation of positive harmonic functions in spatial domains. The treatment will be based on memoirs by F. W. Perkins, who considered the Dirichlet problem with continuously assigned values on boundary elements for boundaries where a point needs to be counted multiply [27], by A. J. Maria and R. S. Martin who discuss the representation of positive harmonic functions within domains for which the boundary points count simply and satisfy certain appropriate conditions [25], and by J. W. Green who combines the methods of both papers with the aid of a representation in a more abstract space with a consequent increase in the generality of results [15]. These papers afford a treatment in three dimensions of the problems considered by the author in two dimensions [7] who bases his work on the prime-end theory and conformal mapping of Carathéodory [3] and the treatment of Poisson's integral in terms of Lebesgue theory of integration by Fatou [12]. Fatou and Zaremba [42] may properly be regarded as having initiated the study of discontinuous problems. Wiener [39] and the present author [6] discuss them as functionals of their boundary values. The sweeping out method of Poincaré [30] leads to them naturally.

2. Induction of unit mass. Following Poincaré, but with more general domains, de la Vallée Poussin [35, p. 205] makes the sweeping out of unit mass a resolvent for the Dirichlet problem, thus obtaining a generalization of the mass distribution the density of which for smooth boundaries is the normal derivative of the Green's function. Following Frostman he again analyzes the question as a problem of minimum energy [36, p. 30; 11, p. 497].

We consider first a bounded region \( T \). We fix unit negative mass at a
point $M$ of $T$. In order to avoid the complication of an unbounded set we take $F$ as the complement of $T$ within a large closed sphere $\Gamma + C$, with boundary $C$. On $F$ let there be distributed a mass $m(e)$ of total value $+1$ in such a way as to make the energy a minimum, disregarding the energy of the point charge itself, which is, of course, infinite. In other words, we minimize the quantity

$$I_M = \int_F \int_F \frac{dm(e_Q)dm(e_P)}{QP} - 2 \int_F \frac{dm(e_P)}{MP}. \tag{1}$$

With the same considerations as those advanced for the conductor potential it becomes clear that there exists a unique distribution on $F$ which makes $I_M$ a minimum; the corresponding potential, which is given by the formula

$$V(M, P) = -\frac{1}{MP} + \int_F \frac{dm(e_Q, M)}{QP}, \tag{2}$$

in which $m(e)$ is denoted by $m(e, M)$, has a constant value $C_M$ on the nucleus $F_1$ of $F$ except at a possible subset of capacity zero, where it is less than $C_M$. On the rest of $F$, except for a possible set of capacity 0 it is greater than or equal to $C_M$.

Suppose now, as a particular case, that the points of $F$ on $t$ satisfy the condition $(P)$. Then all the points of $F$ satisfy the condition, and $V(M, P)$ as a function of $P$ is continuous on $F_1$ with respect to $F_1$. In the same way as for the conductor potential, it is deduced that $V(M, P)$ is continuous in the whole space $W$ and therefore takes on its maximum value $C_M$ on $F_1$. This value must be zero, for otherwise, since $V(M, P)$ vanishes at $\infty$, the total algebraic mass within $\Gamma$ could not be zero. The potential $V(M, P)$ is therefore identically zero outside $t$, and no portion of $t$ is without mass. We note that we have the relation

$$g(M, P) = -V(M, P), \tag{2'}$$

for the Green's function and $-V(M, P)$ are harmonic in $T$ except for the term $1/MP$, and both vanish continuously on $t$. We have $I_M < 0$.

As for the mass function $m(e, M)$ itself, we find that it is a harmonic function of $M$ within $T$, assuming still that $t$ satisfies the condition $(P)$.

In fact, if $-\nu(e)$ is any distribution of negative mass, of total amount $-1$, on a closed set $F'$ interior to $T$, and $m(e)$ the induced distribution of positive mass of total value $+1$ on $F$, we find again that for the corresponding minimizing energy the potential

$$V(P) = -\int_{F'} \frac{1}{PM} \nu(e_M) + \int_F \frac{dm(e_Q)}{QP}.$$
has the constant value \( C = 0 \) on \( t \) and remains 0 outside \( t \). Since this condition is satisfied by writing

\[
m(e) = \int_{\mathcal{F}} m(e, M) d\nu(e_M),
\]

and the minimizing distribution is unique, we know that (3) is valid.

Take now \( F' \) as \( C(\rho, M') \) where \( M' \) is an arbitrary point of \( T \) and \( \rho \) is less than the distance of \( M' \) from \( t \), and write

\[
\nu(e) = \frac{1}{4\pi \rho^2} \int_{C(\rho, M')} 1 dM.
\]

The potential of this distribution at a point \( P \) outside \( C(\rho, M') \) is \( 1/M'P \), so that the induced distribution on \( t \) is \( m(e, M') \), as if the mass \( -\nu(e) \) were all concentrated at \( M' \). Hence from (3),

\[
m(e, M') = \int_{C(\rho, M')} \frac{m(e, M)}{4\pi \rho^2} dM.
\]

But the last equation is a statement that \( m(e, M') \) is its own spherical surface average, and \( m(e, M) \) is accordingly harmonic in \( T \).

A final result we can obtain by specializing still further the nature of \( t \). Later, by means of the sequence method the result can be made to have more general significance. Let us assume that the boundary of \( t \) satisfies a condition which we shall call (P0).

At each point of \( t \) a sphere can be drawn which passes through (P0) that point and contains in its interior no point of \( T \) or on its boundary no other point of \( t \).

The following is a special instance of de la Vallée Poussin's theorem [35, p. 203].

Let \( T \) be a bounded domain which satisfies the condition (P0); let \( Q \) be a point of \( t \) and \( t_0 \) the portion of \( t \) which is contained in \( \Gamma(\rho, Q) \). Then, for arbitrary \( \rho \), \( m(t_0, M) \rightarrow 1 \) as \( M \rightarrow Q \) from \( T \).

In order to prove this statement, let \( P' \) be the center and \( r \) the radius of the sphere of condition (P0) at \( Q \). Since the potential \( V(M, P) \) is identically zero for \( P \) not in \( T \), we have

\[
\int_{t_0} \frac{dm(e_P, M)}{PP'} + \int_{t-t_0} \frac{dm(e_P, M)}{PP'} = \frac{1}{MP'}.
\]

But since for \( P \) on \( t_0 \), \( PP' \geq r \) and on \( t-t_0 \), \( PP' \geq r + \delta \), where \( \delta \) depends on \( \rho \) and is positive, we have
and letting $M$ approach $Q$ as a limit

$$\frac{m(t_{\rho}, M)}{r} + \frac{m(t - t_{\rho}, M)}{r + \delta} \geq \frac{1}{MP},$$

But this is impossible unless $\lim_{M \to Q} m(t_{\rho}, M) = 1$.

This theorem provides an immediate representation of the solution of the Dirichlet problem, for the function

$$(4) \quad u(M) = \int_{t} f(P) dm(e_P, M),$$

with $f(P)$ given as continuous on $t$, is harmonic in $T$ and takes on continuously the values $f(Q)$ as $M$ approaches $Q$ on $t$. In fact,

$$u(M) = f(Q)m(t, M) + \int_{t} [f(P) - f(Q)] dm(e_P, M),$$

and if $\rho$ is chosen small enough so that $|f(P) - f(Q)| < \epsilon$ for $P$ in $t_{\rho}$,

$$\left| \int_{t_{\rho}} [f(P) - f(Q)] dm(e_P, M) \right| < \epsilon$$

while the rest of the integral, over $t - t_{\rho}$, approaches zero as $M$ approaches $Q$. Hence

$$\lim_{M \to Q} \left| u(M) - f(Q) \right| < \epsilon.$$

By considering a sequence of nested approximating domains $\{T_n\}$ to a general bounded domain $T$, the domains $T_n$ satisfying the condition $(P_0)$, the following results may be obtained, exactly as in the analysis of $\Pi$, §2.

The induced distribution of unit mass $m(e, M)$ for a bounded domain $T$ lies entirely on $t$ and is unique. Any sphere $\Gamma(\rho, Q)$ with center at a point of $t$ which contains a portion of $F$ of positive capacity will contain a portion of the mass. The potential $V(M, P)$ of unit negative mass at $M$ and the induced mass is zero on $t$ except on a possible set of capacity 0 where it is negative; it is negative except on $t$.

Consider any cube $w$ enclosing points of $t$ such that none of the mass $m(e, M)$ lies on any of its faces. By the weak convergence there is a sub-sequence $\{n^*\}$ of the sequence $\{n\}$ such that the corresponding $m_n(w, M)$ converge to $m(w, M)$. Since the harmonic functions $m_n(w, M)$ are bounded, it follows that $m(w, M)$ is harmonic. This fact being true for “almost all”
cubes, it follows that $m(E, M)$ is harmonic for any open set, and consequently for any set measurable Borel. But $m(E, M) = m(E \cdot t, M)$ since all the mass lies on $t$.

Making use of (4) for the boundaries $t_n$, it follows from the weak convergence, since $t_n$ may be replaced by $W$, that (4) still applies where $u(M)$ denotes the sequence solution for $T$. This is de la Vallée Poussin’s formula [35, p. 205]. The uniqueness of the function $m(e, M)$ for general boundaries was established however by general considerations on the sweeping out process [10, II].

The set function $m(e, M)$ is harmonic and equation (4) represents the sequence solution of the generalized Dirichlet problem. A necessary and sufficient condition that $Q$ be a regular point of $t$ for $T$ is that

$$\lim_{{M \to Q}} m(e, M) = 1,$$

where $e = t \cdot \Gamma(t, Q)$, for all $\rho$. The Green’s function is still given by (2’).

So far, $T$ has been considered as a bounded domain. If $T$ is an exterior domain, its boundary $t$ may be enclosed within a sphere $\Gamma(R, O)$ and $R$ allowed to become infinite so that $T \cdot \Gamma(R, O)$ has $T$ as a limit. The induction problem is solved for the region $T \cdot \Gamma(R, O)$ and the weak convergence, as $R$ tends to infinity, gives the solution for $T$, the total mass on $t$ being the limiting value of the portion of the mass unity which lies on $t$ for $R$ finite. De la Vallée Poussin [35, p. 208] shows that this amount $m(t, M)$ is less than unity. But otherwise the situation is unchanged and the proofs of equations (4) and (5), with trivial modifications, remain valid.

3. Boundaries with multiple points. The generalized space. We shall restrict ourselves for convenience to a bounded domain $T$. A boundary element $\gamma$ for $T$ is defined by Perkins to be a sequence of partial domains of $T$: $T_1, T_2, \ldots$ with boundaries $t_1, t_2, \ldots$ such that the following hold:

(i) $T_n$ contains $T_{n+1}$ and the diameter of $T_n$ tends to 0 with $1/n$.

(ii) Each $t_n$ contains at least one point of $t$.

(iii) $t_{n+1} - t \cdot t_n$ is at a positive distance from $t_n - t \cdot t_n$.

The set $t_n - t \cdot t_n$ is the portion of $t_n$ which lies in $T$ and with its limit points constitutes what is called the auxiliary boundary of $T$. The requirement (iii) provides that the auxiliary boundaries have no points in common.

Two boundary elements are said to be identical if each $T_n$ of one contains all the partial domains of the other of index sufficiently great; if the condition holds one way, it holds the other. A partial domain is said to contain $\gamma$ if it contains some $T_n$ of the sequence. There is one and only one point $P$ of $t$ which is common to all the $t_n$ of a boundary element $\gamma$, so that $\gamma$ may be regarded as lying on $P$. But evidently, as in the simple case of a domain which is bounded partially by both sides of the same piece of surface, more than one $\gamma$ may lie on the same $P$. In fact, even in a plane do-
main, a boundary point may be composed of a non-denumerable infinity of boundary elements [3, p. 363], and if the point is not accessible from the domain will not correspond to any boundary elements.

In particular, “pseudo-spherical” nested domains may be used for the definition of boundary elements, a pseudo-spherical domain being one of the above type whose auxiliary boundary is a portion of a sphere, the center being at a given point \( P \)—a statement which is evident from the definition of identical boundary elements. A sequence of such domains defining \( \gamma \) may be denoted by \( \{ \mathcal{S}(\gamma, \rho_i) \} \) where \( \gamma \) lies on the center \( P \).

The method of Green is to set up a new space \( \mathcal{S} \) composed of boundary elements and points of \( T \) and thus to obtain briefly and extend the results already obtained. The metric is established by defining distance in the following way.

Let \( \pi_1, \pi_2 \) be two elements of \( \mathcal{S} \) (that is, points or boundary elements of \( T \)). Let \( \rho_1 \) be the lower bound of \( \rho \) such that \( \mathcal{S}(\pi_1, \rho) \) contains \( \pi_2 \) and \( \rho_2 \) the lower bound of \( \rho \) such that \( \mathcal{S}(\pi_2, \rho) \) contains \( \pi_1 \). The distance \( (\pi_1, \pi_2) \) is defined by the formula

\[
(\pi_1, \pi_2) = \frac{1}{2}(\rho_1 + \rho_2).
\]

The distance between two elements of \( \mathcal{S} \) cannot be more than \( 2d \), where \( d \) is the diameter of \( T \). In particular, in the above definition, \( \rho_1 \leq 2\rho_2 \) and \( \rho_2 \leq 2\rho_1 \) and \( (\pi_1, \pi_2) \) vanishes only when \( \pi_1, \pi_2 \) are the same point or boundary element in the sense defined by Perkins. Moreover if \( \pi_1, \pi_2, \pi_3 \) are three elements of \( \mathcal{S} \), the triangular inequality \( (\pi_1, \pi_3) \leq (\pi_1, \pi_2) + (\pi_2, \pi_3) \) can be verified. If \( \pi_1 \) is not a boundary element but a point of \( T \), we denote by \( \mathcal{S}(\pi_1, \rho) \) the “pseudo-spherical” or spherical domain whose auxiliary boundary consists only of points of the sphere. If \( \mathcal{S}(\pi_1, \rho') \) contains \( \pi_2 \) and \( \mathcal{S}(\pi_2, \rho'') \) contains \( \pi_3 \), then \( \mathcal{S}(\pi_1, \rho' + \rho'') \) contains \( \mathcal{S}(\pi_2, \rho'') \) and therefore \( \pi_3 \). From this the inequality is easily derived.

The space \( \mathcal{S} \) is complete, that is, if the sequence \( \{ \pi_n \} \) is convergent there is an element \( \pi \) such that \( \lim_{n \to \infty} (\pi, \pi_n) = 0 \). If some or all of these \( \pi_n \) are not points of \( T \), we may replace them by sufficiently nearby points of \( T \), and if these latter have a limit element \( \pi \), the former will have the same limit element on account of the triangular inequality. Hence we may suppose that the \( \pi_n \) are points \( P_n \) of \( T \) and these have a limit point \( P \) in \( T \) or on \( t \). It is only if \( P \) is on \( t \) that there is something to prove.

We form a subsequence of the \( \{ \pi_n \} \). Given \( \rho_1 > 0 \) we take \( n_1 \) so that \( (\pi_{n_1}, \pi_{n_1+p}) < \rho_1/2 \) for all \( p \). Then \( \mathcal{S}(\pi_{n_1}, \rho_1) \) contains \( \pi_{n_1+p} \) and has for part of its boundary a portion of \( t \), since \( P_{n_1}P_{n_1+p} < \rho_1/2 \) and \( P_{n_1}P \leq \rho_1/2 \). Hence \( \mathcal{S}(\pi_{n_1}, \rho_1) \) may be taken as a domain \( T_1 \). We take now \( \rho_2 < \rho_1/4 \) and choose \( n_2 > n_1 \) so that \( (\pi_{n_2}, \pi_{n_2+p}) < \rho_2/2 \). The domain \( \mathcal{S}(\pi_{n_2}, \rho_2) \) may then be taken as \( T_2 \), for it is contained in \( T_1 \) and the two auxiliary boundaries, being parts of the respective spherical surfaces, have no points in common. Proceeding in this way we obtain a sequence of domains \( T_i \) which define a boundary
element $\gamma$. The corresponding element $\pi$ of $\mathfrak{T}$ satisfies the relation $(\pi, \pi_n) \leq \rho_i$. Hence the $\pi_n$ converge to $\pi$. By the triangular inequality, the $\pi_n$ therefore converge to $\pi$.

The space $\mathfrak{T}$ is thus complete and bounded. It is evidently non-linear, and in general it is not compact—for instance, if there is a point of $t$ which is not accessible from $T$, an infinite sequence of points of $T$ which have this point only as limit point will not converge in $\mathfrak{T}$. Accordingly, for the sake of obtaining systematic results, $\mathfrak{T}$ will in the main be made compact as a restriction on the character of $t$. The following condition (A) is a necessary and sufficient condition for compactness [15, §2.2]:

Let $P$ be any point of $t$, and consider the set $T \cdot \Gamma(\rho, P)$. There exists $\delta > 0$ (depending on $P$ and $\rho$) such that of the finitely or denumerably infinitely many domains whose sum is $T \cdot \Gamma(\rho, P)$ all but a finite number are at distances greater than or equal to $\delta$ from $P$.

The simplification of the compact spaces lies in the fact that simple covering theorems may be employed. Thus it may be proved in the usual way that a function which is continuous on a closed set contained in $\mathfrak{T}$ is uniformly continuous.

We assume then condition (A). The Riemann-Stieltjes integral

$$\int_{\mathfrak{T}} \phi(\pi) df(e_\pi)$$

extended over a closed set $\mathfrak{F}$ of $\mathfrak{T}$ may be defined in the customary manner, $\phi(\pi)$ being a continuous function of elements, and $f(e)$ being defined and completely additive on a closed family of subsets of $\mathfrak{G}$, that is, one containing sums, products and differences, finite or denumerably infinite, of the members of the family, and containing finite or denumerably infinite collections of non-overlapping sets of the family, of diameter arbitrarily and uniformly small, whose sum is $\mathfrak{F}$.

Types of sets of this last category may for instance be constructed by imposing on the euclidean space containing $T$ a lattice whose cells have diameter less than $\delta$, so that $T$ is divided by the planes of the lattice and its own boundary into at most denumerably many domains. If these domains are numbered in a countable order, all the boundary elements of the first domain may be assigned to the first domain to form the first set, all the boundary elements of the second domain, not previously assigned, may be assigned to the second set, and so on. The diameter in $\mathfrak{T}$ of any of these sets of elements of $\mathfrak{T}$ is not greater than $2\delta$.

The usual properties of the Stieltjes integral follow immediately from the definition. Moreover, the property of weak convergence of a sequence of set functions may be developed with reference to this integral. Let $\{f_\pi(e)\}$ represent a sequence of completely additive positive functions of sets of
elements \( e \) of \( \mathcal{T} \), bounded in their set. There exists a function \( f(e) \) of the same character and a sub-sequence \( \{f^*_n(e)\} \) such that

\[
\lim_{n \to \infty} \int_{\mathcal{T}} \phi(\pi) df^*_n(e) = \int_{\mathcal{T}} \phi(\pi) df(e)
\]

for every function \( \phi(\pi) \) continuous on \( \mathcal{T} \); in particular \( \mathcal{T} \) may be identical with \( \mathcal{T} \).

A partial extension of weak convergence may be made to domains \( \mathcal{T} \) which do not satisfy the condition of compactness. Assume that there exists a sequence of sets \( \Omega_1, \Omega_2, \cdots \) of elements of \( \mathcal{T} \), where each set contains the next, and a monotone sequence \( \{\epsilon_i\} \) of positive numbers approaching 0, such that (a) \( \mathcal{T} - \Omega_i \) is a complete compact space; (b) \( f_n(\Omega_i) < \epsilon_i \) for \( n \geq n_0 = n_0(i) \), where the \( f_n(e) \) are bounded in the set and \( \geq 0 \). Then there exists a function \( f(e) \) such that \( f(e) = f(e \cdot [\mathcal{T} - \prod \Omega_i]) \) and such that, for a sub-sequence,

\[
\int_{\mathcal{T}} \phi(\pi) df(e) = \lim_{n \to \infty} \int_{\mathcal{T}} \phi(\pi) df^*_n(e)
\]

where \( \phi(\pi) \) is continuous on \( \mathcal{T} \).

4. **Application to Dirichlet problem.** Given \( \mathcal{T} \) compact and a function \( f(\gamma) = f(\pi) \) continuous as a function of elements \( \pi \) on the boundary \( \tau \) of \( \mathcal{T} \). There cannot be more than one function bounded and harmonic in \( \mathcal{T} \) which takes on continuously (in terms of the \( \mathcal{T} \) metric) the boundary values \( f(\pi) \) at elements \( \pi \) of \( \tau \), even with the exception of elements which lie on a set of points of \( t \) of zero capacity. For Kellogg’s uniqueness theorem deals with methods of approach to the boundary.

On the other hand, if a barrier for \( T \) exists at a point \( Q \) of \( t \), the function \( f(\pi) \) being continuously extended throughout \( T \), it is but a repetition of the previous proof to show that the sequence solution \( u(M) = u(\pi) \) takes on continuously the value \( f(\pi') \) as \( \pi \to \pi' \) from \( T \), where \( \pi' \) is any of the boundary elements at \( Q \). A barrier exists however, as we have already seen, except at points of \( t \) which form a set of zero capacity. Hence there is a unique solution of this extended Dirichlet problem. This, except for the application of Kellogg’s lemma and the use of the space \( \mathcal{T} \), is essentially Perkin’s theorem.

The uniquely determined solution is represented by means of the unit mass distribution induced on the elements of \( \tau \). In fact, for the domains of a nested sequence \( T \), whose boundary points are not multiple—that is, each one counts as a single boundary element,—the representation already found may be used and transferred to the abstract space \( \mathcal{T} \):

\[
u(M) = \int_{\mathcal{T}} u(P) dm_n(e_P, M) = \int_{\mathcal{T}} u(\pi) dm_n(e_\pi, \mathcal{M}) = u(\mathcal{M}).
\]
But now, in terms of the weak convergence in the space $\mathcal{X}$, letting $n \to \infty$,

$$u(M) = \int_{\mathcal{X}} f(\pi) \, dm(e_x, \mathcal{M}).$$

If the boundary elements are all regular the procedure is direct. If some of them are irregular, all the boundary elements corresponding to the exceptional set of zero capacity may be omitted from $\mathcal{X}$, and the extension of the weak convergence method is still applicable. Certain domains, where boundary elements fail to exist on sets of restricted character, due, say, to the presence of inaccessible points, may also be brought under this method and yield again equation (7) [15, §8.2].

5. Extension to representation of positive harmonic functions. For functions which do not remain bounded, a representation in terms of an additive set function is still possible provided the function is the difference of two positive harmonic functions in $T$. If the boundary $t$ of the region consists of a finite number of surfaces, each with uniformly bounded curvatures, the function within $T$ is represented by a potential of a double layer on $t$. To the representation corresponds also a uniquely solvable extension of the Dirichlet problem: to each function $u(M)$ corresponds a unique completely additive function of point sets $F(e)$ on $t$ which is the limit of the indefinite surface integral of the function over portions of surfaces in $T$ neighboring $t$, and conversely. Boundary values of $u(M)$, which are given by the Lebesgue derivative of $F(e)$, exist almost everywhere on $t$ for directions of approach that keep away from tangency to the boundary, but $u(M)$ is not determined by them [14]. The representation of the function has the form

$$u(M) = \int_t f(M, P) \, dF(e).$$

In the problem for plane domains, the method of conformal transformation is available, so that when the above representation is expressed in a form which is invariant of conformal transformation, that is, in terms of the integral of the normal derivative of the Green’s function, it is possible to extend the representation without much difficulty to domains of a considerable degree of generality, but of finite connectivity.

Maria and Martin extended the representation (8) to a very general class of boundaries in an arbitrary number of dimensions, without reference to the connectivity of the domain, or, of course, to conformal transformation. The function $f(M, P)$, which in (8) is the ratio of normal derivatives of the Green’s functions with variable pole $M$ and fixed pole $O$, becomes the Daniell derivative of one set function with respect to another, corresponding to the fact that in two dimensions it is the ratio $dh(M, P)/dh(O, P)$ where $h(M, P)$ is the function conjugate to
\( g(M, P) \). The boundary, however, has no irregular points or multiple points.

A slight extension of the general character of the domain and the elimination of the restriction on irregular or multiple boundary points is made by Green [15, §§9–11]. The conditions may be stated as follows:

(A) The corresponding \( \Xi \) is compact.

(B) Every boundary element of \( T \) satisfies a condition of Picard: If \( u(P), v(P) \) are positive harmonic functions in \( T \) which are bounded except in \( \Xi(\gamma, \rho) \) for all \( \rho > 0 \) and vanish at all regular boundary elements of \( T \) except \( \gamma \), then \( u(P)/v(P) = \text{const} \).

(C) There exists a sequence \( \{ T_i \} \) of nested domains approximating to \( T \), with boundaries \( \{ t_i \} \), having the following properties:

(Ca) \( T_i \) admits the Maria-Martin representation of positive harmonic functions. (This would be the case, for instance, if each \( T_i \) had bounded curvatures.)

(Cb) Let \( u_i(P) \) be a positive harmonic function in \( T_i \), zero on \( t_i \) except at the point \( B_i \). Let \( \{ u_i(P) \} \) converge in \( T \) to the harmonic function \( u(P) \) and let \( \{ B_i \} \) converge to the boundary element \( \gamma \). Then the \( u_i(P) \) are uniformly bounded outside any \( \Xi(\gamma, \rho) \).

Under these conditions the method of weak convergence can be applied to the Maria-Martin representation of \( u(M) \), if \( u(M) \) is positive and harmonic in \( T \), and a formula obtained of the form

\[
(9) \quad u(M) = \int_{\Gamma} f(\gamma, M) d\mu(\gamma),
\]

in which the \( \mu(\epsilon) \) is a positive distribution of mass on boundary elements of \( t_i \) and the function \( f(\gamma, M) \) is continuous in the elements \( \gamma \) and harmonic in \( M \).

The principal restriction on the domain seems to be the Picard condition (B), and this is worthy of a study on its own account. For example, Bouligand [2, p. 32] shows that when \( T \) consists of the domain between two spheres, tangent internally, the Picard condition is not satisfied at the point of tangency. The difficulty in this case is not trivial; the singularity subtends an angle of \( \pi \) around the singular point and is movable.

IV. Related problems

1. A problem of mixed boundary values for the sphere. The mixed boundary value problem in the case of plane domains, in which values of the function are given on part of the boundary and values of the normal derivative on the rest, may be reduced to the Dirichlet problem for the first part of the boundary considered as that of an infinite domain. The reduction is effected by the use of the Green’s function for this new domain,
in the case of circular boundaries, and the result extended to more general ones by conformal transformation [11, p. 487]. In space, the corresponding boundary value problem depends on the initial domain considered, varying from one domain to another. If the domain is the upper half space, \( z \geq 0 \), and the boundary the plane \( z = 0 \), the problem admits the same statement as in the two-dimensional case. In the case of the sphere, which we treat here, the function \( u(M) \) is given on part of the surface of the sphere and the values of \( u/2 + r du/dr \) on the rest. But in order to take account of the generality of the representation merely the integrals of these data will be given, rather than the data themselves, as in the discussion referred to above.

On the spherical surface \( C \) of radius \( a \), bounding a domain \( \Gamma \), let \( F \) be a closed set of positive capacity, as a spatial set. The set \( C - F \) is the sum of a denumerable infinity \( E = \sum I_k \) of domains \( I_k \). Let \( C_r \) denote the concentric spherical surfaces \( C(r, O) \), \( \sigma \) a two-dimensional region on \( C \) and \( \sigma_r \) the radial projection of \( \sigma \) on \( C_r \). We shall deal with functions \( u(M) \) which are harmonic within the sphere, of a class described by the following two properties:

(i) Any \( u(M) \) is in \( \Gamma \) the difference of two functions, harmonic and non-negative in \( \Gamma \).

(ii) If \( \sigma \) is any region contained with its boundary in an \( I_k \), the quantity \( \int_{\sigma} |du/dr| d\sigma \), remains bounded as \( r \) tends to \( a \).

It may be verified, by an integration over a volume contained between \( \sigma_{rs} \) and \( \sigma_r \), that the condition that \( \int_{\sigma_r} |du/dr| d\sigma \), remain bounded implies a similar condition on \( \int_{\sigma} |u| d\sigma \), and therefore that the condition (ii) is equivalent to requiring the boundedness of \( \int_{\sigma_r} \lambda u + r (du/dr) \right| d\sigma \), for any particular \( \lambda \).

On the domains \( \sum I_k = C - F \), we are given a completely additive set function \( h(\varepsilon) \). We shall show that there is a function \( U(M) \) of the class defined by (i), (ii) such that

\[
\lim_{r \to a} \int_{\sigma} \left\{ \frac{U}{2} + r \frac{dU}{dr} \right\} d\sigma_r = h(\sigma)
\]

for regions \( \sigma \) on \( C - F \) whose boundaries \( s \) contribute no mass themselves to \( h(\varepsilon) \), that is, regions \( \sigma \) that \( \int_{\sigma} dh(\varepsilon \cdot s) \right| = 0 \). This function will vanish at every point of \( F \) which is at a positive distance from \( C - F \). The Dirichlet data on \( F \) lead however naturally to a function for which the limit of the expression in the left-hand member of (1) is zero. Hence by subtracting the function \( U(M) \) above, the problem is reduced to the representation problem of the preceding chapter for the domain complementary to \( F \). These statements will now be made precise.

Let \( u(M) \) be harmonic in \( \Gamma \), belonging to the class (ii). If for every circular region \( \sigma' \) in the domain \( I \) on \( C - F \) we have
\[ (2) \quad \lim_{r \to a} \int_{\mathcal{S}_r} \left( \frac{u}{2} + r \frac{du}{dr} \right) d\sigma = 0, \]

then \( u(M) \) may be defined so as to be harmonic at the points of \( I \), and admits a unique harmonic extension across \( I \) into the entire exterior of \( C \) by means of the formula

\[ (2') \quad u(M') = \frac{r}{a} u(M), \]

where \( M' \) is the inverse of \( M \) with respect to \( C \). It vanishes at \( \infty \).

We note first that if \( v(M) \) is harmonic in \( \Gamma \) and \( \int_{\mathcal{S}_r} |v(M)| d\sigma \), is bounded as \( r \) tends to \( a \), and the quantity \( \int_{\mathcal{S}_r} v(M) d\sigma \), approaches 0 as \( r \) tends to \( a \), then \( v(M) \) admits a unique extension by the formula

\[ v(M') = - \left( \frac{r}{a} \right) v(M) \]

being 0 on \( I \).

In fact, we may form the average of \( v(M) \) over regions of constant following angular radius \( \tau \):

\[ (3) \quad v_r(M) = \frac{1}{2\pi(1 - \cos \tau)r^2} \int_{\mathcal{S}_r} v(P) d\sigma \]

where \( d\sigma = r^2 d\omega \). This function is seen to be harmonic, for \( \tau \) fixed, as a function of \( M \); it is bounded, by hypothesis, in any cone in \( \Gamma \) with vertex at the center of the sphere and base a closed region \( \Sigma \) in \( I \), distant from the boundary of \( I \) by more than \( \tau \). Moreover along all radii to points of \( \Sigma \), \( \lim v_r(M) = 0 \). An iterated average \( v_{r', r}(M) \), with \( r' \) suitably small, retains these properties and is continuous on \( C \), within a region \( \Sigma' \) inside \( \Sigma_r \), uniformly in \( r \). It therefore has the boundary values 0 in \( \Sigma' \) continuously and admits a unique harmonic extension, taking at the inverse point \( M' \) the value \( - (r/a)v_{r', r}(M) \) and remaining harmonic at points of \( \Sigma' \).

We can thus let first \( r' \) and then \( r \) approach 0 so that the same properties are valid for \( v(M) \) itself. But any point in \( I \) may be included in \( \Sigma' \), so \( v(M) \) is harmonic at all the points of \( I \).

Returning to the function \( u(M) \) we see by direct calculation that the function \( u/2 + r du/dr \) is harmonic and can thus be chosen as the \( v(M) \) of the preceding paragraphs, and extended by the formula

\[ v(M') = - \frac{r}{a} \left( \frac{u(M)}{2} + r \frac{du}{dr} \right), \]

vanishing identically on \( I \). We have, however, the relation

\[ \frac{\partial}{\partial r} \left( r^{1/2} u \right) = r^{-1/2} \left( \frac{u}{2} + r \frac{\partial u}{\partial r} \right) = r^{-1/2} u, \]
and therefore by integration, \( u(M) \) approaches finite continuous limits as \( r \to a \). Moreover, if we write \( u(M') = (r/a)u(M) \) and calculate the value at \( M' \) of \( u/2 + r'du/dr' \), we find that it is precisely that given for \( v(M') \); also \( u(M) \) is made continuous at points in \( I \). Since \( u/2 + rdu/dr \) takes on continuously the value 0 as \( r \) passes through the value \( a \), it follows that \( du/dr \) has the same exterior limit as interior limit, and, by the law of the mean, that this common value is the value of \( du/dr \) when \( r = a \). That the lateral derivatives are bounded is deduced at once from the formula \( r^{1/2}u = \int_0^r r^{1/2}vdr \).
The function \( u(M) \) will therefore be harmonic on \( I \) [18, p. 267]. Since \( u(M') = (a/r')u(M) \), it vanishes at \( \infty \).

Conversely, if \( u(M) \) is harmonically extensible across \( I \), by the formula \( u(M') = (r/a)u(M) \), the quantity \( u/2 + rdu/dr \) vanishes identically on \( I \).

Consider now the Green’s function for the set \( F \), taken as a set in space \( g(M, P) = 1/MP + G(M, P) \), where \( G(M, P) \) is harmonic in \( M \) if \( M \) is not on \( F \). If \( P \) is on \( C-F \), the Green’s function, as a function of \( M \), admits the transformation \( g(M', P) = (r/a)g(M, P) \), for when \( M' \) approaches a point of \( F \), \( M \) approaches the same point (at perhaps an opposite boundary element) and \( g(M', P) \) takes on the same limiting values as \( g(M, P) \). Moreover, \( g(M', P) \) becomes infinite like \( 1/M'P \) when \( M' \to P \) on \( S-F \), since by similar triangles \( 1/M'P = (r/a)(1/MP) \).

Let \( h_k(e) \) be any completely additive function of sets on the domain \( I_k \) for each \( k \), such that \( \sum_k \int_{I_k} |dh_k(e)| \) is bounded, and form the function

\[
U(M) = \sum_k \frac{1}{2\pi a} \int_{I_k} g(M, P) dh_k(e_P)
\]

(4)

\[
= \frac{1}{2\pi a} \int_{C-F} g(M, P) dh(e),
\]

where \( h(e) = \sum_k h_k(e \cdot I_k) \).

If \( \sigma \), contained with its boundary \( s \) in an \( I_k \), is such that the contribution of \( h(e) \) to \( s \) itself is zero, we have

\[
\lim_{r \to a} \int_s \left( \frac{U}{2} + r \frac{dU}{dr} \right) ds_r = h(\sigma).
\]

The function \( U(M) \) satisfies the conditions (i), (ii).

That \( U(M) \) satisfies the condition (i) is clear, since \( g(M, P) \geq 0 \). That it satisfies (ii) comes without difficulty from the inequality

\[
\int_s \left| \frac{\partial U}{\partial r} \right| ds_r \leq \frac{1}{2\pi a} \int_{C-F} |dh(e_P)|
\]

\[
\cdot \int_s \left\{ \left| \frac{\partial}{\partial \sigma_M} \frac{1}{MP} \right| + \left| \frac{\partial}{\partial r_M} G(M, P) \right| \right\} ds_r,
\]
the function \( G(M, P) \) being harmonic as a function of \( M \), with bounded derivatives so long as \( M \) remains at a positive distance from \( F \).

Let \( I \) be any one of the domains \( I_k \), and select \( \sigma \) as in the statement of the theorem. We seek to evaluate the integral

\[
J_\sigma = \int_{\sigma_r} \left\{ \frac{U(M)}{2} + r \frac{\partial U(M)}{\partial r} \right\} \, d\sigma_r.
\]

We have

\[
2\pi a J_\sigma = \int_{C-F} \, dh(e_F) \int_{\sigma_r} \left\{ \frac{g(M, P)}{2} + r \frac{\partial g(M, P)}{\partial r} \right\} \, d\sigma_r
\]

\[
= - \left( \frac{r}{r'} \right)^{3/2} \int_{C-F} \, dh(e_F) \int_{\sigma_{r'}} \left\{ \frac{g(M', P)}{2} + r' \frac{\partial g(M', P)}{\partial r'} \right\} \, d\sigma_{r'},
\]

\[
4\pi a J_\sigma = \int_{C-F} \, dh(e_F) \int_{\sigma_r} \left\{ \frac{1}{2} \left( g(M, P) - \frac{r}{a} g(M', P) \right) \right\} \, d\sigma_r
\]

\[
+ \int_{C-F} \, dh(e_F) \left\{ \int_{\sigma_r} \frac{\partial g(M, P)}{\partial r} \, d\sigma_r - \int_{\sigma_{r'}} \left( \frac{r}{r'} \right)^{3/2} \frac{\partial g(M', P)}{\partial r'} \, d\sigma_{r'} \right\},
\]

of which the first integral is zero. Likewise, in the second integral, since \( M \) and \( M' \) are bounded away from \( F \) in distance, if we write \( g = 1/MP + G \), the only terms which do not cancel as \( r \) approaches \( a \) are those which correspond to the derivatives of \( 1/MP \). Hence

\[
\lim_{r \to a} 4\pi a J_\sigma = \lim_{r \to a} \int_{C-F} \, dh(e_F)
\]

\[
\left\{ \int_{\sigma_r} \frac{\partial}{\partial r} \left( \frac{1}{MP} \right) \, d\sigma_r - \frac{r}{r'} \int_{\sigma_{r'}} \frac{\partial}{\partial r'} \left( \frac{1}{M'P} \right) \, d\sigma_{r'} \right\}.
\]

But

\[
\int_{\sigma_r} \frac{\partial}{\partial r_M} \left( \frac{1}{MP} \right) \, d\sigma_r(M) = - \int_{\sigma_r} \frac{1}{PM'} \cos(PM, r) \, d\sigma_r = \Theta(P),
\]

\[
- \int_{\sigma_{r'}} \frac{\partial}{\partial r'_{M'}} \left( \frac{1}{M'P} \right) \, d\sigma_{r'}(M) \int_{\sigma_{r'}} \frac{1}{PM'} \cos(PM', r') \, d\sigma_{r'} = \Theta'(P),
\]

where \( \Theta(P), \Theta'(P) \) are respectively the solid angles subtended by \( \sigma_r \) and \( \sigma_{r'} \) from \( P \).

It is evident then, that if \( \sigma \) is such that there is no portion of \( h(e) \) on \( s \), that is, \( \int_s \, dh(e \cdot s) = 0 \), since the sum of \( \Theta(P) \) and \( \Theta'(P) \) approaches \( 4\pi \) when \( r \) approaches \( a \), if \( P \) is interior to \( \sigma \), and 0 if \( P \) is exterior to \( \sigma \), we have

\[
\lim_{r \to a} 4\pi a J_\sigma = 4\pi a h(\sigma),
\]

as was to be proved.
We shall extend this lemma slightly. If $\sigma$ is bounded by a simple closed curve $s$, with continuously turning tangent, the formula (5) must be replaced by the following

$$(5') \quad \lim_{r \to a} J_r = h(\sigma) + \frac{1}{2} \tilde{h}(s),$$

where $\sigma$ denotes the set of points interior to $s$, and $\tilde{h}(s)$ stands for $h(\tilde{\sigma}) - h(\sigma)$, where $\tilde{\sigma}$ is the closed cover of $\sigma$. If, in addition, $s$ is allowed to have a finite number of vertices $P_i$, at which $\sigma$ subtends plane angles $\theta_i$, and $h(P_i)$ denotes $h(e \cdot P_i)$, we have

$$(5'') \quad \lim_{r \to a} J_r = h(\sigma) + \frac{1}{2} \left[ \tilde{h}(s) - \sum h(P_i) \right] + \sum \left( \theta_i / 2\pi \right) h(P_i).$$

Accordingly, when stated completely, $\lim_{r \to a} J_r$ is given as an additive function of curves $s$ in the domain $I$ rather than as a function of point sets. In accordance with (5'') the function of curves may be spoken of as having regular discontinuities, and in this case it is determined uniquely if it is known merely for curves $s$ for which $\tilde{h}(s) = 0$.

Given then a function $u(M)$ of class (i), (ii) such that

$$\lim_{r \to a} \int_{\sigma_r} (u/2 + r du/dr) d\sigma,$$

is given as $h(\sigma)$, in the sense of (5''), where $h(e)$ is a completely additive function of sets on $C - F$, and $\sigma$ is contained with its boundary in any domain of $C - F$, the function

$$w(M) = u(M) - U(M)$$

will still be of class (i). By harmonic extension across the domains $I_k$ of $C - F$, where $\left[ w/2 + r dw/d\rho \right]_{r=a} = 0$, $w(M)$ becomes harmonic and of class (i) in the infinite domain complementary to $F$. Since $w(M') = (r/a)w(M)$, the function $w$ vanishes at $\infty$. It is therefore representable by Dirichlet data on $F$, according to the methods of III, §5, in terms of a completely additive set function on $F$.

2. The Plateau problem. The connection of the Plateau problem with harmonic functions and the Dirichlet problem has been well known since Weierstrass. In the simplest statement of the problem—which does not correspond with the simplest solution—it is to find a surface $z = f(x, y)$, which satisfies the partial differential equation obtained by setting the mean curvature equal to zero and which, on the boundary of a given region in the $x, y$-plane takes on given values of $z$. The vanishing of the mean curvature results from the Euler equation associated with minimizing the area of the surface $z = f(x, y)$ which caps the given boundary curve. In a more general statement of the Plateau problem, it is to find the expression of a surface of zero mean curvature (a minimal surface)
which caps a given space curve, in terms of two curvilinear coordinates, that is, to map it on a plane, but not by direct projection. The most important question is the relation of the minimal surface to the surface of least area.

The problem has been solved and the fundamental questions have been answered by Douglas and Radó, throughout the same recent period of years. For these treatments we refer to a book by Radó [31]. The relation to harmonic functions and Dirichlet's principle has been most clearly brought out in a recent paper by Courant [5]. Accordingly we shall present briefly an introduction to the concepts developed there.

The area of a surface of sufficient smoothness may be written as the integral in terms of curvilinear coordinates \( u, v \):

\[
A = \int (EG - F^2)^{1/2} du \, dv,
\]

where \( E, F, G \) are the customary expressions \( E = x_u^2 + y_u^2 + z_u^2 \), \( F = x_u x_v + y_u y_v + z_u z_v \), \( G = x_v^2 + y_v^2 + z_v^2 \). But

\[
(EG - F^2)^{1/2} \leq (EG)^{1/2},
\]

and, by a familiar property of the geometric and arithmetic means,

\[
(EG)^{1/2} \leq \frac{1}{2}(E + G).
\]

Accordingly, Courant considers the minimum of \( (1/2)\int (E + G) du \, dv \) and finds that under suitable conditions this minimum exists and yields the by-product \( F = 0, E = G \), with \( x, y, z \) harmonic functions of \( u, v \). In considering the minimal sequences equicontinuity takes the place of the weak convergence of mass functions.

We may regard the surface as represented on the plane by means of a vector \( \rho(u, v) \), where \( \rho(u, v) = \{ x(u, v), y(u, v), z(u, v) \} \), and discuss the integral

\[
D(\rho) = \frac{1}{2} \int (E + G) du \, dv = \frac{1}{2} \int (\rho_u \cdot \rho_u + \rho_v \cdot \rho_v) du \, dv.
\]

In particular, if the corresponding portion of the \( u, v \)-plane is a simply covered simply-connected domain, that domain may be taken as the unit circle, for the differential expressions

\[
(x_u^2 + x_v^2)(du \, dv), \; (y_u^2 + y_v^2)(du \, dv), \; (z_u^2 + z_v^2)(du \, dv)
\]

are seen by direct calculation to be invariant of conformal transformation of the \( u, v \) parameters.

Consider a simple closed space curve \( \gamma \) and suppose that there exists a surface \( S \) which it bounds, with the following properties:
The vector $\rho(u, v)$ maps $S$, bounded by $\gamma$, on the unit circle $B$ of the $u, v$-plane with boundary $C$, so that $\rho(u, v)$ is continuous for $(u, v)$ in $B+C$, has "piecewise" continuous first derivatives in $B$, with $C$ mapped continuously and monotonically on $\gamma$. Further it is supposed that the Dirichlet integral $D(\rho)$ is finite.

Courant's first problem is to show the existence of a vector $\rho(u, v)$ of this kind for which $D(\rho)$ attains its lowest bound. In particular, since $D(\rho)$ is invariant of a conformal map of the circle into itself, it may be assumed that three prescribed points of $C$ go into three prescribed points of $\gamma$.

If there are an infinite number of possible surfaces $S$, let $d$ be the lower bound of $D(\rho)$, and $\rho_1, \rho_2, \cdots$ a sequence of vectors $\rho_n$ such that $D(\rho_n)$ tends to $d$. Courant shows that the three point condition just mentioned implies that the sequence of functions $\rho_n$ is equicontinuous on $C$, and that therefore there exists a suitable subsequence, which we denote again by $\rho_n$, that converges uniformly on $C$.

We shall have to omit the development, itself an important chapter in connection with the Dirichlet problem, which deals with the minimum value of the Dirichlet integral over a given domain $T$ for functions which take on assigned boundary values. This excursion into the calculus of variations would carry us too far afield.

3. Minimum Dirichlet integral. With the advantage of knowing already under what conditions a solution of the Dirichlet problem exists, it is not difficult, however, to establish the minimum property of the corresponding Dirichlet integral. To this effect we give briefly the proof of the following theorem, the statement and proof being extensible to any number of dimensions:

Given a bounded domain $T$ in the $u, v$-plane, and a continuous function $f(P)$ on its boundary, which can be continuously extended over $T$ in such a way that within $T$ it has piecewise continuous derivatives and $\int_T (f_u^2 + f_v^2) \, du \, dv$ exists, let $X(u, v)$ be the corresponding sequence solution of the Dirichlet problem for the given boundary values $f(P)$. Then the quantity $D(X) = \int_T (X_u^2 + X_v^2) \, du \, dv$ exists, and we have

$$D(X) \leq D(f).$$

As a first case, we assume that the boundary $t$ is composed of a finite number of closed analytic curves and that $f(P)$ is continuous with continuous first and second derivatives in a region $T'$ which contains $T+t$. Then, even under less restrictive conditions, it has been shown by Kellogg [18'] that the corresponding solution $X(u, v)$ of the Dirichlet problem in $T$ for $f(P)$ on $t$ has bounded first derivatives in $T+t$.

Let $W = f - X$. We have for the Dirichlet integrals the relation

$$D(f) = D(X) + 2D(W, X) + D(W),$$
where
\[
D(W, X) = \int_T (W_u X_u + W_v X_v) \, du \, dv \\
= \int T W \frac{dX}{du} \, ds - \int T W \nabla^2 X \, du \, dv = 0.
\]
Since \(D(W) \geq 0\), we have \(D(f) \geq D(X)\).

Return now to the theorem. We may suppose that \(f(P)\) is extended continuously outside \(T\). We replace \(f(P)\) by its twice iterated average \(f_h(P)\) over squares of center \(P\) and side \(2h\). Within any subdomain none of whose points are as close to \(t\) as \(2h^{2/12}\), the function \(f_h(P)\) has continuous first and second partial derivatives. Let \(T_h\) represent a domain, contained with its boundary in such a subdomain, whose boundary consists of a finite number of closed analytic pieces, and is such that \(\lim_{h \to 0} T_h = T\). In fact, by taking \(h\) small enough, \(T_h\) may be any given \(T_n\) of the sequence process. Let \(X_h\) be the solution of the Dirichlet problem in \(T_h\) for \(f_h(P)\) on \(t_h\).

With an obvious extension of the notation, we have from the result established in the first case,
\[
D_{r_h}(X_h) \leq D_{r_h}(f_h).
\]
But also, interchange of the order of differentiation and averaging is permissible, that is,
\[
(f_u)_h = \left(\frac{\partial f}{\partial u}\right)_h = \frac{\partial f_h}{\partial u} = (f_h)_u,
\]
which is one of the advantages of the systematic use of the process \([2']\), and moreover it is an immediate application of Hölder’s inequality, as used for instance in the theory of area \([25', p. 687]\), that
\[
\int_{T_h} (f_u)_h^2 \, du \, dv \leq \int T (f_u)^2 \, du \, dv.
\]
Hence
\[
D_{r_h}(f_h) \leq D_T(f), \quad D_{r_h}(X_h) \leq D_T(f).
\]

If now we let \(h \to 0\), the function \(X_h\) converges to the sequence solution \(X(u, v)\) of the Dirichlet problem in \(T\) for \(f(P)\) on \(t\); in fact, \(\lim_{h \to 0} f_h(P) = f(P)\) uniformly on \(T + t\). But by Fatou’s theorem, \(D_T(X)\) exists and
\[
\lim_{h \to 0} D_{r_h}(X_h) \geq D_T(X).
\]
This inequality, combined with the previous one, yields the inequality \((D)\), which was to be proved.
4. **Minimal sequence of harmonic functions.** Returning to the analysis of Courant we denote by \( \rho_n^*(u, v) \) the vectors whose components are harmonic in \( u, v \) but take on the same boundary values as those of \( \rho_n(u, v) \). They are likewise admissible vectors. But as we have just seen,

\[
D(\rho_n^*) \leq D(\rho_n).
\]

Hence the vectors \( \rho_n^*(u, v) \) also constitute a minimal sequence. And since the functions \( x_n^*, y_n^*, z_n^* \) converge uniformly on \( C \) they converge uniformly to harmonic functions \( x, y, z \) in \( B \).

By the Fatou theorem, since the integrands are positive,

\[
d = \lim_{n \to \infty} D(\rho_n^*) \geq D(\rho).
\]

But also \( \rho \) is an admissible vector, since it is monotonic on \( C \); hence \( D(\rho) \geq d \). It follows that \( D(\rho) = d \), and a solution of the minimum problem is obtained.

It remains to find the complete description of the surface generated by \( \rho(u, v) \), and for this the reader is referred to the article cited. The surface is shown to be a minimal surface by making use of variations \( \delta \rho(u, v) \) of a special kind, following Radó; that is, \( E=G, F=0 \). The mapping on the boundary \( C \) is shown to be strictly monotonic; in other words, an interval on \( C \) cannot correspond to a single point on \( \gamma \). From the fact that \( E=G, F=0 \), it is evident that \( D(\rho) \) is the area of the minimal surface; but the question as to whether \( D(\rho) \) is the minimum area is not answered at once. This question requires consideration of approximation theorems in terms, say, of the mapping of polyhedra inscribed in the curve \( \gamma \). It should be mentioned that surfaces of a prescribed degree of connectivity are also treated simply, through the same minimum problem. For example, the surface caps \( \rho_n(u, v) \) may be one-sided surfaces, so that the points of them may be considered as counting doubly.

The Plateau problem, as is now well known, may be handled for curves such that there is no finite area corresponding to them. The solution, of course, depends upon approximation theorems.

A natural extension of the Dirichlet and Plateau problems lies in the consideration of the corresponding boundary value problems and variational problems connected with partial differential equations of elliptic type. It is with regret that the author realizes that limitations on the length of this article preclude the exposition of very recent and most significant work in this direction.
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