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#### Abstract

Time continuous nonlinear regression model with a noise being a nonlinearly transformed Gaussian stationary process with a singular spectrum is considered in the paper. Sufficient conditions for the asymptotic normality of the $M$-estimator are found for the vector parameter in this model.


## 1. Introduction

Sufficient conditions for the asymptotic normality of $M$-estimators of an unknown parameter of a nonlinear regression model with continuous time and random noise with a singular spectrum are obtained.

Properties of $M$-estimators for linear regression models with independent errors of observation are considered by Huber [1, 2, Hampel et al. [3] and many other authors thereafter.

Asymptotic properties of $M$-estimators of parameters for linear as well as for nonlinear regression models with a long range dependent random noise are studied by Koul [4, 5], Koul and Mukherjee [6, Giraitis et al. [7, Koul and Surgailis [8, 9, 10, Giraitis and Koul [11, Koul et al. [12] in the case of discrete time, and by Ivanov and Leonenko [13, 14], Ivanov [15], Ivanov and Orlovskyi [16, 17, 18], Savich [19] in the case of continuous time.

Orlovskyi [20], Ivanov and Orlovskyi [17, 18, 21], Ivanov [15] consider asymptotic properties of $M$-estimators of parameters for nonlinear regression models with continuous time and a weakly dependent random noise.

In the current paper, we study $M$-estimators constructed with the help of smooth loss functions. Smooth loss functions as well as their nondifferentiable analogs are widely used when solving various problems in data analysis (see, for example, [22]).

Note that the key tools in the proof of the asymptotic normality are the central limit theorem for weighted nonlinear transformations of a Gaussian stationary stochastic process with a singular spectrum obtained by Ivanov et al. in [23] and the Brouwer fixed point theorem [24, 2]. The latter theorem requires that a solution of the system of normal equations that determines the $M$-estimator is unique in a certain asymptotic sense. The asymptotic uniqueness of $M$-estimators is considered by Ivanov [15] and Orlovskyi [18] for nonlinear regression models.
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## 2. Asymptotic normality of $M$-estimators

2.1. Conditions and statement of the main result. Consider the regression model

$$
\begin{equation*}
X(t)=g(t, \theta)+\varepsilon(t), \quad t \geq 0 \tag{1}
\end{equation*}
$$

where $g:[0,+\infty) \times \Theta_{\beta} \rightarrow \mathbb{R}$ is a continuous function, $\Theta_{\beta}=\bigcup_{\|a\| \leq 1}(\Theta+\beta a), \beta>0$ a certain number, $\Theta \subset \mathbb{R}^{q}$ a bounded convex open set, and $\theta \in \Theta$ the true value of the parameter.

Throughout the paper we consider the derivatives of the regression function in the set $\Theta^{c}$, where $\Theta^{c}$ denotes the closure of $\Theta$. Therefore, we need to define the regression function in $\Theta_{\beta}$.

We further assume that the noise $\varepsilon(t)$ satisfies the following conditions.
A1. $\varepsilon(t), t \in \mathbb{R}$, is a local functional of a Gaussian stationary stochastic process $\xi(t)$, that is, $\varepsilon(t)=G(\xi(t))$, where $G(x), x \in \mathbb{R}$, is a Borel function. Moreover, $\mathrm{E} \varepsilon(0)=0$ and $\mathrm{E} \varepsilon^{4}(0)<\infty$.

A2. $\xi(t), t \in \mathbb{R}$, is a mean square continuous measurable stationary Gaussian stochastic process with zero mean and covariance function

$$
\begin{equation*}
B(t)=\sum_{j=0}^{r} A_{j} B_{\alpha_{j}, \chi_{j}}(t), \quad r \geq 0 \tag{2}
\end{equation*}
$$

where

$$
B_{\alpha_{j}, \chi_{j}}(t)=\frac{\cos \left(\chi_{j} t\right)}{\left(1+t^{2}\right)^{\alpha_{j} / 2}}
$$

$0 \leq \chi_{0}<\chi_{1}<\cdots<\chi_{r}, 0<\alpha_{j}<1, j=0, \ldots, r$, and $\sum_{j=0}^{r} A_{j}=1, A_{j}>0$.
Such a correlation function is introduced in the paper [25] in order to construct an example of a spectral density with nonzero singularities in contrast to the case of strongly dependent processes where singularities are at zero. Condition A2 has been used in papers [23, 26] for the same reason.

The spectral density $f$ of the stochastic process $\xi$ is given by

$$
f(\lambda)=\sum_{j=0}^{r} A_{j} f_{\alpha_{j}, \chi_{j}}(\lambda), \quad \lambda \in \mathbb{R}
$$

where

$$
\begin{gathered}
f_{\alpha_{j}, \chi_{j}}(\lambda)=\frac{C_{1}\left(\alpha_{j}\right)}{2}\left[K_{\frac{\alpha_{j}-1}{2}}\left(\left|\lambda+\chi_{j}\right|\right)\left|\lambda+\chi_{j}\right|^{\frac{\alpha_{j}-1}{2}}+K_{\frac{\alpha_{j}-1}{2}}\left(\left|\lambda-\chi_{j}\right|\right)\left|\lambda-\chi_{j}\right|^{\frac{\alpha_{j}-1}{2}}\right], \\
\\
j=0, \ldots, r, \quad C_{1}(\alpha)=2^{\frac{1-\alpha}{2}} / \sqrt{\pi} \Gamma\left(\frac{\alpha}{2}\right) ; \\
K_{\nu}(z)=\frac{1}{2} \int_{0}^{\infty} s^{\nu-1} \exp \left\{-\frac{1}{2}\left(s+\frac{1}{s}\right) z\right\} d s, \quad z \geq 0, \nu \in \mathbb{R},
\end{gathered}
$$

is a modified Bessel function of the third kind and of order $\nu$.
Note that $K_{-\nu}(z)=K_{\nu}(z)$ and

$$
K_{\nu}(z) \sim \Gamma(\nu) 2^{\nu-1} z^{-\nu}, \quad \nu>0
$$

as $z \downarrow 0$. Thus,

$$
f_{\alpha_{j}, \chi_{j}}(\lambda) \sim \frac{C_{2}\left(\alpha_{j}\right)}{2}\left|\lambda \pm \chi_{j}\right|^{\alpha_{j}-1}\left(1-h_{j}\left(\left|\lambda \pm \chi_{j}\right|\right)\right)
$$

as $\lambda \rightarrow \pm \chi_{j}, j=0, \ldots, r$, where $C_{2}(\alpha)=[2 \Gamma(\alpha) \cos (\alpha \pi / 2)]^{-1}$ and

$$
h_{j}(|\lambda|)=\frac{\Gamma\left(\frac{\alpha_{j}+1}{2}\right)}{\Gamma\left(\frac{3-\alpha_{j}}{2}\right)} \cdot\left|\frac{\lambda}{2}\right|^{1-\alpha_{j}}+\frac{\Gamma\left(\frac{\alpha_{j}+1}{2}\right)}{4 \Gamma\left(\frac{3+\alpha_{j}}{2}\right)} \cdot\left|\frac{\lambda}{2}\right|^{2}+o\left(|\lambda|^{2}\right), \quad \lambda \rightarrow 0, j=0, \ldots, r .
$$

Hence, condition A2 implies that the spectral density $f$ has $2 r+2$ different points of singularity

$$
\left\{-\chi_{r},-\chi_{r-1}, \ldots,-\chi_{1},-\chi_{0}, \chi_{0}, \chi_{1}, \ldots, \chi_{r}\right\}
$$

if $\chi_{0} \neq 0$ and $0<\alpha_{j}<1, j=0, \ldots, r$. Otherwise, if $\chi_{0}=0$, then there are $2 r+1$ points of singularity of the spectral density $f$.
Definition 2.1. Any random vector $\hat{\theta}_{T}=\hat{\theta}_{T}(X(t), t \in[0, T]) \in \Theta^{c}$, such that

$$
\begin{equation*}
Q_{T}\left(\hat{\theta}_{T}\right)=\min _{\tau \in \Theta^{c}} Q_{T}(\tau), \quad Q_{T}(\tau)=\int_{0}^{T} \rho(X(t)-g(t, \tau)) d t, \quad \tau \in \Theta^{c} \tag{3}
\end{equation*}
$$

is called an $M$-estimator of the unknown parameter $\theta \in \Theta$ constructed from observations $X(t), t \in[0, T]$, for model (11) with a continuous loss function $\rho(x) \geq 0, x \in \mathbb{R}$.

Below we list some assumptions imposed on the regression function $g(t, \tau)$ and loss function $\rho(x)$. Let $g(t, \tau)$ be a twice continuously differentiable function with respect to $\tau \in \Theta^{c}$. Put

$$
\begin{gathered}
g_{i}(t, \tau)=\frac{\partial}{\partial \tau_{i}} g(t, \tau), \quad g_{i l}(t, \tau)=\frac{\partial}{\partial \tau_{i} \partial \tau_{l}} g(t, \tau), \quad \tau \in \Theta^{c}, i, l=1, \ldots, q ; \\
d_{T}^{2}(\theta)=\operatorname{diag}\left(d_{i T}^{2}(\theta)\right)_{i=1}^{q}, \quad d_{i T}^{2}(\theta)=\int_{0}^{T} g_{i}^{2}(t, \theta) d t, \quad i=1, \ldots, q \\
\liminf _{T \rightarrow \infty} T^{-1} d_{i T}^{2}(\theta)>0, \quad i=1, \ldots, q \\
d_{i l, T}^{2}(\theta)=\int_{0}^{T} g_{i l}^{2}(t, \theta) d t, \quad i, l=1, \ldots, q
\end{gathered}
$$

The letters $k$ (with subscripts) denote positive constants. Assume that, for all sufficiently large $T\left(T>T_{0}\right)$,

B1. $g(t, \cdot) \in C^{2}\left(\Theta^{c}\right)$ for all $t \geq 0$, and
(i) $\sup _{t \in[0, T] \tau \in \Theta^{c}} \sup ^{c} \frac{\left|g_{i}(t, \tau)\right|}{d_{i T}(\theta)} \leq k^{i} T^{-1 / 2}$;
(ii) $\sup _{t \in[0, T] \tau \in \Theta^{c}} \sup _{t \in \Theta^{c}} \frac{\left|g_{i l}(t, \tau)\right|}{d_{i l, T}(\theta)} \leq k^{i l} T^{-1 / 2}$;
(iii) $\sup _{\tau \in \Theta^{c}} \frac{d_{i l, T}(\theta)}{d_{i T}(\theta) d_{l T}(\theta)} \leq \tilde{k}^{i l} T^{-1 / 2}, i, l=1, \ldots, q$.
$\mathbf{C 1}$. The function $\rho(x)$ is nonnegative, even, twice continuously differentiable,

$$
\rho(0)=0
$$

and its derivatives $\rho^{\prime}(x)=\psi(x)$ and $\rho^{\prime \prime}(x)=\psi^{\prime}(x)$ are such that
(i) $\mathrm{E} \psi(G(\xi(0)))=0$;
(ii) $\mathrm{E} \psi^{\prime}(G(\xi(0)))>0$;
(iii) for all $x, h \in \mathbb{R}$ and some constant $L$,

$$
\left|\psi^{\prime}(x+h)-\psi^{\prime}(x)\right| \leq L|h| .
$$

Condition C1(iii) implies that

$$
|\psi(x)-\psi(0)|=\left|\psi^{\prime}(\eta x)\right| \cdot|x| \leq\left(\left|\psi^{\prime}(0)\right|+L|\eta x|\right)|x| \leq\left|\psi^{\prime}(0)\right| \cdot|x|+L x^{2}
$$

for all $x$ and some $\eta=\eta(x) \in(0,1)$, whence

$$
|\psi(x)| \leq|\psi(0)|+\left|\psi^{\prime}(0)\right| \cdot|x|+L x^{2}
$$

Moreover,

$$
\left|\psi^{\prime}(x)\right| \leq\left|\psi^{\prime}(0)\right|+L|x| .
$$

Therefore, the stochastic processes $\psi(G(\xi(t)))$ and $\psi^{\prime}(G(\xi(t))), t \in \mathbb{R}$, possess finite second moments under assumptions A1, A2, and C1.

Let $K \in L_{2}(\mathbb{R}, \varphi(x) d x)$, where $\varphi(x)=(2 \pi)^{-1 / 2} e^{-x^{2} / 2}$. Then one can expand the function $K$ into the Fourier series in the space $L_{2}(\mathbb{R}, \varphi(x) d x)$,

$$
K(x)=\sum_{n=0}^{\infty} \frac{C_{n}(K)}{n!} H_{n}(x), \quad C_{n}(K)=\int_{-\infty}^{\infty} K(x) H_{n}(x) \varphi(x) d x, \quad n \geq 0
$$

with respect to the Chebyshev-Hermite polynomials

$$
H_{n}(x)=(-1)^{n} e^{\frac{x^{2}}{2}} \frac{d^{n}}{d x^{n}} e^{-\frac{x^{2}}{2}}, \quad n \geq 0
$$

Definition 2.2. We say that a function $K \in L_{2}(\mathbb{R}, \varphi(x) d x)$ has Hermite rank $m$ and write $\operatorname{Hrank}(K)=m$ if either $C_{1}(K) \neq 0$ and $m=1$ or, for some $m \geq 2$,

$$
C_{1}(K)=\cdots=C_{m-1}(K)=0, \quad C_{m}(K) \neq 0 .
$$

Under assumption $\mathbf{C 1}$ (i), the functions $\psi \circ G$ and $\psi^{\prime} \circ G$ can be expanded into the Fourier series with respect to the Chebyshev-Hermite polynomials in the Hilbert space $L_{2}(\mathbb{R}, \varphi(x) d x)$, that is,

$$
\begin{gathered}
\psi(G(x))=\sum_{n=m}^{\infty} \frac{C_{n}(\psi \circ G)}{n!} H_{n}(x), \\
\psi^{\prime}(G(x))=C_{0}\left(\psi^{\prime} \circ G\right)+\sum_{n=m^{\prime}}^{\infty} \frac{C_{n}\left(\psi^{\prime} \circ G\right)}{n!} H_{n}(x),
\end{gathered}
$$

where $m=\operatorname{Hrank}(\psi \circ G), m^{\prime}=\operatorname{Hrank}\left(\psi^{\prime} \circ G\right)$, and $C_{0}(\psi \circ G)=\mathrm{E} \psi(G(\xi(0)))=0$.
C2. Either
(i) $\operatorname{Hrank}(\psi \circ G)=1, \alpha>\frac{1}{2}$,
(ii) or $\operatorname{Hrank}(\psi \circ G)=m, \alpha m>1$, where $\alpha=\min _{j=0, \ldots, r} \alpha_{j}$ and $\alpha_{j}, j=0, \ldots, r$, are the numbers involved in condition A2.
Put

$$
\begin{gathered}
J_{T}(\theta)=\left(J_{i l, T}(\theta)\right)_{i, l=1}^{q}, \\
J_{i l, T}(\theta)=d_{i T}^{-1}(\theta) d_{l T}^{-1}(\theta) \int_{0}^{T} g_{i}(t, \theta) g_{l}(t, \theta) d t, \quad i, l=1, \ldots, q .
\end{gathered}
$$

Let $\lambda_{\min }(A)\left(\lambda_{\max }(A)\right)$ be the minimal (maximal) eigenvalue of a positive definite matrix $A$.

B2. For some $\lambda_{*}>0$ and $T>T_{0}, \lambda_{\min }\left(J_{T}(\theta)\right) \geq \lambda_{*}$.
Put $\Lambda_{T}(\theta)=J_{T}^{-1}(\theta)$ and consider a matrix measure $\mu_{T}(d x ; \theta)$ in $(\mathbb{R}, \mathfrak{B})$ with the matrix of densities

$$
\left(\mu_{T}^{j l}(x ; \theta)\right)_{j, l=1}^{q}
$$

where $\mathfrak{B}$ is the Borel $\sigma$-algebra in $\mathbb{R}$ and

$$
\begin{gathered}
\mu_{T}^{j l}(x ; \theta)=g_{T}^{j}(x, \theta) \overline{g_{T}^{l}(x, \theta)}\left(\int_{\mathbb{R}}\left|g_{T}^{j}(x, \theta)\right|^{2} d x \int_{\mathbb{R}}\left|g_{T}^{l}(x, \theta)\right|^{2} d x\right)^{-1 / 2}, \\
g_{T}^{j}(x, \theta)=\int_{0}^{T} e^{i x t} g_{j}(t, \theta) d t, \quad j, l=1, \ldots, q
\end{gathered}
$$

Note that $d_{j T}^{2}(\theta)=(2 \pi)^{-1} \int_{\mathbb{R}}\left|g_{T}^{j}(x, \theta)\right|^{2} d x$.
B3. The family of measures $\mu_{T}(\cdot ; \theta)$ weakly converges as $T \rightarrow \infty$ to the measure $\mu(\cdot ; \theta)$ such that $\mu(\mathbb{R} ; \theta)$ is a positive definite matrix.

Definition $2.3\left([28,27)\right.$. The matrix measure $\mu(\cdot ; \theta)=\left(\mu^{j l}(\cdot ; \theta)\right)_{j, l=1}^{q}$ is called the spectral measure of the regression function $g(t, \theta)$.

Conditions B2 and B3 imply that

$$
J_{T}(\theta)=\int_{\mathbb{R}} \mu_{T}(d x ; \theta) \rightarrow \int_{\mathbb{R}} \mu(d x ; \theta)=\mu(\mathbb{R} ; \theta)=J(\theta)
$$

as $T \rightarrow \infty$. Put $\Lambda(\theta)=J^{-1}(\theta)$.
Next we recall the notion of a $\mu$-admissible spectral density $f(\lambda)$ (more detail is given in [28, 29]).

Definition 2.4. A spectral density $f$ is called $\mu$-admissible if $f$ is integrable with respect to the measure $\mu$, that is, all entries of the matrix

$$
\int_{\mathbb{R}} f(\lambda) \mu(d \lambda)
$$

are finite, and

$$
\int_{\mathbb{R}} f(\lambda) \mu_{T}(d \lambda) \rightarrow \int_{\mathbb{R}} f(\lambda) \mu(d \lambda), \quad T \rightarrow \infty
$$

Sufficient conditions for the $\mu$-admissibility of the spectral density of a stationary process can be found in [23, 30]. These conditions are satisfied, for example, for the spectral density $f$ of the stochastic process $\xi$ with covariance function (2). The key condition is that the family of points of singularity of $f$ and the family of atoms of the spectral measure $\mu$ are disjoint. It is worth mentioning that $\mu$ is atomic for all examples known up to now.

Let $f^{(* 1)}(\lambda)=f(\lambda)$ and

$$
f^{(* j)}(\lambda)=\int_{\mathbb{R}^{j-1}} f\left(\lambda-\lambda_{2}-\cdots-\lambda_{j}\right) \prod_{i=2}^{j} f\left(\lambda_{i}\right) d \lambda_{2} \ldots d \lambda_{j}
$$

for $j \geq 2$ be the $j$-fold convolution of the spectral density $f(\lambda)$ of the stochastic process $\xi$ with itself,

$$
\gamma=\left(\mathrm{E} \psi^{\prime}(G(\xi(0)))\right)^{-1}
$$

A3. $\int_{\mathbb{R}} f^{(* j)}(\lambda) \mu(d \lambda), j \geq 1$, are positive definite matrices.
Below we use the following assumption.
D1. For all $\varepsilon>0$, there exists $T_{0}=T_{0}(\varepsilon)$ such that the system of equations

$$
\nabla Q_{T}(\tau)=0
$$

possesses a unique solution for all $T>T_{0}$ with probability that is not less than $1-\varepsilon$.
In Section 3 we provide sufficient conditions for D1 that hold simultaneously with assumptions of Theorem 2.1 provided that $d_{i T}(\theta), d_{i l, T}(\theta)=O\left(T^{1 / 2}\right), i, l=1, \ldots, q$.

Theorem 2.1. Let assumptions A1-A3, B1-B3, C1, C2, D1 hold and the spectral density $f$ of the stochastic process $\xi$ is $\mu$-admissible. Then the distribution of the random vector $\hat{u}_{T}(\theta)=d_{T}(\theta)\left(\hat{\theta}_{T}-\theta\right)$ converges as $T \rightarrow \infty$ to the Gaussian distribution $N(0, \sigma(\theta))$, where

$$
\begin{equation*}
\sigma(\theta)=2 \pi \gamma^{2} \Lambda(\theta) \cdot\left(\sum_{j=m}^{\infty} \frac{C_{j}^{2}(\psi \circ G)}{j!} \int_{-\infty}^{\infty} f^{(* j)}(\lambda) \mu(d \lambda, \theta)\right) \cdot \Lambda(\theta) \tag{4}
\end{equation*}
$$

2.2. Auxiliary results. Consider the normalized $M$-estimator

$$
\begin{equation*}
\hat{u}_{T}=\hat{u}_{T}(\theta)=d_{T}(\theta)\left(\hat{\theta}_{T}-\theta\right) . \tag{5}
\end{equation*}
$$

Now we change the variables in the regression function and its derivatives in a way that corresponds to normalization (5), that is,

$$
\begin{gathered}
g(t, \tau)=g\left(t, \theta+d_{T}^{-1}(\theta) u\right)=h(t, u), \quad g_{i}(t, \tau)=g_{i}\left(t, \theta+d_{T}^{-1}(\theta) u\right)=h_{i}(t, u), \\
g_{i l}(t, \tau)=g_{i l}\left(t, \theta+d_{T}^{-1}(\theta) u\right)=h_{i l}(t, u), \quad i, l=1, \ldots, q .
\end{gathered}
$$

Also put

$$
H\left(t ; u_{1}, u_{2}\right)=h\left(t, u_{1}\right)-h\left(t, u_{2}\right), \quad H_{i}\left(t ; u_{1}, u_{2}\right)=h_{i}\left(t, u_{1}\right)-h_{i}\left(t, u_{2}\right), \quad i=1, \ldots, q .
$$

Consider the vectors

$$
M_{T}(u)=\left(M_{T}^{i}(u)\right)_{i=1}^{q}=\left(\gamma \int_{0}^{T} \psi(X(t)-h(t, u)) \frac{h_{i}(t, u)}{d_{i T}(\theta)} d t\right)_{i=1}^{q}
$$

and

$$
\Psi_{T}(u)=\left(\Psi_{T}^{i}(u)\right)_{i=1}^{q}=\left(\gamma \int_{0}^{T} \psi(G(\xi(t))) \frac{h_{i}(t, u)}{d_{i T}(\theta)} d t+\int_{0}^{T} H(t ; 0, u) \frac{h_{i}(t, u)}{d_{i T}(\theta)} d t\right)_{i=1}^{q}
$$

The vectors $M_{T}(u)$ and $\Psi_{T}(u)$ are defined for $u \in U_{T}^{c}(\theta)$ and $U_{T}(\theta)=d_{T}(\theta)(\Theta-\theta)$.
According to the assumptions imposed above, the sets $U_{T}(\theta)$ are expanding to $\mathbb{R}^{q}$ as $T \rightarrow \infty$. Then $v(R)=\left\{u \in \mathbb{R}^{q}:\|u\|<R\right\} \subset U_{T}(\theta)$ for an arbitrary $R>0$ and $T>T_{0}(R)$.

The statistical meaning of the vectors $M_{T}(u)$ and $\Psi_{T}(u)$ is easy to understand. Consider the functional $\gamma Q_{T}\left(\theta+d_{T}^{-1}(\theta) u\right)$. Then the normalized $M$-estimator $\hat{u}_{T}$ satisfies the system of equations

$$
\begin{equation*}
M_{T}(u)=0 . \tag{6}
\end{equation*}
$$

Let

$$
\eta(t)=\gamma \psi(G(\xi(t))), \quad t \in \mathbb{R}
$$

and let the observations be of the following form:

$$
\begin{equation*}
Y(t)=g(t, \theta)+\eta(t), \quad t \in[0, T] . \tag{7}
\end{equation*}
$$

Then

$$
\Psi_{T}(u)=0
$$

is the system of normal equations used to determine the normalized least squares estimator

$$
\breve{u}_{T}=\breve{u}_{T}(\theta)=d_{T}(\theta)\left(\breve{\theta}_{T}-\theta\right)
$$

of the unknown parameter $\theta$ of a virtual regression model (7).
Lemma 2.1. Let assumptions A1, A2, B1, and C1 hold. Then

$$
\begin{equation*}
\mathrm{P}\left\{\sup _{u \in v^{c}(\mathbb{R})}\left\|M_{T}(u)-\Psi_{T}(u)\right\|>r\right\} \rightarrow 0, \quad T \rightarrow \infty \tag{8}
\end{equation*}
$$

for all $R>0$ and $r>0$.

Proof. For a fixed $i$,

$$
\begin{aligned}
& M_{T}^{i}(u)-\Psi_{T}^{i}(u) \\
& \qquad \begin{array}{l}
=\gamma \int_{0}^{T} \frac{h_{i}(t, u)}{d_{i T}(\theta)}\left[\psi(G(\xi(t))+H(t ; 0, u))-\psi(G(\xi(t)))-\psi^{\prime}(G(\xi(t))) H(t ; 0, u)\right] d t \\
\\
+\gamma \int_{0}^{T} H(t ; 0, u) \frac{h_{i}(t, u)}{d_{i T}(\theta)} \zeta(t) d t=I_{1}(u)+I_{2}(u), \\
\quad \zeta(t)=\psi^{\prime}(G(\xi(t)))-\mathrm{E} \psi^{\prime}(G(\xi(t))), \quad t \in \mathbb{R} .
\end{array}
\end{aligned}
$$

Now we prove that $I_{1}(u)$ and $I_{2}(u)$ converge to zero in probability uniformly with respect to $u \in v^{c}(\mathbb{R})$. Let $u \in v^{c}(\mathbb{R})$ be fixed. Then $E I_{2}(u)=0$ and

$$
\begin{equation*}
\mathrm{E} I_{2}^{2}(u)=\gamma^{2} \int_{0}^{T} \int_{0}^{T} H(t ; 0, u) H(s ; 0, u) \frac{h_{i}(t, u)}{d_{i T}(\theta)} \frac{h_{i}(s, u)}{d_{i T}(\theta)} \operatorname{cov}(\zeta(t), \zeta(s)) d t d s \tag{9}
\end{equation*}
$$

The Taylor formula and Cauchy-Bunyakovskiĭ inequality imply that

$$
\sup _{t \in[0, T]}|H(t ; 0, u)|=\sup _{t \in[0, T]}\left|\sum_{i=1}^{q} \frac{h_{i}\left(t, u_{t}^{*}\right)}{d_{i T}(\theta)} u_{i}\right| \leq\|u\| \sup _{t \in[0, T]}\left(\sum_{i=1}^{q}\left[\frac{h_{i}\left(t, u_{t}^{*}\right)}{d_{i T}(\theta)}\right]^{2}\right)^{1 / 2}
$$

where $\left\|u_{t}^{*}\right\| \leq\|u\|$.
In view of $\mathbf{B 1}(\mathrm{i})$, we derive from the latter inequality that

$$
\begin{equation*}
\sup _{t \in[0, T]}|H(t ; 0, u)| \leq T^{-1 / 2}\|k\| \cdot\|u\|, \tag{10}
\end{equation*}
$$

where $k=\left(k^{1}, \ldots, k^{q}\right)$ is the vector of constants in assumption B1(i).
Applying inequality (10) and condition B1(i) to integral (9), we get

$$
\mathrm{E} I_{2}^{2}(u) \leq \gamma^{2}\|k\|^{2}\left(k^{i}\right)^{2} R^{2} T^{-2} \int_{0}^{T} \int_{0}^{T} \operatorname{cov}(\zeta(t), \zeta(s)) d t d s
$$

Then we show that

$$
\begin{equation*}
T^{-2} \int_{0}^{T} \int_{0}^{T} \operatorname{cov}(\zeta(t), \zeta(s)) d t d s \rightarrow 0, \quad T \rightarrow \infty \tag{11}
\end{equation*}
$$

Using the following relation (see, for example, 31)

$$
\mathrm{E} H_{l}(\xi(t)) H_{n}(\xi(s))=\delta_{l}^{n} l!B^{n}(t-s)
$$

where $\delta_{l}^{n}$ denotes the Kronecker symbol, we obtain

$$
\operatorname{cov}\left(\psi^{\prime}(G(\xi(t))), \psi^{\prime}(G(\xi(s)))\right)=\sum_{n=m^{\prime}}^{\infty} \frac{C_{n}^{2}\left(\psi^{\prime} \circ G\right)}{n!} B^{n}(t-s)
$$

Since $|B(t)| \leq 1, t \in \mathbb{R}$, we conclude that

$$
\begin{align*}
\left|\operatorname{cov}\left(\psi^{\prime}(G(\xi(t))), \psi^{\prime}(G(\xi(s)))\right)\right| & \leq \sum_{n=m^{\prime}}^{\infty} \frac{C_{n}^{2}\left(\psi^{\prime} \circ G\right)}{n!}|B(t-s)|  \tag{12}\\
& \leq \mathbf{D} \psi^{\prime}(G(\xi(0))) \cdot|B(t-s)|
\end{align*}
$$

and

$$
T^{-2} \int_{0}^{T} \int_{0}^{T} \operatorname{cov}(\zeta(t), \zeta(s)) d t d s \leq \mathbf{D} \psi^{\prime}(G(\xi(0))) \cdot T^{-2} \int_{0}^{T} \int_{0}^{T}|B(t-s)| d t d s
$$

On the other hand,

$$
\begin{align*}
T^{-2} \int_{0}^{T} \int_{0}^{T}|B(t-s)| d t d s & \leq T^{-2} \int_{0}^{T} \int_{0}^{T} \frac{d t d s}{|t-s|^{\alpha}} \\
& =T^{-\alpha} \int_{0}^{1} \int_{0}^{1} \frac{d t^{\prime} d s^{\prime}}{\left|t^{\prime}-s^{\prime}\right|^{\alpha}}=O\left(T^{-\alpha}\right), \tag{13}
\end{align*}
$$

where $\alpha=\min _{j=0, \ldots, r} \alpha_{j}$, that is, relation (11) holds. Thus, $I_{2}(u) \xrightarrow{\mathrm{P}} 0$ as $T \rightarrow \infty$ pointwise for $u \in v^{c}(\mathbb{R})$.

If $u_{1}, u_{2} \in v^{c}(\mathbb{R})$, then

$$
\begin{aligned}
I_{2}\left(u_{1}\right)-I_{2}\left(u_{2}\right)= & \gamma \int_{0}^{T} H\left(t ; 0, u_{1}\right) \frac{H_{i}\left(t ; u_{1}, u_{2}\right)}{d_{i T}(\theta)} \zeta(t) d t \\
& -\gamma \int_{0}^{T} H\left(t ; u_{1}, u_{2}\right) \frac{h_{i}\left(t ; u_{2}\right)}{d_{i T}(\theta)} \zeta(t) d t=I_{3}\left(u_{1}, u_{2}\right)+I_{4}\left(u_{1}, u_{2}\right) .
\end{aligned}
$$

Consider the probability

$$
\begin{align*}
& \mathrm{P}\left\{\sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{3}\left(u_{1}, u_{2}\right)\right|>r\right\} \leq r^{-1} \mathrm{E} \sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{3}\left(u_{1}, u_{2}\right)\right| \\
& \leq 2 r^{-1} \gamma \mathrm{E}\left|\psi^{\prime}(G(\xi(0)))\right| T \sup _{u \in v^{c}(\mathbb{R})} \sup _{t \in[0, T]}|H(t ; 0, u)|  \tag{14}\\
& \times \sup _{\left\|u_{1}-u_{2}\right\| \leq h} \sup _{t \in[0, T]} \frac{\left|H_{i}\left(t ; u_{1}, u_{2}\right)\right|}{d_{i T}(\theta)} ; \\
& \sup _{\left\|u_{1}-u_{2}\right\| \leq h} \sup _{t \in[0, T]} \frac{\left|H_{i}\left(t ; u_{1}, u_{2}\right)\right|}{d_{i T}(\theta)} \\
& \leq h \sup _{t \in[0, T]} \sum_{l=1}^{q}\left(\sup _{u \in v^{c}(\mathbb{R})} \frac{\left|h_{i l}(t, u)\right|}{d_{i l, T}(\theta)}\right) \frac{d_{i l, T}(\theta)}{d_{i T}(\theta) d_{l T}(\theta)} \leq \sum_{l=1}^{q} k^{i l} \tilde{k}^{i l} h T^{-1}, \tag{15}
\end{align*}
$$

for all $h>0$ and $r>0$ (we used conditions B1(ii) and B1(iii)).
Then we apply inequalities (10) and (15) to (14). As a result, we conclude that

$$
\begin{equation*}
\mathrm{P}\left\{\sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{3}\left(u_{1}, u_{2}\right)\right|>r\right\} \leq k_{1} r^{-1} T^{-1 / 2} h \tag{16}
\end{equation*}
$$

where $k_{1}=2 \gamma \mathrm{E}\left|\psi^{\prime}(G(\xi(0)))\right| R\|k\|\left(\sum_{i, l=1}^{q} k^{i l} \tilde{k}^{i l}\right)$.
Similarly, taking into account B1(i),

$$
\begin{align*}
& \mathrm{P}\left\{\sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{4}\left(u_{1}, u_{2}\right)\right|>r\right\} \leq r^{-1} \mathrm{E} \sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{4}\left(u_{1}, u_{2}\right)\right| \\
&  \tag{17}\\
& \leq \\
& \quad 2 r^{-1} \gamma \mathrm{E}\left|\psi^{\prime}(G(\xi(0)))\right| T \\
& \\
& \quad \times \sup _{u \in v^{c}(\mathbb{R})} \sup _{t \in[0, T]} \frac{\left|h_{i}(t, u)\right|}{d_{i T}(\theta)} \sup _{\left\|u_{1}-u_{2}\right\| \leq h} \sup _{t \in[0, T]}\left|H\left(t ; u_{1}, u_{2}\right)\right| \\
& \\
& \leq k_{2} r^{-1} h,
\end{align*}
$$

where $k_{2}=2 \gamma \mathrm{E}\left|\psi^{\prime}(G(\xi(0)))\right| k^{i}\|k\|$.
Now (16) and (17) imply that

$$
\begin{equation*}
\mathrm{P}\left\{\sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{2}\left(u_{1}\right)-I_{2}\left(u_{2}\right)\right|>r\right\} \leq 2 r^{-1} h\left(k_{1} T^{-1 / 2}+k_{2}\right) \leq k_{3} r^{-1} h . \tag{18}
\end{equation*}
$$

Denote by $N_{h}$ a finite $h$-net of the ball $v^{c}(\mathbb{R})$. Then

$$
\begin{equation*}
\sup _{u \in v^{c}(\mathbb{R})}\left|I_{2}(u)\right| \leq \sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{2}\left(u_{1}\right)-I_{2}\left(u_{2}\right)\right|+\max _{u \in N_{h}}\left|I_{2}(u)\right| . \tag{19}
\end{equation*}
$$

It follows from (18) and (19) that

$$
\mathrm{P}\left\{\sup _{u \in v^{c}(\mathbb{R})}\left|I_{2}(u)\right|>r\right\} \leq 2 k_{3} r^{-1} h+\mathrm{P}\left\{\max _{u \in N_{h}}\left|I_{2}(u)\right|>r / 2\right\}
$$

for all $r>0$.
For $\varepsilon>0$ let $h=\varepsilon r /\left(4 k_{3}\right)$. Then

$$
\mathrm{P}\left\{\max _{u \in N_{\frac{\varepsilon r}{}}^{4 k_{3}}}\left|I_{2}(u)\right|>\frac{r}{2}\right\} \leq \frac{\varepsilon}{2}
$$

for $T>T_{0}$ by the pointwise convergence of $I_{2}(u)$ to zero in probability. Therefore,

$$
\mathrm{P}\left\{\max _{u \in v^{c}(\mathbb{R})}\left|I_{2}(u)\right|>r\right\} \leq \varepsilon .
$$

On the other hand, if $t \in[0, T]$ and $u \in v^{c}(R)$ are fixed, then almost surely there exists a number $\delta \in(0,1)$ such that

$$
\begin{align*}
& \left|\psi(G(\xi(t))+H(t ; 0, u))-\psi(G(\xi(t)))-\psi^{\prime}(G(\xi(t))) H(t ; 0, u)\right| \\
& \quad=\left|\psi^{\prime}(G(\xi(t))+\delta H(t ; 0, u))-\psi^{\prime}(G(\xi(t)))\right| \cdot|H(t ; 0, u)|  \tag{20}\\
& \quad \leq L \cdot|H(t ; 0, u)|^{2} \leq L\|k\|^{2} R^{2} T^{-1} .
\end{align*}
$$

By B1(i) and (20),

$$
\sup _{u \in v^{c}(\mathbb{R})}\left|I_{1}(u)\right| \leq L \gamma k^{i}\|k\|^{2} R^{2} T^{-1 / 2} \quad \text { almost surely, }
$$

and thus Lemma 2.1 is proved.
Consider the random vector

$$
\begin{equation*}
L_{T}(u)=\left(L_{T}^{i}(u)\right)_{i=1}^{q}=\left(\int_{0}^{T}\left(\eta(t)-\sum_{l=1}^{q} \frac{g_{l}(t, \theta)}{d_{l T}(\theta)} u_{l}\right) \cdot \frac{g_{i}(t, \theta)}{d_{i T}(\theta)} d t\right)_{i=1}^{q} \tag{21}
\end{equation*}
$$

that corresponds to the virtual linear regression model

$$
Z(t)=\sum_{i=1}^{q} g_{i}(t, \theta) \beta_{i}+\eta(t), \quad t \in[0, T] .
$$

The system of normal equations

$$
\begin{equation*}
L_{T}(u)=0 \tag{22}
\end{equation*}
$$

determines a normalized linear least squares estimator $\tilde{\beta}_{T}$ of the parameter $\beta \in \mathbb{R}^{q}$, that is, the estimator

$$
\begin{equation*}
\tilde{u}_{T}=\tilde{u}_{T}(\theta)=d_{T}(\theta)\left(\tilde{\beta}_{T}-\beta\right) . \tag{23}
\end{equation*}
$$

Lemma 2.2. Let all the assumptions of Lemma 2.1 hold. Then

$$
\begin{equation*}
\mathrm{P}\left\{\sup _{u \in v^{c}(\mathbb{R})}\left\|\Psi_{T}(u)-L_{T}(u)\right\|>r\right\} \rightarrow 0, \quad T \rightarrow \infty \tag{24}
\end{equation*}
$$

for all $R>0$ and $r>0$.

Proof. It is clear that

$$
\begin{aligned}
\Psi_{T}^{i}(u)-L_{T}^{i}(u)= & \int_{0}^{T} \eta(t) \frac{h_{i}(t, u)}{d_{i T}(\theta)} d t+\int_{0}^{T} H(t ; 0, u) \frac{h_{i}(t, u)}{d_{i T}(\theta)} d t \\
& -\int_{0}^{T} \eta(t) \frac{h_{i}(t, 0)}{d_{i T}(\theta)} d t+\int_{0}^{T} \frac{h_{i}(t, 0)}{d_{i T}(\theta)} \sum_{l=1}^{q} \frac{h_{l}(t, 0)}{d_{l T}(\theta)} u_{l} d t \\
= & \int_{0}^{T} \eta(t) \frac{H_{i}(t ; u, 0)}{d_{i T}(\theta)} d t+\int_{0}^{T} H(t ; 0, u) \frac{H_{i}(t ; u, 0)}{d_{i T}(\theta)} d t \\
& +\int_{0}^{T} \frac{h_{i}(t, 0)}{d_{i T}(\theta)}\left[H(t ; 0, u)+\sum_{l=1}^{q} \frac{h_{l}(t, 0)}{d_{l T}(\theta)} u_{l}\right] d t \\
= & I_{5}(u)+I_{6}(u)+I_{7}(u) .
\end{aligned}
$$

If $u \in v^{c}(\mathbb{R})$ is fixed, then inequality (15) implies that

$$
\begin{aligned}
E I_{5}^{2}(u) & =\int_{0}^{T} \int_{0}^{T} \operatorname{cov}(\eta(t), \eta(s)) \frac{H_{i}(t ; u, 0)}{d_{i T}(\theta)} \frac{H_{i}(s ; u, 0)}{d_{i T}(\theta)} d t d s \\
& \leq\left(\sum_{l=1}^{q} k^{i l} \tilde{k}^{i l}\right)^{2} R^{2} \cdot T^{-2} \int_{0}^{T} \int_{0}^{T}|\operatorname{cov}(\eta(t), \eta(s))| d t d s .
\end{aligned}
$$

Now we show that

$$
\begin{equation*}
T^{-2} \int_{0}^{T} \int_{0}^{T} \operatorname{cov}(\eta(t), \eta(s)) d t d s \rightarrow 0, \quad T \rightarrow \infty \tag{25}
\end{equation*}
$$

Similarly to (12),

$$
\begin{equation*}
|\operatorname{cov}(\psi(G(\xi(t))), \psi(G(\xi(s))))| \leq \mathrm{E} \psi^{2}(G(\xi(0)))|B(t-s)| \tag{26}
\end{equation*}
$$

Using (13) and (26), we get

$$
\begin{aligned}
& T^{-2} \int_{0}^{T} \int_{0}^{T}|\operatorname{cov}(\eta(t), \eta(s))| d t d s \\
& \quad \leq \gamma^{2} \mathrm{E} \psi^{2}(G(\xi(0))) \cdot T^{-2} \int_{0}^{T} \int_{0}^{T}|B(t-s)| d t d s=O\left(T^{-\alpha}\right)
\end{aligned}
$$

and thus (25) holds; that is, $I_{5}(u) \xrightarrow{\mathrm{P}} 0$ as $T \rightarrow \infty$ pointwise for $u \in v^{c}(\mathbb{R})$.
On the other hand, it follows from (15) that

$$
\mathrm{E} \sup _{\left\|u_{1}-u_{2}\right\| \leq h}\left|I_{5}\left(u_{1}\right)-I_{5}\left(u_{2}\right)\right| \leq|\gamma| \mathrm{E}|\psi(G(\xi(0)))|\left(\sum_{l=1}^{q} k^{i l} \tilde{k}^{i l}\right) h .
$$

Similarly to the case of $I_{2}(u)$ in the proof of Lemma [2.1, one can prove that $I_{5}(u)$ converges to zero in probability uniformly with respect to $u \in v^{c}(\mathbb{R})$.

Taking into account inequalities (10) and (15), we get

$$
\sup _{u \in v^{c}(\mathbb{R})}\left|I_{6}(u)\right| \leq\|k\|\left(\sum_{l=1}^{q} k^{i l} \tilde{k}^{i l}\right) R^{2} T^{-1 / 2} \rightarrow 0, \quad T \rightarrow \infty
$$

Note that $I_{7}(u)$ can be written as

$$
I_{7}(u)=-\frac{1}{2} \sum_{j, l=1}^{q}\left(\int_{0}^{T} \frac{h_{j l}\left(t, u_{T}^{*}\right)}{d_{j T}(\theta) d_{l T}(\theta)} \frac{h_{i}(t, 0)}{d_{i T}(\theta)} d t\right) u_{j} u_{l}
$$

for some $u_{T}^{*} \in v(R)$. Then

$$
\left|I_{7}(u)\right| \leq \frac{k^{i}}{2} \sum_{j, l=1}^{q}\left(k^{j l} \tilde{k}^{j l}\left|u_{j}\right| \cdot\left|u_{l}\right|\right) T^{-1 / 2} \leq \frac{q k^{i}}{2} \max _{j, l=1, \ldots, q}\left[k^{j l} \tilde{k}^{j l}\right]\|u\|^{2} T^{-1 / 2}
$$

by B1, and thus $\sup _{u \in v^{c}(\mathbb{R})}\left|I_{7}(u)\right| \rightarrow 0$ as $T \rightarrow \infty$. Lemma 2.2 is proved.
Applying (8) and (24) we obtain the following result.
Corollary 2.1. Let all the assumptions of Lemma 2.1 hold. Then

$$
\mathrm{P}\left\{\sup _{u \in v^{c}(\mathbb{R})}\left\|M_{T}(u)-L_{T}(u)\right\|>r\right\} \rightarrow 0 \quad T \rightarrow \infty
$$

for all $R>0$ and $r>0$.
If condition B2 holds, then relations (21) and (22) yield

$$
\begin{equation*}
\tilde{u}_{T}=\Lambda_{T}(\theta) d_{T}^{-1}(\theta) \int_{0}^{T} \eta(t) \nabla g(t, \theta) d t \tag{27}
\end{equation*}
$$

(see (231)).
Now we are ready to state the theorem on the asymptotic normality of the weighted integral of a nonlinear transformation of a Gaussian stationary stochastic process with a singular spectrum [23].

Theorem 2.2. Assume that conditions A1, A2, B1(i), B2, B3 hold. Further, let at least one of the following conditions hold for the function $K \in L_{2}(\mathbb{R}, \varphi(x) d x)$ :
(i) $\operatorname{Hrank}(K)=1$ and the spectral density $f$ of the stochastic process $\xi$ is $\mu$-admissible;
(ii) $\operatorname{Hrank}(K)=m$ and $\alpha m>1$, where $\alpha=\min _{j=0, \ldots, r} \alpha_{j}$.

Then the random vector

$$
\zeta_{T}=d_{T}^{-1}(\theta) \int_{0}^{T} K(\xi(t)) \nabla g(t, \theta) d t
$$

is asymptotically normal as $T \rightarrow \infty$ with parameters $N(0, \bar{\sigma})$, where

$$
\bar{\sigma}=2 \pi \sum_{j=m}^{\infty} \frac{C_{j}^{2}(K)}{j!} \int_{\mathbb{R}} f^{(* j)}(\lambda) \mu(d \lambda, \theta) .
$$

In what follows, we need the following well-known Brouwer fixed point theorem (see, for example, [24]).

Theorem 2.3. Let $F: v^{c}(R) \rightarrow v^{c}(R)$ be a continuous mapping. Then there exists a point $x_{0} \in v^{c}(R)$ such that $F\left(x_{0}\right)=x_{0}$.

Let $\mathfrak{B}^{q}$ denote the $\sigma$-algebra of Borel subsets of $\mathbb{R}^{q}$. For $A \in \mathfrak{B}^{q}$ and $\varepsilon>0$, let

$$
A_{\varepsilon}=\left\{x \in \mathbb{R}^{q}: \inf _{y \in A}\|x-y\|<\varepsilon\right\}, \quad A_{-\varepsilon}=\mathbb{R}^{q} \backslash\left(\mathbb{R}^{q} \backslash A\right)_{\varepsilon}
$$

The following result is proved in $\S 3$ of the book [32].

Theorem 2.4. Let $\nu$ be a nonnegative differentiable function on $[0,+\infty)$ such that

$$
b=\int_{0}^{\infty}\left|\nu^{\prime}(\lambda)\right| \lambda^{q-1} d \lambda<+\infty, \quad \lim _{\lambda \rightarrow \infty} \nu(\lambda)=0
$$

Then

$$
\int_{C_{\varepsilon} \backslash C_{-\delta}} \nu(\|\lambda\|) d \lambda \leq b\left(\frac{2 \pi^{q / 2}}{\Gamma\left(\frac{q}{2}\right)}\right)(\varepsilon+\delta)
$$

for an arbitrary convex set $C \in \mathfrak{B}^{q}$ and all $\varepsilon>0$ and $\delta>0$.
2.3. Proof of Theorem [2.1, We prove that the distribution function $F_{T}(y, \theta)$ of the random vector $\hat{u}_{T}(\theta)=d_{T}(\theta)\left(\hat{\theta}_{T}-\theta\right)$ converges pointwise as $T \rightarrow \infty$ to the Gaussian distribution function $\Phi_{0, \sigma(\theta)}(y)$.

First we show that

$$
\begin{equation*}
\Delta_{T}(r)=\mathrm{P}\left\{\left\|\hat{u}_{T}-\tilde{u}_{T}\right\|>r\right\} \rightarrow 0, \quad T \rightarrow \infty \tag{28}
\end{equation*}
$$

for an arbitrary $r>0$.
Consider the random event

$$
A_{T}=\left\{\left\|\tilde{u}_{T}\right\| \in v^{c}(R-r)\right\},
$$

where $R$ is such that $\mathrm{P}\left(\bar{A}_{T}\right) \leq \varepsilon / 3$ for a fixed number $\varepsilon>0$ if $T>T_{0}$. This property holds in view of the asymptotic normality of $\tilde{u}_{T}$.

We also introduce the random event $B_{T}=\left\{\sup _{u \in v^{c}(\mathbb{R})}\left\|\Lambda_{T}(\theta)\left(M_{T}(u)-L_{T}(u)\right)\right\| \leq r\right\}$. Condition B2 and Corollary 2.1 imply that

$$
\mathrm{P}\left(\bar{B}_{T}\right) \leq \mathrm{P}\left\{\sup _{u \in v^{c}(\mathbb{R})}\left\|M_{T}(u)-L_{T}(u)\right\|>\lambda_{*} r\right\} \leq \frac{\varepsilon}{3}
$$

for $T>T_{0}$.
Taking into account condition D1, consider the event $C_{T}$ consisting in those elementary random events for which the $M$-estimator $\hat{u}_{T}$ is a unique solution of the system of equations (6) such that $\mathrm{P}\left(\bar{C}_{T}\right) \leq \varepsilon / 3$ for $T>T_{0}$. Thus, if $T>T_{0}$, then

$$
\begin{equation*}
\mathrm{P}\left(A_{T} \cap B_{T} \cap C_{T}\right) \geq 1-\varepsilon . \tag{29}
\end{equation*}
$$

We derive from (21) and (27) that $\Lambda_{T}(\theta) L_{T}(u)=\tilde{u}_{T}-u$. If the event $A_{T} \cap B_{T} \cap C_{T}$ occurs, then

$$
\left\|u+\Lambda_{T}(\theta) M_{T}(\theta)\right\| \leq\left\|\tilde{u}_{T}\right\|+\left\|\Lambda_{T}(\theta)\left(M_{T}(u)-L_{T}(u)\right)\right\| \leq(R-r)+r=R
$$

for $u \in v^{c}(\mathbb{R})$; that is, $F_{T}(u)=u+\Lambda_{T}(\theta) M_{T}(u)$ is a continuous mapping acting from $v^{c}(R)$ to $v^{c}(R)$.

Now we apply the Brouwer fixed point theorem (Theorem 2.3) to $F_{T}(u)$. Thus, we prove the existence of a point $u_{T}^{0} \in v^{c}(\mathbb{R})$ such that $F\left(u_{T}^{0}\right)=u_{T}^{0}$. In other words, $M_{T}\left(u_{T}^{0}\right)=0$, since $\Lambda_{T}(\theta)$ is nondegenerate. Since the event $C_{T}$ occurs, the normalized $M$-estimator $\hat{u}_{T}$ is a unique solution of the system of equations (6) in the ball $v^{c}(R)$.

Therefore, $A_{T} \cap B_{T} \cap C_{T} \subset\left\{\hat{u}_{T} \in v^{c}(\mathbb{R})\right\}$ and $\mathrm{P}\left\{\hat{u}_{T} \in v^{c}(\mathbb{R})\right\} \geq 1-\varepsilon$.
Note that

$$
\begin{align*}
1-\varepsilon & \leq \mathrm{P}\left\{\left\{\hat{u}_{T} \in v^{c}(R)\right\} \cap B_{T}\right\} \\
& \leq \mathrm{P}\left\{\left\|\Lambda_{T}(\theta)\left(M_{T}\left(\hat{u}_{T}\right)-L_{T}\left(\hat{u}_{T}\right)\right)\right\| \leq r\right\}=\mathrm{P}\left\{\left\|\tilde{u}_{T}-\hat{u}_{T}\right\| \leq r\right\} \tag{30}
\end{align*}
$$

for $T>T_{0}$, since inequality (29) holds. This means that relation (28) holds, as well.
Put

$$
\Pi(-\infty ; y \pm \vec{\varepsilon})=\left(-\infty ; y_{1} \pm \varepsilon\right) \times \cdots \times\left(-\infty ; y_{q} \pm \varepsilon\right), \quad \varepsilon \geq 0
$$

Taking into account relation (28), we obtain for the distribution function

$$
F_{T}(y, \theta)=\mathrm{P}\left\{\hat{u}_{T} \in \Pi(-\infty, y)\right\}
$$

that

$$
\begin{equation*}
\mathrm{P}\left\{\tilde{u}_{T} \in \Pi(-\infty ; y-\vec{\varepsilon})\right\}-\Delta_{T}(\varepsilon) \leq F_{T}(y, \theta) \leq \mathrm{P}\left\{\tilde{u}_{T} \in \Pi(-\infty ; y+\vec{\varepsilon})\right\}+\Delta_{T}(\varepsilon) \tag{31}
\end{equation*}
$$

for all $y \in \mathbb{R}^{q}$ and an arbitrary $\varepsilon>0$.
Now Theorem 2.2 implies that the random vector $\tilde{u}_{T}$ is asymptotically normal as $T \rightarrow \infty$ with parameters 0 and $\sigma(\theta)$, where $\sigma(\theta)$ is defined by equality (4). Thus, we obtain that

$$
\begin{equation*}
\left|\mathrm{P}\left\{\tilde{u}_{T} \in \Pi(-\infty ; y+\vec{\varepsilon})\right\}-\Phi_{0, \sigma(\theta)}(y \pm \vec{\varepsilon})\right| \rightarrow 0, \quad T \rightarrow \infty . \tag{32}
\end{equation*}
$$

Let $\varphi(y, \theta)$ be the Gaussian probability density corresponding to the distribution function $\Phi_{0, \sigma(\theta)}(y)$.

Since $\lambda_{\min }(\sigma(\theta))=\underline{\lambda}>0$ and $\lambda_{\max }(\sigma(\theta))=\bar{\lambda}<+\infty$, we get

$$
\varphi(y, \theta) \leq(2 \pi \underline{\lambda})^{-q / 2} \exp \left\{-\|y\|^{2} / 2 \bar{\lambda}\right\}=\nu(\|y\|) .
$$

If $A=\Pi(-\infty, y)$, then $A_{-\varepsilon}=\Pi(-\infty, y-\vec{\varepsilon}]$ and $(\Pi(-\infty, y+\vec{\varepsilon}])_{-\varepsilon}=\Pi(-\infty, y]=A^{c}$.
We apply Theorem 2.4 to $\nu(\|y\|)$. Then

$$
\left|\Phi_{0, \sigma(\theta)}(y)-\Phi_{0, \sigma(\theta)}(y+\vec{\omega})\right|=\int_{\Pi} \varphi(y, \theta) d y \leq b\left(\frac{2 \pi^{q / 2}}{\Gamma\left(\frac{q}{2}\right)}\right) \cdot|\omega|
$$

for all $\omega \neq 0$, where

$$
\Pi= \begin{cases}\Pi(-\infty, y+\vec{\omega}) \backslash A^{c}, & \text { if } \omega>0 \\ A \backslash A_{\omega}, & \text { if } \omega<0\end{cases}
$$

For all $y \in \mathbb{R}^{q}$ and an arbitrary $\varepsilon>0$,

$$
\begin{align*}
F_{T}(y, \theta)-\Phi_{0, \sigma(\theta)}(y) \leq & \Delta_{T}(\varepsilon)+\left|\mathrm{P}\left\{\widetilde{u}_{T} \in \Pi(-\infty, y+\vec{\varepsilon})\right\}-\Phi_{0, \sigma(\theta)}(y+\vec{\varepsilon})\right| \\
& +\left|\Phi_{0, \sigma(\theta)}(y+\vec{\varepsilon})-\Phi_{0, \sigma(\theta)}(y)\right| ;  \tag{33}\\
\Phi_{0, \sigma(\theta)}(y)-F_{T}(y, \theta) \leq & \Delta_{T}(\varepsilon)+\left|\Phi_{0, \sigma(\theta)}(y-\vec{\varepsilon})-\mathrm{P}\left\{\widetilde{u}_{T} \in \Pi(-\infty, y-\vec{\varepsilon})\right\}\right| \\
& +\left|\Phi_{0, \sigma(\theta)}(y)-\Phi_{0, \sigma(\theta)}(y-\vec{\varepsilon})\right| . \tag{34}
\end{align*}
$$

Relations (28)-(34) imply

$$
\left|F_{T}(y, \theta)-\Phi_{0, \sigma(\theta)}(y)\right| \rightarrow 0, \quad T \rightarrow \infty
$$

Theorem 2.1 is proved.

## 3. Asymptotic uniqueness of $M$-estimators

We find sufficient conditions for D1, that is, for the asymptotical uniqueness in probability of $M$-estimators for parameters of models (11). If the regression function as well as the loss function is differentiable, an $M$-estimator $\hat{\theta}_{T}$ satisfies the system of equations

$$
\begin{equation*}
\nabla Q_{T}(\tau)=0 \tag{35}
\end{equation*}
$$

Some of further conditions are, in fact, certain modifications of assumptions listed in Section 2.1

We have

$$
\begin{gathered}
\widetilde{J}_{T}(\theta)=\left(\widetilde{J}_{i l, T}(\theta)\right)_{i, l=1}^{q}, \\
\widetilde{J}_{i l, T}(\theta)=T^{-1} \int_{0}^{T} g_{i}(t, \theta) g_{l}(t, \theta) d t, \quad i, l=1, \ldots, q .
\end{gathered}
$$

B2 $^{\prime} . \lambda_{\min }\left(\widetilde{J}_{T}(\theta)\right) \geq \widetilde{\lambda}_{*}$ for some $\widetilde{\lambda}_{*}>0$ and $T>T_{0}$.

B4. (i) $\sup _{t \geq 0} \sup _{\tau \in \Theta c}\left|g_{i}(t, \tau)\right| \leq k(i)<\infty$;
(ii) $\sup _{t \geq 0} \sup _{\tau \in \Theta^{c}}\left|g_{i l}(t, \tau)\right| \leq k(i, l)<\infty$;
(iii) for $T>T_{0}, i, l=1, \ldots, q$, and $\tau_{1}, \tau_{2} \in \Theta^{c}$,

$$
T^{-1} \Phi_{T}^{i l}\left(\tau_{1}, \tau_{2}\right)=T^{-1} \int_{0}^{T}\left(g_{i l}\left(t, \tau_{1}\right)-g_{i l}\left(t, \tau_{2}\right)\right)^{2} d t \leq k_{i l}\left\|\tau_{1}-\tau_{2}\right\|^{2}
$$

We also assume that
C3. $\sup _{x \in \mathbb{R}}|\psi(x)|=k_{\psi}<\infty$ and $\sup _{x \in \mathbb{R}}\left|\psi^{\prime}(x)\right|=k_{\psi^{\prime}}<\infty$.
Finally, we assume that an $M$-estimator is such that:
D2. $\hat{\theta}_{T}$ is a weakly consistent estimator of $\theta$; that is,

$$
\mathrm{P}\left\{\left\|\hat{\theta}_{T}-\theta\right\| \geq r\right\} \rightarrow 0, \quad T \rightarrow \infty
$$

for an arbitrary $r>0$.
Some sufficient conditions for the consistency of $M$-estimators of parameters for nonlinear regression models are obtained in [17, 15, 21, 19 .

Theorem 3.1. Let conditions A1, A2, B2', B4, C1, C3, and $\mathbf{D} 2$ hold. Then, given an arbitrary $\varepsilon>0$, there exists a number $T_{0}=T_{0}(\varepsilon)$ such that the system of equations (35) possesses a unique solution for $T>T_{0}$ with probability that is not less than $1-\varepsilon$.

Proof. Put

$$
\begin{gathered}
H(t ; \tau, \theta)=g(t, \tau)-g(t, \theta), \quad H_{i}(t ; \tau, \theta)=g_{i}(t, \tau)-g_{i}(t, \theta), \\
H_{i l}(t ; \tau, \theta)=g_{i l}(t, \tau)-g_{i l}(t, \theta), \quad i, l=1, \ldots, q \\
G_{T}(\tau)=\left(G_{T}^{i l}(\tau)\right)_{i, l=1}^{q}=\left(\gamma \frac{\partial^{2}}{\partial \tau_{i} \partial \tau_{l}} Q_{T}(\tau)\right)_{i, l=1}^{q}
\end{gathered}
$$

The proof of the theorem follows if the Hesse matrix $G_{T}(\tau)$ of the functional $\gamma Q_{T}(\tau)$ is positive definite in some neighborhood of the true value of the parameter $\theta$ with probability that approaches unity as $T \rightarrow \infty$.

For all $i, l=1, \ldots, q$,

$$
\begin{align*}
G_{T}^{i l}(\tau)= & \gamma T^{-1} \int_{0}^{T} \psi^{\prime}(X(t)-g(t, \tau)) g_{i}(t, \tau) g_{l}(t, \tau) d t \\
& -\gamma T^{-1} \int_{0}^{T} \psi(X(t)-g(t, \tau)) g_{i l}(t, \tau) d t  \tag{36}\\
= & G_{1}^{i l}(\tau)+G_{2}^{i l}(\tau)
\end{align*}
$$

Consider the second term in (36),

$$
\begin{aligned}
G_{2}^{i l}(\tau)= & -\gamma T^{-1} \int_{0}^{T}[\psi(G(\xi(t))-H(t ; \tau, \theta))-\psi(G(\xi(t)))] g_{i l}(t, \tau) d t \\
& -\gamma T^{-1} \int_{0}^{T} \psi(G(\xi(t))) H_{i l}(t ; \tau, \theta) d t-\gamma T^{-1} \int_{0}^{T} \psi(G(\xi(t))) g_{i l}(t, \theta) d t \\
= & G_{3}^{i l}(\tau)+G_{4}^{i l}(\tau)+G_{5}^{i l} .
\end{aligned}
$$

In view of condition B4(i),

$$
\begin{equation*}
|H(t ; \tau, \theta)|=\left|\sum_{i=1}^{q} g_{i}\left(t, \tau_{t}^{*}\right)\left(\tau_{i}-\theta_{i}\right)\right| \leq\|\bar{k}\| \cdot\|\tau-\theta\|, \tag{37}
\end{equation*}
$$

where $\tau_{t}^{*}=\theta+\eta(\tau-\theta)$ and $\eta=\eta_{t} \in(0,1), \bar{k}=(k(1), \ldots, k(q))$. Moreover,

$$
\begin{equation*}
\psi(G(\xi(t))-H(t ; \tau, \theta))-\psi(G(\xi(t)))=\psi^{\prime}\left(G(\xi(t))-\delta_{t} H(t ; \tau, \theta)\right) H(t ; \tau, \theta) \tag{38}
\end{equation*}
$$

for some $\delta_{t} \in(0,1)$.
Taking into account conditions C3, B4(ii) and relations (37) and (38), we conclude that

$$
\begin{equation*}
\left|G_{3}^{i l}(\tau)\right| \leq k_{\psi^{\prime}} k(i, l) \gamma\|\bar{k}\| \cdot\|\tau-\theta\| . \tag{39}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|G_{4}^{i l}(\tau)\right| \leq \gamma\left(T^{-1} \int_{0}^{T} \psi^{2}(G(\xi(t))) d t\right)^{1 / 2} \cdot\left(T^{-1} \Phi_{T}^{i l}(\tau, \theta)\right)^{1 / 2} \leq \gamma k_{\psi} k_{i l}^{1 / 2}\|\tau-\theta\| \tag{40}
\end{equation*}
$$

by condition B4(iii).
Now (13) and (26) imply that

$$
\mathrm{E}\left(G_{5}^{i l}\right)^{2} \leq \gamma^{2} k^{2}(i, l) \mathrm{E} \psi^{2}(G(\xi(0))) \cdot T^{-2} \int_{0}^{T} \int_{0}^{T}|B(t-s)| d t d s=O\left(T^{-\alpha}\right)
$$

whence

$$
\begin{equation*}
\left|G_{5}^{i l}\right| \xrightarrow{\mathrm{P}} 0, \quad T \rightarrow \infty . \tag{41}
\end{equation*}
$$

Inequalities (39)-(41) show that

$$
\begin{equation*}
\left|G_{2}^{i l}(\tau)\right| \leq \gamma\left(k_{\psi^{\prime}} k(i, l)\|\bar{k}\|+k_{\psi} k^{1 / 2}(i, l)\right)\|\tau-\theta\|+\left|G_{5}^{i l}\right|=K_{i l}^{(2)}\|\tau-\theta\|+\left|G_{5}^{i l}\right| . \tag{42}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
G_{1}^{i l}(\tau)= & \gamma T^{-1} \int_{0}^{T}\left[\psi^{\prime}(G(\xi(t))-H(t ; \tau, \theta))-\psi^{\prime}(G(\xi(t)))\right] g_{i}(t, \tau) g_{l}(t, \tau) d t \\
& +\gamma T^{-1} \int_{0}^{T} \psi^{\prime}(G(\xi(t))) \cdot\left[g_{i}(t, \tau) H_{l}(t ; \tau, \theta)+g_{l}(t, \theta) H_{i}(t ; \tau, \theta)\right] d t \\
& +\gamma T^{-1} \int_{0}^{T}\left[\psi^{\prime}(G(\xi(t)))-\mathrm{E} \psi^{\prime}(G(\xi(t)))\right] g_{i}(t, \theta) g_{l}(t, \theta) d t+\widetilde{J}_{T}^{l l}(\theta) \\
= & G_{6}^{i l}(\tau)+G_{7}^{i l}(\tau)+G_{8}^{i l}+\widetilde{J}_{T}^{l l}(\theta) .
\end{aligned}
$$

We obtain from C1(iii) and (37) that

$$
\begin{equation*}
\left|G_{6}^{i l}(\tau)\right| \leq L k(i) k(l) \gamma\|\bar{k}\| \cdot\|\tau-\theta\| . \tag{43}
\end{equation*}
$$

Similarly to the proof of inequality (40),

$$
\begin{equation*}
\left|G_{7}^{i l}(\tau)\right| \leq \gamma k_{\psi^{\prime}}\left(k(i)\left\|\bar{k}_{l}\right\|+k(l)\right)\left\|\bar{k}_{i}\right\| \cdot\|\tau-\theta\| \tag{44}
\end{equation*}
$$

where $\bar{k}_{i}=(k(i, 1), \ldots, k(i, q)), i=1, \ldots, q$.
Finally, we derive from (12) that

$$
\begin{equation*}
\mathrm{E}\left(G_{8}^{i l}\right)^{2} \leq \gamma^{2} k^{2}(i) k^{2}(l) D \psi^{\prime}(G(\xi(0))) \cdot T^{-2} \int_{0}^{T} \int_{0}^{T}|B(t-s)| d t d s=O\left(T^{-\alpha}\right), \tag{45}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left|G_{8}^{i l}\right| \xrightarrow{\mathrm{P}} 0, \quad T \rightarrow \infty . \tag{46}
\end{equation*}
$$

Now we find from (43)-(46) that

$$
\begin{align*}
\left|G_{1}^{i l}(\tau)-J_{T}^{i l}(\theta)\right| & \leq \gamma\left(L k(i) k(l)\|\bar{k}\|+k_{\psi^{\prime}}\left(k(i)\left\|\bar{k}_{l}\right\|+k(l)\left\|\bar{k}_{i}\right\|\right)\right)\|\tau-\theta\|+\left|G_{8}^{i l}\right| \\
& =K_{i l}^{(1)}\|\tau-\theta\|+\left|G_{8}^{i l}\right| \tag{47}
\end{align*}
$$

Using a property of eigenvalues of the sum of two symmetric matrices (see, for example, [33, pp. 101-103]), we conclude that

$$
\begin{align*}
\left|\lambda_{\min }(G(\tau))-\lambda_{\min }\left(\widetilde{J}_{T}(\theta)\right)\right| & \leq q \max _{1 \leq i, l \leq q}\left|G_{T}^{i l}(\tau)-\widetilde{J}_{T}^{i l}(\theta)\right| \\
& \leq q\left(\max _{1 \leq i, l \leq q}\left|G_{1}^{i l}(\tau)-\widetilde{J}_{T}^{i l}(\theta)\right|+\max _{1 \leq i, l \leq q}\left|G_{2}^{i l}(\tau)\right|\right) . \tag{48}
\end{align*}
$$

Let $r=\widetilde{\lambda}_{*} / 4 q$, where $\widetilde{\lambda}_{*}$ is the number in condition $\mathbf{B 2}{ }^{\prime}$. If the random event

$$
\Omega_{r}=\left\{\max _{1 \leq i, l \leq q}\left(\left|G_{5}^{i l}\right|+\left|G_{8}^{i l}\right|\right)<r ;\left\|\hat{\theta}_{T}-\theta\right\| \leq \frac{r}{R}\right\}
$$

occurs, where $R=\max _{1 \leq i, l \leq q}\left(K_{i l}^{(1)}+K_{i l}^{(2)}\right)$, and $K_{i l}^{(1)}$ and $K_{i l}^{(2)}$ are the constants involved in relations (47) and (42), respectively, then inequality (48) yields

$$
\begin{aligned}
\mathrm{P}\left(\Omega_{r}\right) & \leq \mathrm{P}\left\{\left|\lambda_{\min }\left(G\left(\hat{\theta}_{T}\right)\right)-\lambda_{\min }\left(\widetilde{J}_{T}(\theta)\right)\right| \leq 2 q r\right\} \\
& \leq \mathrm{P}\left\{\lambda_{\min }\left(G\left(\hat{\theta}_{T}\right)\right)-\lambda_{\min }\left(\widetilde{J}_{T}(\theta)\right) \geq-\frac{\lambda_{*}}{2}\right\} \leq \mathrm{P}\left\{\lambda_{\min }\left(G\left(\hat{\theta}_{T}\right)\right) \geq \frac{\lambda_{*}}{2}\right\}
\end{aligned}
$$

for $T>T_{0}$ in accordance with condition $\mathbf{B 2}^{\prime}$. For all $\varepsilon>0$ and $T>T_{0}$, relations (42) and (47) and condition D2 imply that $\mathrm{P}\left(\bar{\Omega}_{r}\right)<\varepsilon$. Hence, $\mathrm{P}\left(\Omega_{r}\right) \geq 1-\varepsilon$ for $T>T_{0}$. This means that $\hat{\theta}_{T}$ is a unique solution of the system of equation (35) with probability that is not less than $(1-\varepsilon)$, since the Hesse matrix $G_{T}(\tau)$ of the functional $\gamma Q_{T}(\tau)$ is positive definite in some neighborhood of the point $\theta$ with probability tending to unity as $T \rightarrow \infty$.
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