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Introduction. Let $\Phi$ be a field of characteristic $p>0$. The Witt algebra over $\Phi$ is a Lie algebra with basis $e_{0}, e_{1}, \cdots, e_{p-1}$ and relations $e_{i} \circ e_{j}$ $=(j-i) e_{i+j}$, where $i+j$ is to be calculated modulo $p$. H. Zassenhaus [5, p. 47] generalized the Witt algebra to algebras with basis $\left\{e_{\alpha}\right\}$, where $\alpha$ runs over a subgroup of the additive group of the ground field $\Phi$, and with the relations $e_{\alpha} \circ e_{\beta}=(\beta-\alpha) e_{\alpha+\beta}$. Another generalization was obtained by N. Jacobson [3]. In his investigations Witt [1] used implicitly the fact that the Witt algebra is the derivation algebra of the group algebra of a cyclic group of order $p$. In the paper cited above, Jacobson proved that the derivation algebra of the group algebra of an elementary $p$-group, by which we shall mean throughout this paper an abelian group of the type $(p, p, \cdots, p)$, is simple if the order of the group is greater than 2.

Recently, I. Kaplansky [4, p. 471] gave an ingenious generalization of the Witt algebra, which includes the generalizations obtained by Zassenhaus and Jacobson. Let $I=\{i, j, \cdots\}$ be a set of indices, and (S) a total $\left.{ }^{2}{ }^{2}\right)$ additive group of functionals on $I$ with values in the ground field $\Phi$. Kaplansky considers the Lie algebra $\ell$ over $\Phi$ with basis $\{(i, \sigma)\}$, where $i \in I, \sigma \in \mathfrak{G}$, and the multiplication

$$
\begin{equation*}
(i, \sigma) \circ(j, \tau)=\tau(i)(j, \sigma+\tau)-\sigma(j)(i, \sigma+\tau) . \tag{0.0.1}
\end{equation*}
$$

It appears that $\mathfrak{\ell}$ is simple except when $I$ consists of a single element and $\Phi$ is of characteristic 2. Zassenhaus' algebra is the case when $I$ consists of a single element, while Jacobson's is the case where (b) consists of all functionals with values in the prime field of $\Phi$. We shall call the above algebra $\&$ a generalized Witt algebra. In order that $\mathbb{Z}$ be finite dimensional it is necessary and

[^0]sufficient that both $I$ and $\mathbb{G}$ be finite. If $\mathbb{B}$ is finite, then $\Phi$ must be of characteristic $p>0$, and ©f is an elementary $p$-group.

Let now $\mathfrak{A}$ be a commutative associative algebra over $\Phi$. A subalgebra $\mathfrak{R}$ of the derivation algebra of $\mathfrak{A}$ will be called regular if $f D \in \mathbb{R}$ for every $f \in \mathfrak{A}$ and $D \in \mathfrak{R}$. For a regular subalgebra $\mathfrak{R}$, if there exist $D_{1}, \cdots, D_{m} \in \mathfrak{R}$ such that every $D \in \mathbb{R}$ is expressed uniquely as $D=f_{1} D_{1}+\cdots+f_{m} D_{m}$, where $f_{i} \in \mathfrak{A}$, then $\mathbb{R}$ will be said to be defined by the system ( $D_{1}, \cdots, D_{m}$ ) and denoted by the notation $\mathfrak{R}\left(\mathfrak{Y} ; D_{1}, \cdots, D_{m}\right)$. It is shown in $\S 2$ that any generalized Witt algebra can be written in the form $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$, where $\mathfrak{A}$ is the group algebra of an elementary $p$-group. The object of this paper is to study the family $\mathfrak{F}$ of Lie algebras of characteristic $p$ which can be written in the form $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$, with main emphasis on simple algebras. Our principal results are as follows: If $\mathfrak{A}$ is a field then all algebras in $\mathfrak{F}$ are simple except when $p=2, m=1$ (Theorem 5.1). If $\Phi$ is algebraically closed then any simple algebra in $\mathfrak{F}$ is a generalized Witt algebra (Theorem 6.10). A simpler form of the generalized Witt algebra is given in Theorem 9.3. By using this form, the problem of whether or not every generalized Witt algebra can be defined over $G F(p)$ is partly solved, and it is shown that some new finite simple Lie rings are contained in $\mathfrak{F}$. A subfamily $\mathfrak{F}^{\prime}$ of $\mathfrak{F}$, consisting for the most part of nonsimple algebras, has an interesting property: every algebra in $\mathfrak{F}^{\prime}$ has the same ideal theory as that of a commutative associative algebra (see $\S 11$ ). In the last section, we extend Jacobson's results on automorphisms of his algebras to the case of generalized Witt algebras, and show that $m$ is an invariant of the algebra $\mathfrak{Z}=\left\{\left(\mathfrak{Z} ; D_{1}, \cdots, D_{m}\right)\right.$ if $\mathfrak{R}$ is normal simple.

All algebras considered in this paper are finite-dimensional, unless the contrary is specified.

1. The algebra $\mathfrak{\&}\left(\mathscr{A} ; D_{1} \cdots, D_{m}\right)$. Throughout this paper, $\Phi$ will denote a field of characteristic $p>0, \mathfrak{N}$ a commutative associative algebra over $\Phi$, with a unit element, and $\mathfrak{D}(\mathfrak{H})$ the derivation algebra (over $\Phi$ ) of $\mathfrak{A}$. The multiplication in $\mathfrak{D}(\mathfrak{H})$ will be denoted by o, i.e., $D_{1} \circ D_{2}=D_{1} D_{2}-D_{2} D_{1}$.

Suppose there exist derivations $D_{1}, \cdots, D_{m}$ of $\mathfrak{A}$ such that

$$
\begin{equation*}
D_{i} \circ D_{j}=\sum_{k=1}^{m} a_{i j k} D_{k} \tag{1.0.1}
\end{equation*}
$$

for $i, j=1, \cdots, m$, where $a_{i j k} \in \mathfrak{A}$. Then the set $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$ of all derivations of $\mathfrak{A}$ of the form $f_{1} D_{1}+\cdots+f_{m} D_{m}$, where $f_{i} \in \mathfrak{A}$, forms a subalgebra of $\mathfrak{D}(\mathfrak{C})$. More generally, the set of all derivations of $\mathfrak{A}$ of the form $f_{1} D_{1}+\cdots+f_{m} D_{m}$, where $f_{i}$ runs over an ideal $\mathfrak{D}$ of $\mathfrak{A}$, forms a subalgebra of $\mathfrak{D}(\mathfrak{A})$. For,

$$
f_{i} D_{i} \circ g_{j} D_{j}=f_{i}\left(D_{i} g_{j}\right) D_{i}-g_{j}\left(D_{i} f_{i}\right) D_{i}+\sum_{k=1}^{m} f_{i} g_{j} a_{i j k} D_{k},
$$

where all the coefficients of the right-hand side belong to $\mathfrak{D}$. In the following we shall restrict the algebras $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ by imposing the condition:

$$
\begin{equation*}
f_{1} D_{1}+\cdots+f_{m} D_{m}=0 \text { implies } f_{1}=\cdots=f_{m}=0 \tag{1.0.2}
\end{equation*}
$$

The number $m$ will be called the $D$-dimension of $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$.
Because of the condition (1.0.2) there exists a one-one correspondence

$$
f_{1} D_{1}+\cdots+f_{m} D_{m} \leftrightarrow\left(f_{1}, \cdots, f_{m}\right)
$$

between the elements of $\mathcal{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ and the set of all vectors $\left(f_{1}, \cdots, f_{m}\right)$, where $f_{i}$ runs over $\mathfrak{A}$. If we identify $f_{1} D_{1}+\cdots+f_{m} D_{m}$ with $\left(f_{1}, \cdots, f_{m}\right)$ then

$$
\begin{align*}
\alpha\left(f_{1}, \cdots, f_{m}\right) & =\left(\alpha f_{1}, \cdots, \alpha f_{m}\right) \quad \text { for } \alpha \in \Phi . \\
\left(f_{1}, \cdots, f_{m}\right)+\left(g_{1}, \cdots, g_{m}\right) & =\left(f_{1}+g_{1}, \cdots, f_{m}+g_{m}\right)  \tag{1.0.3}\\
\left(f_{1}, \cdots, f_{m}\right) & \circ\left(g_{1}, \cdots, g_{m}\right)
\end{align*}=\left(h_{1}, \cdots, h_{m}\right), \quad .
$$

where

$$
h_{i}=\sum_{s}\left(f_{s}\left(D_{s} g_{i}\right)-g_{s}\left(D_{s} f_{i}\right)\right)+\sum_{s, t} f_{s} g_{t} a_{s t i} .
$$

Suppose that the derivations $D_{1}, \cdots, D_{m}$ are commutative, i.e., $D_{i} \circ D_{j}=0$ for all $i, j$, not necessarily satisfying (1.0.2). Then, conversely, we may define a Lie algebra $\mathfrak{R}^{*}$ over $\Phi$ by starting with the set $\mathfrak{R}^{*}$ of all vectors $\left(f_{1}, \cdots, f_{m}\right)$ and defining scalar multiplication, addition, and multiplication according to (1.0.3) where we put $a_{i j k}=0$ for all $i, j, k . \mathfrak{R}^{*}$ is in general different from $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$. But it is easily seen that the set $\mathfrak{F}$ of all vectors $\left(f_{1}, \cdots, f_{m}\right)$ satisfying $\sum f_{i} D_{i}=0$ forms an ideal of $\mathfrak{R}^{*}$ and that $\mathfrak{R}^{*} / \mathfrak{F}$ $=\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$. Since we are mainly interested in simple algebras, we prefer to work with $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ rather than $\mathfrak{R}^{*}$. In what follows we study the properties of the algebras $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$, always assuming (1.0.2).
2. Generalized Witt algebras. We show that any generalized Witt algebra $\ell$ can be written in the form $\ell\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$. Let $\ell$ be defined with respect to a finite set $\mathrm{I}=\{1, \cdots, m\}$ of indices and a finite total $\left(^{2}\right)$ additive group (3) of functionals on I with values in $\Phi$. Let $\overline{\mathscr{H}}=\left\{u_{\sigma}, u_{\pi}, \cdots\right\}$ be a multiplicative group isomorphic to $\mathbb{S}$ via the correspondence $u_{\sigma} \leftrightarrow \sigma$. For each $i \in \Im$ we define the mapping $\theta_{i}: \overline{(G} \rightarrow \Phi$ by $\theta_{i}\left(u_{\sigma}\right)=\sigma(i)$. Then $\theta_{1}, \cdots, \theta_{m}$ are homomorphisms of $\overline{\mathscr{S}}$ into the additive group of $\Phi$ such that

$$
\begin{equation*}
\theta_{1}\left(u_{\sigma}\right)=\cdots=\theta_{m}\left(u_{\sigma}\right)=0 \text { implies } u_{\sigma}=1 \tag{2.0.1}
\end{equation*}
$$

The fact that $B$ is total can be expressed as follows:
(2.0.2) $\alpha_{1} \theta_{1}+\cdots+\alpha_{m} \theta_{m}=0$, with $\alpha_{i} \in \Phi$, implies $\alpha_{1}=\cdots=\alpha_{m}=0$.

Now let $\mathfrak{A}$ be the group algebra of $\overline{\mathcal{S}}$ over $\Phi$, and define the linear mapping $D_{i}$ of $\mathfrak{U}$ into itself by $D_{i} u_{\sigma}=\theta_{i}\left(u_{\sigma}\right) u_{\sigma}$. Then $D_{i}$ is a derivation of $\mathfrak{A}$, since

$$
\begin{aligned}
D_{i}\left(u_{\sigma} u_{\tau}\right) & =D_{i}\left(u_{\sigma+\tau}\right)=\theta_{i}\left(u_{\sigma+\tau}\right) u_{\sigma+\tau} \\
& =\theta_{i}\left(u_{\sigma}\right) u_{\sigma} u_{\tau}+\theta_{i}\left(u_{\tau}\right) u_{\sigma} u_{\tau} \\
& =\left(D_{i} u_{\sigma}\right) u_{\tau}+u_{\sigma}\left(D_{i} u_{\tau}\right) .
\end{aligned}
$$

It is clear that (1.0.1) is satisfied for $D_{1}, \cdots, D_{m}$, since $D_{i} \circ D_{j}=0$ for all $i$ and $j$. We will show that (1.0.2) is also satisfied. Let $f_{1} D_{1}+\cdots+f_{m} D_{m}=0$, with $f_{i} \in \mathfrak{H}$. Then we have $\sum_{i} f_{i} \theta_{i}\left(u_{\sigma}\right)=0$ for all $u_{\sigma}$. Let $f_{i}=\sum_{\tau} \alpha_{i}(\tau) u_{\tau}$. Then we have $\sum_{i} \alpha_{i}(\tau) \theta_{i}\left(u_{\sigma}\right)=0$ for all $\tau$ and $\sigma$. From (2.0.2) it follows that $\alpha_{i}(\tau)=0$ for all $i$ and $\tau$. Thus $f_{1}=\cdots=f_{m}=0$. Therefore we can define the algebra $\mathfrak{Z}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$. The set $\left\{u_{\sigma} D_{i}\right\}$, where $i \in \mathrm{I}, \sigma \in \mathfrak{G}$, is a basis of this algebra, and we have

$$
\begin{aligned}
u_{\sigma} D_{i} \circ u_{\tau} D_{j} & =u_{\sigma}\left(D_{i} u_{\tau}\right) D_{i}-u_{\tau}\left(D_{j} u_{\sigma}\right) D_{i} \\
& =\tau(i) u_{\sigma+\tau} D_{j}-\sigma(j) u_{\sigma+\tau} D_{i} .
\end{aligned}
$$

Comparing the above with (0.0.1), we see easily that the given generalized Witt algebra is isomorphic with $\mathfrak{R}\left(\mathfrak{Y} ; D_{1}, \cdots, D_{m}\right)$. We note that (2.0.1) is equivalent to the following property of $D_{1}, \cdots, D_{m}$ :

$$
\begin{equation*}
D_{1} f=\cdots=D_{m} f=0 \text { implies } f \in \Phi . \tag{2.0.3}
\end{equation*}
$$

Conversely, for any elementary $p$-group $\overline{(\mathbb{G}}$, if there exist homomorphisms $\theta_{1}, \cdots, \theta_{m}$ of $\bar{\Phi}$ into the additive group of $\Phi$ such that (2.0.1) and (2.0.2) hold, then we can construct a generalized Witt algebra by the above method.

Suppose now that homomorphisms $\theta_{1}, \cdots, \theta_{m}$ satisfy (2.0.1) and (2.0.2). Let the order of $\overline{(5)}$ be $p^{n}$, and let $x_{1}, \cdots, x_{n}$ be a set of independent generators of $\overline{(1)}$. We set $\theta_{i}\left(x_{j}\right)=\alpha_{i j} \in \Phi$. Then (2.0.1) and (2.0.2) are respectively equivalent to the following conditions:

$$
\text { If } k_{1}, \cdots, k_{n} \text { are integers such that }
$$

$$
\begin{align*}
& \sum_{i=1}^{n} \alpha_{i j} k_{i}=0, i=1, \cdots, m,  \tag{2.0.4}\\
& \text { then } k_{1} \equiv \cdots \equiv k_{n} \equiv 0(\bmod p), \text { and }
\end{align*}
$$

(2.0.5) The rank of the matrix $\left(\alpha_{i j}\right), \quad i=1, \cdots, m, j=1, \cdots, n$, is $m$.

Thus a generalized Witt algebra whose dimension is $m p^{n}$ is completely characterized by $m n$ elements $\alpha_{i j} \in \Phi$ satisfying (2.0.4) and (2.0.5). From (2.0.5) it follows immediately that $m \leqq n$. If $m=1$ then (2.0.4) implies that $\Phi$ is of rank $\geqq n$ over $G F(p)$. Therefore if $m=1$, and $\Phi=G F(p)$ then $n=1$, so that
the only generalized Witt algebra of $D$-dimension 1 over $G F(p)$ is the Witt algebra.
3. Reduction of the algebras $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$ to orthogonal form. In this section, we show that any simple algebra of the form $\mathfrak{\ell}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ can be written as $\mathfrak{R}\left(\mathfrak{H} ; D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$, where $D_{i}^{\prime} \circ D_{j}^{\prime}=0$ for all $i, j$.

An ordered set ( $D_{1}, \cdots, D_{m}$ ) of derivations of a commutative associative algebra $\mathfrak{A}$ will be called a system of derivations of $\mathfrak{A}$ or simply a system if it satisfies (1.0.1) and (1.0.2). We shall say that the algebra $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ is defined by the system ( $D_{1}, \cdots, D_{m}$ ). A system ( $D_{1}, \cdots, D_{m}$ ) will be called orthogonal if $D_{i} \circ D_{j}=0$ for all $i, j$, that is, if in (1.0.1) $a_{i j k}=0$ for all $i, j, k$, orthonormal if there exist $m$ elements $f_{i} \in \mathfrak{A}$ such that $D_{i} f_{j}=\delta_{i j}$ (Kronecker delta). An orthonormal system is always orthogonal. Two systems $\left(D_{1}, \cdots, D_{m}\right)$ and ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) of $\mathfrak{A}$ will be called equivalent if there exist $c_{i j} \in \mathfrak{A}$ such that

$$
D_{i}^{\prime}=\sum_{i} c_{i j} D_{i} \quad(i=1, \cdots, m)
$$

and such that det $\left(c_{i j}\right)$ is a unit of $\mathfrak{A} .\left(D_{1}, \cdots, D_{m}\right)$ and $\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ are equivalent if and only if $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)=\mathfrak{R}\left(\mathfrak{A} ; D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ as sets.

Lemma 3.1. A system $\left(D_{1}, \cdots, D_{m}\right)$ of derivations of $\mathfrak{A}$ is equivalent to an orthonormal system if and only if there exist $f_{1}, \cdots, f_{m} \in \mathfrak{A}$ such that $\operatorname{det}\left(D_{i} f_{j}\right)$ is a unit in $\mathfrak{A}$.

Proof. Suppose that ( $D_{1}, \cdots, D_{m}$ ) is equivalent to an orthonormal system ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) and let $D_{i}=\sum_{j} c_{i j} D_{j}^{\prime}, D_{i} f_{j}=\delta_{i j}$, where det $\left(c_{i j}\right)$ is a unit in $\mathfrak{A}$. Then we have $D_{i} f_{j}=c_{i j}$. Thus $\operatorname{det}\left(D_{i} f_{j}\right)$ is a unit in $\mathfrak{A}$.

Conversely, suppose that $\operatorname{det}\left(D_{i} f_{j}\right)$ is a unit in $\mathfrak{A}$ for some $f_{1}, \cdots, f_{m} \in \mathfrak{A}$. Let $\left(c_{i j}^{\prime}\right)$ be the inverse matrix of the matrix $\left(D_{i} f_{j}\right)$. We set $D_{i}^{\prime}=\sum_{j} c_{i j}^{\prime} D_{j}$. Then ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) is equivalent to ( $D_{1}, \cdots, D_{m}$ ) and we have $D_{i}^{\prime} f_{j}=\delta_{i j}$, so that $\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ is orthonormal, which proves the lemma.

For a given algebra $\Omega=\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ we denote by $\Omega$ the set of all elements $c \in \mathfrak{A}$ such that $D c=0$ for all $D \in \mathcal{R} . \Omega$ is a subalgebra of $\mathfrak{A}$. $\Omega$ will be called the algebra of constants of $\mathfrak{R}$. Since $\mathfrak{A}$ is always assumed to have a unit element, we have $c \in \Omega$ if and only if $D_{1} c=\cdots=D_{m} c=0$ for some defining system ( $D_{1}, \cdots, D_{m}$ ) of $\Omega$.

The following lemma is useful.
Lemma 3.2. If the algebra $\Omega$ of constants has a divisor of zero, then $\mathfrak{R}(\mathfrak{H}$; $D_{1}, \cdots, D_{m}$ ) is not simple.

Proof. Let $c \in \Omega$ be a divisor of zero. The set $\mathfrak{F}$ of all $c D$, where $D \in \mathcal{R}$, forms an ideal of $\mathbb{R}$. For, $(c D) \circ D^{\prime}=c\left(D \circ D^{\prime}\right) \in \mathfrak{Y}$. If $\mathfrak{Y}=0$ then from (1.0.2) it follows that $c=0$, a contradiction. If $\mathfrak{F}=\mathfrak{A}$ then $D_{1}=c\left(f_{1} D_{1}+\cdots+f_{m} D_{m}\right)$ for some $f_{1}, \cdots, f_{m} \in \mathfrak{N}$. Then again from (1.0.2) it follows that $1=c f_{1}$, which is impossible if $c$ divides 0 , and therefore $\mathfrak{R}$ is not simple.

A commutative associative algebra $\mathfrak{A}$ with unit element is completely primary if the set of all nonunits coincides with the radical of $\mathfrak{N}$.

Lemma 3.3. If $\mathfrak{Z}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$ is simple then $\mathfrak{N}$ is completely primary.
Proof. Since $\mathfrak{R}\left(\mathfrak{Y} ; D_{1}, \cdots, D_{m}\right)$ is simple, from (3.2) it follows that the algebra $\Omega$ of constants has no divisor of zero. Since $\mathfrak{A}$ is commutative and $\Omega$ is finite-dimensional over the ground field, $\Omega$ is a field. Let $f \in\{$ be a nonunit. Since $D_{i} f^{p}=p f^{p-1} D_{i} f=0$ for all $i$, we have $f^{p} \in \Omega$. If $f^{p} \neq 0$ then $f^{p}$ is a unit in $\mathfrak{A}$, and hence $f$ is also a unit. This is a contradiction. Therefore $f^{p}=0$ for all nonunits $f$. Thus $\mathfrak{H}$ is completely primary.

Lemma 3.4. Let $\mathfrak{A}$ be completely primary. If $f_{1}, \cdots, f_{n}$ are such that $f f_{1}=\cdots=f f_{n}=0$ with $f \in \mathfrak{A}$ implies $f=0$, then at least one $f_{i}$ is a unit in $\mathfrak{A}$.

Proof. Assume that all $f_{i}$ are nonunits. Then there exists a positive integer $k$ such that $f_{1}^{k}=\cdots=f_{n}^{k}=0$, and hence

$$
\begin{equation*}
f_{1}^{r_{1}} \cdots f_{n}^{r_{n}}=0 \tag{3.4.1}
\end{equation*}
$$

if $r_{1}+\cdots+r_{n} \geqq n k$, where $r_{1}, \cdots, r_{n}$ are non-negative integers. Suppose, therefore, that (3.4.1) holds whenever $r_{1}+\cdots+r_{n}>r$, a positive integer. Let $r_{1}+\cdots+r_{n}=r, f=f_{1}^{\tau_{1}} \cdots f_{n}^{\tau_{n}}$. Then $f f_{1}=\cdots=f f_{n}=0$, and hence $f=0$. Using complete induction with respect to $r$, we can conclude that (3.4.1) holds, whenever $r_{1}+\cdots+r_{n}>0$. In particular, $f_{1}=\cdots=f_{n}=0$. Take a nonzero $f \in \mathfrak{A}$. Then we have $f f_{1}=\cdots=f f_{n}=0$, a contradiction. Therefore at least one $f_{i}$ must be a unit.

We can now prove the following
Theorem 3.5. If $\mathfrak{A}$ is completely primary, then any system $\left(D_{1}, \cdots, D_{m}\right)$ of derivations of $\mathfrak{H}$ is equivalent to an orthonormal system. In particular, any simple algebra of the form $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ is defined by an orthonormal system.

Proof. Let $u_{1}, \cdots, u_{n}$ be a basis of $\mathfrak{A}$ over the ground field $\Phi$. We set

$$
f_{i_{1} \cdots i_{r}}=\left|\begin{array}{c}
D_{1} u_{i_{1}} \cdots D_{1} u_{i_{r}}  \tag{3.5.1}\\
\cdots \\
D_{r} u_{i_{1}} \cdots D_{r} u_{i_{r}}
\end{array}\right|
$$

where $1 \leqq r \leqq m$. We shall prove by using (3.4) that $f_{i_{1} \cdots i_{m}}$ is a unit for some choice of $i_{1}, \cdots, i_{m}$. Suppose, therefore, that $f \in \mathfrak{A}$ is such that $f f_{i_{1} \cdots i_{m}}=0$ for all $i_{1}, \cdots, i_{m}$. If

$$
\begin{equation*}
f f_{i_{1} \cdots i_{r}}=0 \tag{3.5.2}
\end{equation*}
$$

is true for some $r$, and all $i_{1}, i_{2}, \cdots, i_{r}$, then by expanding the determinant $f_{i_{1} \cdots i_{r}}$ along the $r$ th column, we have

$$
\begin{equation*}
f f_{i_{1} \cdots i_{r}}=\left(f c_{1} D_{1}+\cdots+f c_{r} D_{r}\right) u_{i_{r}}=0 \tag{3.5.3}
\end{equation*}
$$

where $c_{r}=f_{i_{1} \cdots i_{r-1}}$. Since (3.5.3) is true for all $i_{r}$, we have $f c_{i} D_{i}+\cdots+f c_{r} D_{r}$ $=0$. Then from (1.0.2) we have $f c_{1}=\cdots=f c_{r}=0$, and in particular $f f_{i_{1} \cdots i_{r-1}}$ $=0$ for all $i_{1}, \cdots, i_{r-1}$. Proceeding by induction with respect to $r$, we can conclude that (3.5.2) holds for all $r$. Taking the case $r=1$, we have $f D_{1} u_{i_{1}}=0$ for all $i_{1}$. Therefore $f D_{1}=0$. Hence from (1.0.2) we have $f=0$. Therefore by Lemma $3.4 f_{i_{1} \cdots i_{m}}$ is a unit for some $i_{1}, \cdots, i_{m}$. Then from Lemma 3.1 it follows that ( $D_{1}, \cdots, D_{m}$ ) is equivalent to an orthonormal system.

The second part of the theorem follows immediately from the above result and Lemma 3.3.
4. Some lemmas. We establish here a number of results we will need later. We assume throughout this section that ( $D_{1}, \cdots, D_{m}$ ) is orthonormal, that $x_{1}, \cdots, x_{m} \in \mathfrak{A}$ are such that $D_{i} x_{j}=\delta_{i j}$, and that $\mathfrak{Y}$ is an ideal of $\mathbb{R}=\mathfrak{R}(\mathfrak{A}$; $D_{1}, \cdots, D_{m}$ ).

Lemma 4.1. If $D=f_{1} D_{1}+\cdots+f_{m} D_{m} \in \mathfrak{F}$, then $f_{k} D \in \Im$ for any $k$.
Proof. Since $D x_{k}=f_{k}$, we have $D \circ\left(x_{k} D\right)=f_{k} D \in \Im$.
Lemma 4.2. If $D=f_{1} D_{1}+\cdots+f_{m} D_{m} \in \mathcal{Y}$ and if $f_{k}$ is a unit in $\mathfrak{A}$, then there exists $g_{1} D_{1}+\cdots+g_{m} D_{m} \in \Im$, where $g_{k}=1$ and where $g_{i}=0$ for any $i$ such that $f_{i}=0$.

Proof. Consider the element $U \in \mathfrak{F}$, where

$$
\begin{aligned}
U=\left(\frac{x_{k}}{f_{k}} D_{k}\right) \circ D & =\frac{x_{k}}{f_{k}}\left(D_{k} \circ D\right)-D\left(\frac{x_{k}}{f_{k}}\right) D_{k} \\
& =\frac{x_{k}}{f_{k}}\left(D_{k} \circ D\right)-D_{k}+\frac{x_{k}\left(D f_{k}\right)}{f_{k}^{2}} D_{k} .
\end{aligned}
$$

Since $f_{k} D \in \Im$ by Lemma 4.1, we have also $V \in \Im$, where

$$
\begin{aligned}
V & =\left(\frac{x_{k}}{f_{k}^{2}} D_{k}\right) \circ\left(f_{k} D\right)=\frac{x_{k}}{f_{k}}\left(D_{k} \circ D\right)+\frac{x_{k}\left(D_{k} f_{k}\right)}{f_{k}^{2}} D-f_{k} D\left(\frac{x_{k}}{f_{k}^{2}}\right) D_{k} \\
& =\frac{x_{k}}{f_{k}}\left(D_{k} \circ D\right)+\frac{x_{k}\left(D_{k} f_{k}\right)}{f_{k}^{2}} D-D_{k}+\frac{2 x_{k}\left(D f_{k}\right)}{f_{k}^{2}} D_{k} .
\end{aligned}
$$

Then we have $V-2 U \in \Im$, where

$$
V-2 U=-\frac{x_{k}}{f_{k}}\left(D_{k} \circ D\right)+\frac{x_{k}\left(D_{k} f_{k}\right)}{f_{k}^{2}} D+D_{k} .
$$

Setting $V-2 U=g_{1} D_{1}+\cdots+g_{m} D_{m}$, we have

$$
g_{k}=-\frac{x_{k}\left(D_{k} f_{k}\right)}{f_{k}}+\frac{x_{k}\left(D_{k} f_{k}\right)}{f_{k}}+1=1,
$$

and for $i \neq k$,

$$
g_{\imath}=-\frac{x_{k}\left(D_{k} f_{i}\right)}{f_{k}}+\frac{x_{k}\left(D_{k} f_{k}\right) f_{2}}{f_{k}^{2}}
$$

Therefore, if $f_{i}=0$ then $g_{i}=0$, completing the proof.
Lemma 4.3. If $f_{1}, \cdots, f_{m}$ belong to the algebra $\Omega$ of constants of $\mathfrak{Z}$ and are such that $f_{1} D_{1}+\cdots+f_{m} D_{m} \in \mathfrak{F}$, and if some $f_{k}$ is a unit, then $D_{i} \in \mathfrak{F}$ for all $i=1, \cdots, m$.

Proof. Suppose that $f_{k}$ is a unit. Then $\left(f_{1} D_{1}+\cdots+f_{m} D_{m}\right) \circ\left(\left(x_{k} / f_{k}\right) D_{i}\right)$ $=D_{i} \in \Im$ for all $i=1, \cdots, m$.

Lemma 4.4. $D_{1} \in \mathfrak{F}$ implies $\mathfrak{F}=\{$ except when $p=2, m=1$.
Proof. If $D_{1} \in \mathfrak{F}$ then from Lemma 4.3 it follows that $D_{i} \in \mathcal{F}$ for $i=1, \cdots, m$. Take an arbitrary element $f \in A$. Then from $D_{j} \circ\left(f D_{i}\right)$ $=\left(D_{i} f\right) D_{i}$ we have

$$
\begin{equation*}
\left(D_{i} f\right) D_{i} \in I \tag{4.4.1}
\end{equation*}
$$

for all $i, j$.
First we consider the case $p \neq 2$. Since $D_{i}\left(x_{i}^{2}\right)=2 x_{i}$, from (4.4.1) we have $2 x_{i} D_{i} \in \mathcal{F}$. Since $p \neq 2$, we have $x_{i} D_{i} \in \mathcal{F}$. Hence

$$
\begin{equation*}
\left(f D_{i}\right) \circ\left(x_{i} D_{i}\right)=f D_{i}-x_{i}\left(D_{i} f\right) D_{i} \in \Im \tag{4.4.2}
\end{equation*}
$$

On the other hand, since $D_{i}\left(x_{i} f\right)=f+x_{i}\left(D_{i} f\right)$, from (4.4.1) we have

$$
\begin{equation*}
f D_{i}+x_{i}\left(D_{i} f\right) D_{i} \in \Im \tag{4.4.3}
\end{equation*}
$$

From (4.4.2) and (4.4.3) we have $2 f D_{i} \in \mathcal{F}$. Since $p \neq 2$ we have $f D_{i} \in \Im$. Since $f$ and $i$ are arbitrary, we have $\mathfrak{F}=\Omega$.

Now we consider the case $p=2, m>1$. For given $i$ we may take $j$ such that $j \neq i$. Since $D_{i}\left(x_{i} x_{j}\right)=x_{j}$, from (4.4.1) we have $x_{j} D_{i} \in \Im$. Then $\left(f D_{j}\right) \circ\left(x_{j} D_{i}\right)$ $=f D_{i}-x_{j}\left(D_{i} f\right) D_{j} \in \mathcal{F}$. However, we have $x_{j}\left(D_{i} f\right) D_{j}=D_{i}\left(x_{j} f\right) D_{j} \in \mathfrak{F}$ from (4.4.1). Therefore $f D_{i} \in \mathfrak{F}$. Since $f$ and $i$ are arbitrary we have $\mathfrak{F}=\mathfrak{R}$, completing the proof.
5. Derivations of a field. A subalgebra $\mathbb{R}$ of the derivation algebra $\mathfrak{D}(\mathfrak{H})$ of $\mathfrak{H}$ will be called regular if $f D \in R$ for every $f \in \mathfrak{H}$ and $D \in \mathbb{R}$. $\mathfrak{D}(\mathfrak{H})$ itself is a regular subalgebra of $\mathfrak{D}(\mathfrak{H})$. If $\mathfrak{A}$ is itself a field, any regular subalgebra $\mathbb{R}$ of $\mathfrak{D}(\mathfrak{A})$ may be considered as a vector space over the field $\mathfrak{A}$, since if $D, D^{\prime} \in \mathbb{R}$, then $f D+f^{\prime} D^{\prime} \in \mathcal{R}$, where $f, f^{\prime} \in \mathfrak{A}$. Take a basis $D_{1}, \cdots, D_{m}$ of $\mathbb{R}$ over $\mathfrak{A}$. Then it is easily seen that $D_{1}, \cdots, D_{m}$ satisfy (1.0.1) and (1.0.2). Therefore, if $\mathfrak{A}$ is a field, any regular subalgebra of $\mathfrak{D}(\mathfrak{H})$ is of the type $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$, and we call $m$ the $D$-dimension of the regular subalgebra $R$.

Theorem 5.1. Let $\mathfrak{A}$ be a field over $\Phi$. Then any regular subalgebra $\mathfrak{R}$ of the derivation algebra of $\mathfrak{A}$ over $\Phi$ is simple except when $p=2, m=1$, where $m$ is the D-dimension of $\mathfrak{R}$.

Proof. $\mathfrak{Q}$ can be written in the form $\mathfrak{Q}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$. By Theorem 3.5 we may assume that ( $D_{1}, \cdots, D_{m}$ ) is orthonormal.

Let $\Im$ be a nonzero ideal of $\Omega$ and $f_{1} D_{1}+\cdots+f_{m} D_{m}$ be a nonzero element in $\mathfrak{\Im}$ such that the number of nonzero $f_{i}$ is as small as possible. If $f_{k} \neq 0$ then by Lemma $4.2 \Im$ contains an element $g_{1} D_{1}+\cdots+g_{m} D_{m}$ such that $g_{k}=1$ and such that $g_{i}=0$ whenever $f_{i}=0$, so we may assume at the outset that $f_{k}=1$ for some $k$. Since $\mathfrak{J}$ is an ideal, we have $D_{i} \circ\left(f_{1} D_{1}+\cdots+f_{m} D_{m}\right)=\left(D_{i} f_{1}\right) D_{1}$ $+\cdots+\left(D_{i} f_{m}\right) D_{m} \in \mathfrak{Y}$ for $i=1, \cdots, m$. Since $f_{k}=1$, the number of nonzero coefficients in $\left(D_{i} f_{1}\right) D_{1}+\cdots+\left(D_{i} f_{m}\right) D_{m}$ is less than that of $f_{1} D_{1}+\cdots$ $+f_{m} D_{m}$. Therefore $D_{i} f_{j}=0$ for all $i, j$, and hence we have $f_{1}, \cdots, f_{m} \in \Omega$, the algebra of constants of $\Omega$. Since $\Omega$ is a subfield of $\mathfrak{Q}$, from Lemma 4.3 we have $D_{i} \in \mathfrak{F}$ for $i=1, \cdots, m$, and $\mathfrak{F}=\mathfrak{R}$ from Lemma 4.4. Therefore $\mathfrak{R}$ is simple.

The method used in the proof of Theorem 5.1 can also be applied to the case of a field of characteristic 0 , if we start with an orthonormal system. For example, consider the field $\Phi\left(x_{1}, \cdots, x_{m}\right)$ of rational functions in $m$ variables $x_{1}, \cdots, x_{m}$ over a field $\Phi$ of characteristic 0 , and let $\mathfrak{A}$ be a finite-dimensional extension field of $\Phi\left(x_{1}, \cdots, x_{m}\right)$. Then $\mathfrak{A}$ is an infinite-dimensional algebra over $\Phi$. It is well known that there exist derivations $\partial / \partial x_{1}, \cdots, \partial / \partial x_{m}$ of $\mathfrak{A}$ over $\Phi$ such that $\left(\partial / \partial x_{i}\right) x_{j}=\delta_{i j}$, and that every derivation $D$ of $\mathfrak{A}$ written is uniquely in the form

$$
D=f_{1} \frac{\partial}{\partial x_{1}}+\cdots+f_{m} \frac{\partial}{\partial x_{m}}, \quad \text { where } \quad f_{1}, \cdots, f_{m} \in \mathfrak{N} .
$$

In other words, the derivation algebra $\mathfrak{D}(\mathfrak{H})$ of $\mathfrak{A}$ over $\Phi$ can be written as $\mathfrak{D}(\mathfrak{H})=\mathfrak{R}\left(\mathscr{H} ; \partial / \partial x_{1}, \cdots, \partial / \partial x_{m}\right)$. The above method enables us to prove that $\mathfrak{D}(\mathfrak{U})$ is an infinite-dimensional simple Lie algebra of characteristic zero.

If we consider the polynomial domain $\mathfrak{A}=\Phi\left[x_{1}, \cdots, x_{m}\right]$, instead of $\Phi\left(x_{1}, \cdots, x_{m}\right)$, as an algebra over $\Phi$, then again we may prove that $\mathfrak{D}(\mathfrak{H})$ is simplé.

The above two classes of infinite-dimensional simple Lie algebras, together with the infinite-dimensional algebras constructed by Kaplansky's method, may be regarded as analogues of the Witt algebra in the case of characteristic 0 .
6. Simple algebras when $\Phi$ is algebraically closed. The main result of this section is that if the ground field $\Phi$ is algebraically closed then any simple algebra of the form $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ is a generalized Witt algebra.

Lemma 6.1. Suppose that $\mathfrak{R}=\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ is simple. If $f \in \mathfrak{H}$ is such that $D_{i} f=\lambda_{i} f, \lambda_{i} \in \Phi$, for all $i$, then $f=0$ or $f$ is a unit in $\mathfrak{A}$.

Proof. If $f$ is as above, the set $\mathfrak{F}$ of all elements of the form $f D$, where $D \in \mathcal{R}$, is an ideal of $\mathcal{R}$. For, if $\sum g_{i} D_{i} \in \mathcal{R}$ then $(f D) \circ\left(\sum g_{i} D_{i}\right)=f \sum\left(\left(D g_{i}\right) D_{i}\right.$ $\left.-g_{i} \lambda_{i} D\right) \in \mathfrak{F}$. Since $\mathfrak{R}$ is assumed to be simple, $\mathfrak{Y}=0$ for $\mathfrak{Y}=\mathfrak{A}$. If $\mathfrak{F}=0$ then $f=0$ by (1.0.2). If $\mathfrak{Y}=\mathfrak{A}$ then again by (1.0.2) $f$ is a unit in $\mathfrak{A}$, as required.

By Theorem 3.5, any simple algebra of the form $\mathfrak{R}\left(\mathscr{A} ; D_{1}, \cdots, D_{m}\right)$ is defined by an orthonormal system. Moreover, by Lemma 3.2, the algebra $\Omega$ of constants for the simple algebra $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ is a field over $\Phi$, and if $\Phi$ is algebraically closed, we have $\Omega=\Phi$. Since we are mainly interested in this section in simple algebras, we shall assume that the conditions (6.1.1)(6.1.3) below hold. The last two of these are necessary if $\mathfrak{R}\left(\mathscr{H} ; D_{1}, \cdots, D_{m}\right)$ is simple, as is seen from Lemma 6.1 and the above remark. The ground field $\Phi$ is assumed algebraically closed.
(6.1.1) The system ( $D_{1}, \cdots, D_{m}$ ) is orthogonal. If $f \in \mathscr{A}$ is such that $D_{i} f=\lambda_{i} f$ with $\lambda_{i} \in \Phi$ for all $i$, then $f=0$ or $f$ is a unit in $\mathfrak{A}$.
(6.1.3) $\quad D_{1} f=\cdots=D_{m} f=0$ implies $f \in \Phi$.

These conditions and the fact that $\Phi$ is algebraically closed will enable us to prove that $\mathfrak{A}$ is the group algebra of an elementary $p$-group.

Lemma 6.2. Suppose that $\Phi$ is algebraically closed. Then any nonzero ideal of an algebra $\mathfrak{R}=\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$ defined by a system satisfying the conditions (6.1.1)-(6.1.3) above contains an element of the form $\sum a_{i} D_{i}$, where at least one $a_{i}$ is a unit in $\mathfrak{A}$.

Proof. Let $\mathfrak{Y}$ be the nonzero ideal of $\mathfrak{R}$. For any $i$, the mapping: $X \rightarrow D_{i} \circ X$ defines a linear transformation of $\mathfrak{F}$ into itself. Since $D_{i} \circ\left(D_{j} \circ X\right)$ $=D_{j} \circ\left(D_{i} \circ X\right)$ for all $i$ and $j$, and since $\Phi$ is algebraically closed, there exists a nonzero element $A=\sum a_{i} D_{i}$ in $\mathfrak{F}$ such that $D_{i} \circ A=\lambda_{i} A$, where $\lambda_{i} \in \Phi$, for all $i$. Then we have $D_{i} a_{j}=\lambda_{i} a_{j}$ for all $i$ and $j$. Hence by (6.1.2), every $a_{j}$ is either 0 or a unit in $\mathfrak{A}$. Since not all $a_{j}$ are zero, at least one $a_{j}$ must be a unit.

Lemma 6.3. Suppose that $\Phi$ is algebraically closed. Then for any system ( $D_{1}, \cdots, D_{m}$ ) the conditions (6.1.1)-(6.1.3) imply the following: If f, $a_{1}, \cdots, a_{m}$ in $\mathfrak{A}$ are such that $D_{i} f=a_{i} f$ for all $i$, then $f=0$ or $f$ is a unit in $\mathfrak{A}$.

Proof. The set of all elements of the form $\sum f f_{i} D_{i}$ is easily seen to be an ideal of the algebra $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$. If $f \neq 0$ then $\mathfrak{Y} \neq 0$ and hence by Lemma 6.2 there exists an element $\sum a_{i} D_{i}$ in $\mathfrak{J}$ for which at least one $a_{i}$ is a unit. Suppose $\sum f f_{i} D_{i}=\sum a_{i} D_{i}$. Then $f f_{i}=a_{i}$ and hence $f$ is a unit.

Lemma 6.4. Suppose that $\Phi$ is algebraically closed. Then any orthogonal system equivalent to an orthogonal system ( $D_{1}, \cdots, D_{m}$ ) satisfying (6.1.2) and (6.1.3) also satisfies (6.1.2) and (6.1.3).

Proof. Let $\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ be the orthogonal system equivalent to $\left(D_{1}, \cdots, D_{m}\right)$, and let $D_{i}=\sum_{j} c_{i j} D_{j}^{\prime}$. If $D_{j}^{\prime} f=\lambda_{j} f$ for all $j$ then $D_{i} f=a_{i} f$, where $a_{i}=\sum_{j} c_{i j} \lambda_{j}$. Then from Lemma 6.3 it follows that $f=0$ or $f$ is a unit. Thus (6.1.2) is verified for ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ). Suppose now $D_{j}^{\prime} f=0$ for all $j$.

Since $\operatorname{det}\left(c_{i j}\right)$ is a unit in $A$, we have $D_{i} f=0$ for all $i$. Therefore $f \in \Phi$. Thus (6.1.3) is also verified.

We consider $\mathfrak{A}$ as an $\Omega$-module, where the operator domain $\Omega$ consists of multiplications by elements in $\Phi$ and the linear mappings $D_{1}, \cdots, D_{m}$ (of $\mathfrak{A}$ into itself). Since every two operators in $\Omega$ are commutative, and since $\Phi$ is algebraically closed, all the factor modules in any composition series of the $\Omega$-module $\mathfrak{A}$ are one-dimensional vector spaces over $\Phi$.

We decompose $\mathfrak{Q}$ into a direct sum $\mathfrak{A}=\sum \mathfrak{H}_{\nu}$ of directly indecomposable $\Omega$-submodules. Then, since $D_{1}, \cdots, D_{m}$ are commutative, each $D_{i}$ has exactly one characteristic root $\lambda_{i \nu}$ in $\mathscr{U}_{\nu}$, when we consider $D_{i}$ as a linear mapping of $\mathfrak{A}_{\nu}$ into itself, and there exists a nonzero $u_{\nu} \in \mathfrak{A}_{\nu}$ such that $D_{i} u_{\nu}=\lambda_{i \nu} u_{\nu}$ for all $i$ and $\nu$. By the condition (6.1.2), $u_{\nu}$ is a unit. Since $u_{\nu}^{p} \in \Phi$ by (6.1.3), and since $\Phi$ is algebraically closed, we may assume

$$
\begin{equation*}
u_{\nu}^{p}=1 \text { for all } \nu . \tag{6.4.1}
\end{equation*}
$$

We shall prove that all the $u_{\nu}$ forms an elementary $p$-group with respect to the multiplication in $\mathfrak{N}$.

Lemma 6.5. If $D_{i} f=\lambda_{i} f, \lambda_{i} \in \Phi$, for all $i$, and if $f \neq 0$, then there exists an $\mathfrak{A}_{\rho}$ such that $f \in \mathfrak{H}_{\rho}, \lambda_{i}=\lambda_{i \rho}$.

Proof. Let $f=\sum f_{\nu}$, where $f_{\nu} \in \mathfrak{A}_{\nu}$. Then from $D_{i} f=\lambda_{i} f$ it follows that $\sum D_{i} f_{\nu}=\sum \lambda_{i} f_{\nu}$. Since $D_{i} f_{v} \in \mathfrak{A}_{\nu}$, we have $D_{i} f_{\nu}=\lambda_{i} f_{\nu}$ for all $i$ and $\nu$. Suppose that $f_{\nu} \neq 0 \neq f_{\mu}$ for two different indices $\nu$ and $\mu$. Then, by condition (6.1.2), $f_{\nu}$ and $f_{\mu}$ are units. By an easy calculation we obtain $D_{i}\left(f_{\nu} f_{\mu}^{-1}\right)=0$ for all $i$. Then by (6.1.3) we have $f_{v} f_{\mu}^{-1} \in \Phi$. However, this is impossible since $\mathfrak{A}_{\nu} \cap \mathfrak{U}_{\mu}$ $=0$, and therefore all but one of the $f_{\nu}$ are zero. Thus there exists an $\mathfrak{A}_{\rho}$ such that $f \in \mathfrak{A}_{\rho}$. Since $f \neq 0$ is assumed, and since $D_{i}$ has only one characteristic root $\boldsymbol{\lambda}_{i \rho}$ in $\mathfrak{H}_{\rho}$, we have $\boldsymbol{\lambda}_{i}=\boldsymbol{\lambda}_{i \rho}$.

Now, for any two indices $\nu$ and $\mu$, we have $D_{i}\left(u_{\nu} u_{\mu}\right)=\left(\lambda_{i \nu}+\lambda_{i \mu}\right) u_{\nu} u_{\mu}$ for all i. Therefore, since $u_{\nu} u_{\mu} \neq 0$ by (6.4.1), it follows from Lemma 6.5 that there exists an $\mathfrak{U}_{\rho}$ such that $u_{\nu} u_{\mu} \in \mathfrak{N}_{\rho}$ and such that

$$
\begin{equation*}
\lambda_{i \nu}+\lambda_{i \mu}=\lambda_{i \rho} \text { for all } i \tag{6.5.1}
\end{equation*}
$$

From (6.5.1) it follows that $D_{i}\left(u_{\nu} u_{\mu} u_{\rho}^{-1}\right)=0$ for all $i$. Then (6.1.3) yields $u_{\nu} u_{\mu}=\alpha u_{\rho}$ with some $\alpha \in \Phi$, and therefore by (6.4.1) $\alpha^{p}=1$. Hence $(\alpha-1)^{p}=0$, $\alpha=1$. Thus we have $u_{\nu} u_{\mu}=u_{\rho}$. Therefore all the $u_{\nu}$ form a group (G) with respect to the multiplication in $\mathfrak{A}$. $\mathfrak{F}$ is an elementary $p$-group because of (6.4.1).

We shall show that there exists only one index $\nu$ such that $\lambda_{i \nu}=0$ for all $i$. If $f=1$ is the unity element of $\mathfrak{A}$ then $D_{i} f=0$ for all $i$. Therefore by Lemma 6.5 there exists an index 0 such that $1 \in \mathfrak{M}_{0}$. Suppose that $\lambda_{i \nu}=0$ for all $i$. Then $D_{i}\left(u_{\nu}\right)=0$ for all $i$. By (6.1.3) we have $u_{\nu} \in \Phi$, and hence $u_{\nu}=1, \nu=0$. Generalizing the previous statement we can show easily that $\boldsymbol{\lambda}_{i v}=\boldsymbol{\lambda}_{i \mu}$ for all $i$ implies $\nu=\mu$.

Lemma 6.6. An element $f \in \mathfrak{A}$ belongs to $\mathfrak{A}_{\nu}$ if and only if there exist integers $t_{i}>0, i=1, \cdots, m$, such that

$$
\begin{equation*}
\left(D_{i}-\lambda_{i v}\right)^{t_{i}} f=0, \quad(i=1, \cdots, m) \tag{6.6.1}
\end{equation*}
$$

Proof. The "only if" part is obvious. In order to prove the "if" part, let $f=\sum f_{\mu}, f_{\mu} \in \mathfrak{A}_{\mu}$. Since $\mathfrak{A}_{\mu}$ are $\Omega$-submodules, (6.6.1) yields $\left(D_{i}-\lambda_{i \nu}\right)^{t_{i}} f_{\mu}=0$ for all $i$ and $\mu$. Then $f_{\mu}=0$ for $\mu \neq \nu$ follows from the fact that $D_{i}$ has only one characteristic root $\lambda_{i \mu}$ in $\mathfrak{A}_{\mu}$. Hence $f=f_{\nu} \in \mathfrak{A}_{\nu}$.

Corollary 6.7. If $D_{i} f \in \mathfrak{A}_{0}$ for all $i$ then $f \in \mathfrak{H}_{0}$.
Lemma 6.8. $\mathfrak{Q}_{\nu}=u_{\nu} \mathfrak{H}_{0}$ for all $\nu$.
Proof. Let $f \in \mathfrak{A}_{\nu}, g \in \mathfrak{A}_{\mu}$. Then there exist integers $s_{i}>0$ such that

$$
\begin{equation*}
\left(D_{\imath}-\lambda_{i \mu}\right)^{s i g}=0 \tag{6.8.1}
\end{equation*}
$$

$$
(i=1, \cdots, m)
$$

By applying the Cartan-Weyl identity to (6.3.1) and (6.5.1) we obtain

$$
\begin{equation*}
\left(D_{i}-\left(\lambda_{i \nu}+\lambda_{i \mu}\right)\right)^{t_{i}+s_{i}-1}(f g)=0 \tag{6.8.2}
\end{equation*}
$$

for all $i$. Then by Lemma 6.3 and (6.2.1), we have $f g \in \mathfrak{A}_{\rho}$, where $u_{\nu} u_{\mu}=u_{\rho}$. Thus we may write

$$
\begin{equation*}
\mathfrak{A}_{\nu} \mathfrak{A}_{\mu} \subseteq \mathfrak{A}_{\rho} \tag{6.8.3}
\end{equation*}
$$

$$
\left(u_{\nu} u_{\mu}=u_{\rho}\right)
$$

Since $u_{\nu}$ is a unit of $\mathfrak{A}$ it follows that the linear multiplication induced by left multiplication with $u_{\nu}$ is invertible, hence there is the decomposition of $\mathfrak{A}$ into the direct sum

$$
\begin{equation*}
\mathfrak{A}=\sum_{\mu} u_{\nu} \mathfrak{N}_{\mu} . \tag{6.8.4}
\end{equation*}
$$

Moreover, the module $u_{\nu} \mathfrak{A}_{\mu}$ is $\Omega$-invariant, because for $g \in \mathfrak{A}_{\mu}$ we have $D_{i}\left(u_{\nu} g\right)$ $=\left(D_{i} u_{\nu}\right) g+u_{\nu} D_{i}(g)=u_{\nu}\left(\lambda_{i \nu} g+D_{i} g\right) \in u_{\nu} \mathfrak{H}_{\mu}$. Hence by using the group property of $(F$ it follows that ( 6.8 .4 ) is a direct decomposition of $\mathfrak{H}$ into $\Omega$-submodules each of which is contained in a different summand of the given Remak decomposition of $\mathfrak{A}$. In other words we have $u_{\nu} \mathfrak{A}_{\mu}=\mathfrak{A}_{\rho}$, where $u_{\rho}=u_{\nu} u_{\mu}$, and in particular $\mathfrak{A}_{\nu}=u_{\nu} \mathfrak{A}_{0}$.

From (6.8.3) we have
Corollary 6.9. $\mathfrak{\Re}_{0}$ is a subalgebra of $\mathfrak{N}$.
Since $\mathfrak{N}_{0}$ depends on the system $\left(D_{1}, \cdots, D_{m}\right)$ we may write $\mathfrak{N}_{0}$ $=\mathfrak{H}_{0}\left(D_{1}, \cdots, D_{m}\right)$. We shall show that there exists an orthogonal system $\left(E_{1}, \cdots, E_{m}\right)$ equivalent to the given system $\left(D_{1}, \cdots, D_{m}\right)$ such that $\mathfrak{A}_{0}\left(E_{1}, \cdots, E_{m}\right)=\Phi$. To do this, it will be sufficient to show that we can always find an orthogonal system $\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ equivalent to $\left(D_{1}, \cdots, D_{m}\right)$
such that the dimension of $\mathscr{M}_{0}\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ is less than that of $\mathfrak{M}_{0}\left(D_{1}, \cdots\right.$, $D_{m}$ ) whenever the latter is greater than one. Since $D_{i} 1=0$ for all $i$, it follows that there is a $\Omega$-composition series

$$
0<\Phi<\Phi+\Phi w_{2}<\cdots<\Phi+\Phi w_{2}+\cdots+\Phi w_{n}=\mathfrak{N}_{0}
$$

for the $\Omega$-module $\mathfrak{A}_{0}$. If $w_{2}$ is not a unit then by (6.1.3) we have $w_{2}^{p}=0$. Then $1+w_{2}$ is a unit. By replacing $w_{2}$ by $1+w_{2}$ if $w_{2}$ is not a unit, we can always assume that $w_{2}$ is a unit. From (6.10.1) we have $D_{i} w_{2}=\beta_{i} \in \Phi$ for all $i$. By (6.1.3) we see that not all $\beta_{i}$ are zero. We may assume without loss of generality that $\beta_{1} \neq 0$. We set $x=\beta_{1}^{-1} w_{2}, D_{1}^{\prime \prime}=D_{1}, D_{i}^{\prime \prime}=\beta_{1} D_{i}-\beta_{i} D_{1}$ for $i \neq 1$. Then ( $D_{1}^{\prime \prime}, \cdots, D_{m}^{\prime \prime}$ ) is an orthogonal system equivalent to ( $D_{1}, \cdots, D_{m}$ ) such that $D_{1}^{\prime \prime} x=1, D_{i}^{\prime \prime} x=0$ for all $i \neq 1$. Set $D_{1}^{\prime}=x D_{1}^{\prime \prime}, D_{i}^{\prime}=D_{i}^{\prime \prime}$ for $i \neq 1$. Then ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) is an orthogonal system equivalent to ( $D_{1}^{\prime \prime}, \cdots, D_{m}^{\prime \prime}$ ) and hence to $D_{1}, \cdots, D_{m}$ ) such that

$$
\begin{equation*}
D_{1}^{\prime} x=x \neq 0, \quad \text { where } \quad x \in \mathfrak{A}_{0}\left(D_{1}, \cdots, D_{m}\right) ; \tag{6.10.3}
\end{equation*}
$$

$$
\begin{equation*}
D_{i}=\sum_{j} c_{i j} D_{j}^{\prime} \text {, where } c_{i j} \in \mathscr{H}_{0}\left(D_{1}, \cdots, D_{m}\right) . \tag{6.10.4}
\end{equation*}
$$

The new orthogonal system ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ), being equivalent to $\left(D_{1}, \cdots, D_{m}\right)$, satisfies (6.1.2) and (6.1.3) by Lemma 6.4.

We shall show that $\mathfrak{H}_{0}\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ is properly contained in $\mathfrak{H}_{0}\left(D_{1}, \cdots\right.$, $D_{m}$ ). Take a basis $v_{1}, \cdots, v_{r}$ of $\mathfrak{A}_{0}\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$ such that

$$
\begin{equation*}
D_{\imath}^{\prime} v_{1}=0, \quad D_{i}^{\prime} v_{k}=\sum_{s<k} \alpha_{i k s} v_{s} \tag{6.10.5}
\end{equation*}
$$

for all $i$, where $\alpha_{i k s} \in \Phi$. From (6.10.5) and (6.1.3) we have $v_{1} \in \Phi$, and hence $v_{1} \in \mathfrak{A}_{0}\left(D_{1}, \cdots, D_{m}\right)$. Suppose that $v_{1}, \cdots, v_{k-1} \in \mathfrak{H}_{0}\left(D_{1}, \cdots, D_{m}\right)$. Then from (6.10.4) and (6.10.5) we have

$$
\begin{equation*}
D_{i} v_{k}=\sum_{s<k} \sum_{j=1}^{m} c_{i j} \alpha_{j k s} v_{s} \tag{6.10.6}
\end{equation*}
$$

Since $c_{i j}, \alpha_{j k s}$, and $v_{s}$ belong to $\mathfrak{M}_{0}\left(D_{1}, \cdots, D_{m}\right)$, by Corollary 6.9 we see that the right-hand side of (6.10.6) belongs to $\mathfrak{A}_{0}\left(D_{1}, \cdots, D_{m}\right)$ for all $i$. Therefore from Corollary 6.7 it follows that $v_{k} \in \mathfrak{M}_{0}\left(D_{1}, \cdots, D_{m}\right)$. Proceeding by induction with respect to $k$, we have $v_{k} \in \mathfrak{H}_{0}\left(D_{1}, \cdots, D_{m}\right)$ for all $k$. Therefore $\mathfrak{H}_{0}\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right) \leqq \mathfrak{H}_{0}\left(D_{1}, \cdots, D_{m}\right)$. Suppose $\mathfrak{H}_{0}\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)=\mathfrak{H}_{0}\left(D_{1}\right.$, $\left.\cdots, D_{m}\right)=\mathfrak{A}_{0}$. Since $f \in \mathfrak{H}_{0}$ implies $D_{1}^{\prime} f \in \mathcal{H}_{0}$, we can regard $D_{1}^{\prime}$ as a linear mapping of $\mathfrak{A}_{0}$ into itself. By the definition of $\mathfrak{A}_{0}, 0$ is the only characteristic root of $D_{1}^{\prime}$ in $\mathfrak{Y}_{0}$. However, this contradicts (6.10.3). Thus $\mathfrak{H}_{0}\left(D_{1}, \cdots, D_{m}\right)$ is properly contained in $\mathfrak{M}_{0}\left(D_{1}, \cdots, D_{m}\right)$, and hence the dimension of the former is less than that of the latter. Repeating the above process, we obtain
an orthogonal system $\left(E_{1}, \cdots, E_{m}\right)$ equivalent to the given system ( $D_{1}, \cdots, D_{m}$ ) such that $\mathfrak{N}_{0}\left(E_{1}, \cdots, E_{m}\right)$ is one-dimensional.

Since the algebras $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$ defined by the equivalent systems are the same, we may suppose $\mathfrak{H}_{0}=\boldsymbol{\Phi}$. Then from Lemma 6.8 we have

$$
\begin{equation*}
\mathfrak{A}=\sum \Phi u_{v}, \quad D_{i} u_{v}=\lambda_{i v} u_{\nu}, \tag{6.10.7}
\end{equation*}
$$

for all $i$ and $\nu$. From (6.7.9) we see that $\mathfrak{A}$ is the group algebra of the elementary $p$-group ( $\$ 5$ formed by all $u_{\nu}$. We shall show that if (6.10.7) holds, then $\mathfrak{Z}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$ is isomorphic to a generalized Witt algebra. We define the mapping $\theta_{i}$ of $\mathbb{B H}^{2}$ into $\Phi$ by $\theta_{i}\left(u_{\nu}\right)=\lambda_{i v}$. Then from (6.2.1) it follows that $\theta_{1}, \cdots, \theta_{m}$ are homomorphisms of $(3)$ into the additive group of $\Phi$. We shall show that (2.0.1) and (2.0.2) are satisfied by $\theta_{1}, \cdots, \theta_{m}$. Suppose $\theta_{1}\left(u_{\sigma}\right)$ $=\cdots=\theta_{m}\left(u_{\sigma}\right)=0$. Then $\lambda_{i \sigma}=0$ for all $i$, and hence $\sigma=0, u_{\sigma}=1$. Thus (2.0.1) is satisfied. Suppose now that $\alpha_{1} \theta_{1}+\cdots+\alpha_{m} \theta_{m}=0$. Then $\sum_{i} \alpha_{i} \lambda_{i p}=0$ for all $\nu$, and hence from (6.10.7) we have $\alpha_{1} D_{1}+\cdots+\alpha_{m} D_{m}=0$. Then (1.0.2) yields $\alpha_{1}=\cdots=\alpha_{m}=0$. Thus (2.0.2) is also satisfied. Therefore by the result in $\S 2 \mathfrak{R}\left(\mathscr{A} ; D_{1}, \cdots, D_{m}\right)$ is isomorphic to a generalized Witt algebra.

Thus we have proved the following
Theorem 6.10. Suppose that $\Phi$ is algebraically closed and that the system $\left(D_{1}, \cdots, D_{m}\right)$ is orthogonal. Then the algebra $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ is isomorphic to a generalized Witt algebra if and only if the following conditions (6.1.2) and (6.1.3) hold:

If $f \in \mathfrak{H}$ is such that $D_{i} f=\lambda_{i} f$, where $\lambda_{i} \in \Phi$, for all $i$, then $f=0$ or $f$ is a unit in $\mathfrak{A}$.

$$
\begin{equation*}
D_{1} f=\cdots D_{m} f=0 \text { implies } f \in \Phi . \tag{6.1.2}
\end{equation*}
$$

In particular, if an algebra $\mathfrak{R}$ of the form $\mathbb{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$, where $\left(D_{1}, \cdots, D_{m}\right)$ is not necessarily orthogonal, over an algebraically closed field $\Phi$ is simple, then $\mathfrak{Z}$ is isomorphic to a generalized Witt algebra and $\mathfrak{A}$ to the group algebra of an elementary $p$-group.

Let $\mathfrak{A}, \mathfrak{B}$ be commutative associative algebras over the same ground field $\Phi$, and ( $D_{1}, \cdots, D_{m}$ ), ( $E_{1}, \cdots, E_{m}$ ) orthogonal systems of derivations of $\mathfrak{A}, \mathfrak{B}$, respectively, such that

$$
\begin{equation*}
\mathfrak{\Re}_{0}\left(D_{1}, \cdots, D_{m}\right)=\mathfrak{N}, \quad \mathfrak{B}_{0}\left(E_{1}, \cdots, E_{m}\right)=\Phi . \tag{6.11.1}
\end{equation*}
$$

Let $\mathbb{C}$ be the Kronecker product algebra of $\mathfrak{A}, \mathfrak{B}$, and define derivations $F_{i}$ of $\mathfrak{E}$ by setting $F_{i}=D_{i}$ on $\mathfrak{A}$ and $F_{i}=E_{i}$ on $\mathfrak{B}$. Then ( $F_{1}, \cdots, F_{m}$ ) is an orthogonal system over $\mathfrak{C}$. It is easily seen that the conditions (6.1.2) and (6.1.3) are satisfied for $\left(F_{1}, \cdots, F_{m}\right)$. Hence by Theorem 6.10 we obtain $\mathfrak{R}(\mathfrak{C}$; $\left.F_{1}, \cdots, F_{m}\right)$ isomorphic to a generalized Witt algebra. $\mathfrak{R}\left(\mathfrak{C} ; F_{1}, \cdots, F_{m}\right)$ may be regarded as a composite of $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ and $\mathfrak{R}\left(\mathfrak{B} ; E_{1}, \cdots, E_{m}\right)$.

Note that $\left(F_{1}, \cdots, F_{m}\right)$ does not always satisfy the conditions (6.1.2)(6.1.3) unless (6.11.1) holds.
7. Nilpotent systems (1). A system ( $D_{1}, \cdots, D_{m}$ ) will be called nilpotent if there exists a positive integer $k$ such that $D_{\mathrm{l}}^{k}=\cdots=D_{m}^{k}=0$. If the ground field $\Phi$ is algebraically closed then an orthogonal system $\left(D_{1}, \cdots, D_{m}\right)$ is nilpotent if and only if $\mathfrak{N}_{0}\left(D_{1}, \cdots, D_{m}\right)=\mathfrak{N}$. In the preceding section we have proved that if $\Phi$ is algebraically closed then any simple algebra of the form $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ can be defined by an orthogonal system for which $\mathfrak{U}_{0}=\Phi$. The case $\mathfrak{A}_{0}=\mathfrak{H}$ and the case $\mathfrak{H}_{0}=\Phi$ are two extreme cases. Now we shall prove the following

Theorem 7.1. Suppose that $\Phi$ is algebraically closed. Then any orthogonal system $\left(D_{1}, \cdots, D_{m}\right)$ satisfying (6.1.2) and (6.1.3) is equivalent to a nilpotent orthogonal system. In particular, any generalized Witt algebra over $\Phi$ can be written in the form $\mathfrak{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$, where $\mathfrak{A}$ is the group algebra of an elementary $p$-group and where $\left(D_{1}, \cdots, D_{m}\right)$ is a nilpotent orthogonal system.

Proof. We shall use the notations employed in the preceding section. Because of the remark in the first paragraph of this section, it is sufficient to prove the following: If ( $D_{1}, \cdots, D_{m}$ ) is an orthogonal system satisfying (6.1.2) and (6.1.3) and if $\mathfrak{M}_{0}=\mathfrak{H}_{0}\left(D_{1}, \cdots, D_{m}\right) \neq \mathfrak{Y}$ then there exists an orthogonal system ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) which satisfies the conditions (6.1.2) and (6.1.3) and is equivalent to ( $D_{1}, \cdots, D_{m}$ ) such that $\mathfrak{A}_{0}$ is properly contained in $\mathfrak{A}_{0}^{\prime}=\mathfrak{H}_{0}\left(D_{1}^{\prime}, \cdots, D_{m}^{\prime}\right)$. By Lemma 6.8 we have $\mathfrak{A}=\sum u_{\nu} \mathfrak{H}_{0}, D_{i} u_{\nu}=\lambda_{i \nu} u_{\nu}$, where $\lambda_{i \nu} \in \Phi$. Therefore, if $\mathfrak{A}_{0} \neq \mathfrak{A}$, then there exists a $u_{\sigma} \neq 1$, which we shall fix hereafter. Since not all $\lambda_{i \sigma}$ are 0 , we may assume without loss of generality that $\lambda_{1 \sigma} \neq 0$. We set $D_{1}^{\prime \prime}=D_{1}, D_{i}^{\prime \prime}=\lambda_{1 \sigma} D_{i}-\lambda_{i \sigma} D_{1}$ for $i \neq 0$, and $x=\lambda_{1 \sigma}^{-1} u_{\sigma}$. Then $x$ is a unit and ( $D_{1}^{\prime \prime}, \cdots, D_{m}^{\prime \prime}$ ) is an orthogonal system equivalent to $\left(D_{1}, \cdots, D_{m}\right)$ such that $D_{1}^{\prime \prime} x=x, D_{i}^{\prime \prime} x=0$ for $i \neq 1$. We set $D_{1}^{\prime}=x^{-1} D_{1}^{\prime \prime}$, and $D_{i}^{\prime}=D_{i}^{\prime \prime}$ for $i \neq 1$. Then ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) is an orthogonal system equivalent to ( $D_{1}^{\prime \prime}, \cdots, D_{m}^{\prime \prime}$ ), and hence to ( $D_{1}, \cdots, D_{m}$ ), such that $D_{1}^{\prime} x=1$, $D_{i}^{\prime} x=0$ for $i \neq 1$. Therefore $x \in A_{0}^{\prime}$ by Corollary 6.8. Thus $\mathfrak{H}_{0} \neq \mathfrak{H}_{0}^{\prime}$. Since $u_{0} \in \mathfrak{H}_{0}{ }^{\prime}$, from the above construction we have

$$
\begin{equation*}
D_{i}^{\prime}=\sum_{i} c_{i j} D_{i}, \quad c_{i j} \in \mathfrak{\Re}_{0}^{\prime} \tag{7.1.1}
\end{equation*}
$$

Using (7.1.1) and proceeding the same way as in the preceding section we see that $\mathfrak{A}_{0}$ is properly contained in $\mathfrak{A}_{0}{ }_{0}$.

Remark. A derivation $E$ of $\mathfrak{A}$ over $\Phi$ will be called normal if $E f=0$ implies $f \in \Phi$. It is clear that if $D_{1}$ in the above proof is normal then $\lambda_{1 v} \neq 0$ for every $\nu \neq 0$ and hence we may use $D_{1}$ instead of $D$. Then $D_{1}^{\prime}=\left(\lambda_{1 \sigma} u_{\sigma}\right)^{-1} D_{1}$ is also normal. Therefore if ( $D_{1}, \cdots, D_{m}$ ) is an orthogonal system satisfying (6.1.2) and (6.1.3) and if $D_{1}$ is normal then there exists a nilpotent system ( $D_{1}^{\prime}, \cdots$,
$\left.D_{m}^{\prime}\right)$ equivalent to $\left(D_{1}, \cdots, D_{m}\right)$ such that $D_{1}^{\prime}$ is normal. This fact will be used later in $\S 9$.

The above result may be refined if it is combined with the following
Theorem 7.2. If a nilpotent orthogonal system ( $D_{1}, \cdots, D_{m}$ ) satisfies (6.1.3) then there exist $x_{1}, \cdots, x_{n} \in \mathfrak{A}$ such that the elements $x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}$, where $0 \leqq \nu_{i}<p, x_{i}^{0}=1, x_{i}^{p} \in \Phi$, form a basis of $\mathfrak{H}$ over $\Phi$ and such that $D_{i} x_{1} \in \Phi, D_{i} x_{k}$ $\in \Phi\left(x_{1}, \cdots, x_{k-1}\right)$, the subalgebra of $\mathfrak{A}$ generated by $x_{1}, \cdots, x_{k-1}$ over $\Phi$, for all $i$ and $k>1$. If, in particular, $\Phi$ is perfect in the sense that every element in $\Phi$ is a pth power of an element in $\Phi$, then $x_{1}, \cdots, x_{n}$ may be taken such that either $x_{1}^{p}=\cdots=x_{n}^{p}=1$ or $x_{1}^{p}=\cdots=x_{n}^{p}=0$.

The proof follows easily from the following two lemmas.
Lemma 7.3. Suppose that $\left(D_{1}, \cdots, D_{m}\right)$ is a nilpotent orthogonal system. If $v_{1}, \cdots, v_{r} \in \mathcal{H}$ are linearly independent over $\Phi$, if $D_{i} v_{1}=0$, and if $D_{i} v_{k}$ is a linear combination of $v_{1}, \cdots, v_{k-1}$ for all $i$ and $k>1$, then there exists an element $v \in \mathfrak{A}$ which is not a linear combination of $v_{1}, \cdots, v_{r}$ such that $D_{i} v$ is a linear combination of $v_{1}, \cdots, v_{r}$ for all $i$, provided that $\mathfrak{A}$ is not spanned by $v_{1}, \cdots, v_{r}$.

Proof. Denote by $\Re_{k}$ the $\Omega$-subspace of $\mathfrak{A}$ spanned by $v_{1}, \cdots, v_{k}$. Then $\Re_{1}<\Re_{2}<\cdots<\Re_{r}$ and each factor space $\Re_{k} / \Re_{k-1}$ is one-dimensional. Since any increasing sequence of $\Omega$-subspaces of an $\Omega$-space $\mathfrak{A}$ can be refined into a composition series of $\mathfrak{N}$, there exists a composition series $\mathfrak{R}_{1}<\cdots<\mathfrak{R}_{r}$ $<\Re_{r+1}<\cdots$ of $\mathfrak{N}$. Since $\left(D_{1}, \cdots, D_{m}\right)$ is nilpotent and orthogonal, we have $D_{i} \Re_{r+1} \leqq \Re_{r}$ for all $i$. Take an element $v$ in $\Re_{r+1}$ but not in $\Re_{r}$. Then $D_{i} v \in \Re_{r}$ for all $i$, as required.

In the following if $x_{1}, \cdots, x_{k} \in \mathfrak{H}$, we shall denote by $\Phi\left(x_{1}, \cdots, x_{k}\right)$ the subalgebra of $\mathfrak{A}$ generated by $x_{1}, \cdots, x_{k}$ over $\Phi$. The ground field $\Phi$ is not necessarily algebraically closed.

Lemma 7.4. Suppose that $\left(D_{1}, \cdots, D_{m}\right)$ is a nilpotent orthogonal system satisfying (6.1.3), and that $x_{1}, \cdots, x_{r} \in \mathfrak{H}$ are such that the elements $x_{1}^{\nu_{1}} \cdots x_{r}^{\nu_{r}}$, where $0 \leqq \nu_{i}<p, x_{i}^{0}=1$, are linearly independent over $\Phi$ and such that $D_{i} x_{k}$ $\in \Phi\left(x_{1}, \cdots, x_{k-1}\right)$ for all $i$ and $k$. If $x_{r+1} \notin \Phi\left(x_{1}, \cdots, x_{r}\right)$ is such that $D_{i} x_{r+1}$ $\in \Phi\left(x_{1}, \cdots, x_{r}\right)$ for all $i$, then the elements $x_{1}^{\nu_{1}} \cdots x_{r+1}^{\nu_{r+1}}$, where $0 \leqq \nu_{i}<p$, $x_{i}^{0}=1$, are linearly independent over $\Phi$.

Proof. An element of the form $y=x_{1}^{\nu_{1}} \cdots x_{r}^{\nu_{r}}$, where $0 \leqq \nu_{i}<p$, will be called a monomial, and the number $w=w(y)=\nu_{1}+\nu_{2} p+\cdots+\nu_{r} p^{r-1}$ the weight of the monomial $y$. A monomial is uniquely determined by its weight. A monomial of weight $w$ will be denoted by $y_{w}$. If $f=\alpha_{0} y_{0}+\alpha_{1} y_{1}+\cdots+\alpha_{w} y_{w}$, where $\alpha_{i} \in \Phi, \alpha_{w} \neq 0$, then the weight $w(f)$ of $f$ is defined by $w(f)=w$. It follows easily from our assumption that $w\left(D_{i} f\right)<w(f)$ for all $i$ if $0 \neq f \in \Phi\left(x_{1}, \cdots, x_{r}\right)$.

Any linear combination of the elements $x_{1}^{\nu_{1}} \cdots x_{r+1}^{\nu_{r+1}}$ can be written in the form $f_{0}+f_{1} x_{r+1}+\cdots+f_{p-1} x_{r+1}^{p-1}$ with $f_{0}, \cdots, f_{p-1} \in \Phi\left(x_{1}, \cdots, x_{r}\right)$. We shall
prove by induction with respect to $k$ that if $f_{0}, \cdots, f_{k} \in \Phi\left(x_{1}, \cdots, x_{r}\right)$, $0 \leqq k<p$, then

$$
\begin{equation*}
f_{0}+f_{1} x_{r+1}+\cdots+f_{k} x_{r+1}^{k}=0 \text { implies } f_{0}=\cdots=f_{k}=0 \tag{7.4.1}
\end{equation*}
$$

If $k=0$ then (7.4.1) is clear. Suppose that (7.4.1) holds for all $k<\nu$ but not for $k=\nu$. Let $k=\nu, f_{0}+f_{1} x_{r+1}+\cdots+f_{k} x_{r+1}^{k}=0, f_{k} \neq 0$, and let $f_{k}$ be of minimal weight with respect to this property. For any $i$, we have

$$
\begin{equation*}
\left(D_{i} f_{k}\right) x_{r+1}^{k}+\left(\left(k D_{i} x_{r+1}\right) f_{k}+D_{i} f_{k-1}\right) x_{r+1}^{k-1}+\cdots=0 . \tag{7.4.2}
\end{equation*}
$$

Since $w\left(D_{i} f_{k}\right)<w\left(f_{k}\right)$, we have $D_{i} f_{k}=0$ for all $i$. Then (6.1.3) yields $f_{k} \in \Phi$. Since $f_{k} \neq 0$, we may assume $f_{k}=1$. Then (7.4.2) yields $D_{i}\left(k x_{r+1}+f_{k-1}\right)=0$ for all $i$, and hence by (6.1.3) $k x_{r+1}+f_{k-1} \in \Phi$. Since $0<k<p$, this contradicts the assumption that $x_{r+1} \notin \Phi\left(x_{1}, \cdots, x_{r}\right)$. Thus (7.4.1) is proved for all $k$, completing the proof of the lemma.

An algebra $\ell$ over $\Phi$ is called normal simple if $\ell_{K}$ is simple for any extension K of $\Phi . L$ is normal simple if $\ell_{\mathrm{K}}$ is simple for any algebraically closed extension K of $\Phi$. It is known [4] that the generalized Witt algebras are normal simple if $p>2$ or if $p=2, m>1$.

Тheorem 7.5. Suppose that $p>2$ or that $p=2, m>1$. If $\left(D_{1}, \cdots, D_{m}\right)$ is a nilpotent orthogonal system then $R=\left\{\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)\right.$ is simple if and only if the algebra $\Omega$ of constants of $\Omega$ is a field, while $\Omega$ is normal simple if and only if $\Omega=\Phi$.

We need a general remark. Let $\mathbb{R}$ be an algebra over $\boldsymbol{\Phi}$, and $\boldsymbol{\Phi}^{\prime}$ a subfield of $\Phi$. Since $\mathbb{R}$ is a vector space over $\Phi, \mathbb{R}$ can be regarded as a vector space $\mathbb{R}^{\prime}$ over $\Phi^{\prime}$. The multiplication $x y$ in $\Omega$ is bilinear as a multiplication in $\mathfrak{R}^{\prime}$. Therefore $\ell^{\prime}$ is an algebra over $\Phi^{\prime}$, although not necessarily finite dimensional. If $\left\{u_{i}\right\}$ is a basis of $\mathbb{R}$ over $\Phi$, and if $\left\{a_{j}\right\}$ is a basis of $\Phi$ over $\Phi^{\prime}$, then the set $\left\{a_{j} u_{i}\right\}$ is a basis of $\mathfrak{Z}^{\prime}$ over $\Phi^{\prime}$. We refer the algebra $\mathfrak{\ell}^{\prime}$ as " $\mathfrak{Z}$ regarded as an algebra over $\Phi^{\prime}$." Lemma 7.6 below is probably well known, and in any event the proof may be supplied readily by the reader.

## Lemma 7.6. $\mathfrak{Q}^{\prime}$ is simple if and only if $\mathfrak{Q}$ is simple.

Lemma 7.7. If $\Phi$ has a finite degree $>1$ over $\Phi^{\prime}$, then $\mathfrak{R}^{\prime}$ is not normal simple.
Proof. Since $\Phi$ is algebraic over $\Phi^{\prime}$, there exists an extension K of $\boldsymbol{\Phi}^{\prime}$ such that $\Phi_{\mathrm{K}}$ has a zero divisor $a$. The set $\mathfrak{Y}$ of all elements of the form $a f$, where $f \in \Omega_{\mathrm{K}}^{\prime}$ is an ideal of $\mathfrak{R}_{\mathrm{K}}^{\prime}$ since $(a f) g=a(f g)$ for all $f, g \in \mathfrak{R}_{\mathrm{K}}^{\prime} . \mathfrak{Y}$ is different from zero, since $a \neq 0$. We shall show that $\mathfrak{Y} \neq \ell_{K}^{\prime}$. The set of all $x \in \Phi_{\mathrm{K}}$ such that $a x=0$ is a subalgebra of $\Phi_{\mathrm{K}}$ of dimension $\geqq 1$, so let $a_{1}, \cdots, a_{r}$ be a basis of this subalgebra over $K$. Take $a_{r+1}, \cdots, a_{s} \in \Phi_{K}$ such that $a_{1}, \cdots, a_{s}$ is a basis of $\Phi_{\mathbf{K}}$ over $K$. Since $a \neq 0$, we have $r \leqslant s$. Let $u_{1}, \cdots, u_{n}$ be a basis of $\mathbb{R}$ over $\Phi$. Then $a_{j} u_{i}, j=1, \cdots, s, i=1, \cdots, n$, form a basis of $\ell_{\mathrm{K}}^{\prime}$ over K. Then
$\left\{a a_{j} u_{i}\right\}$ is a system of generators of $\mathfrak{Y}$ over K , and $a a_{1}=\cdots=a a_{r}=0$, so that $\mathfrak{Y} \neq \mathfrak{R}_{\mathbf{K}}^{\prime}$. Therefore $\mathfrak{R}_{\mathrm{K}}^{\prime}$ is not simple, and hence $\mathfrak{R}^{\prime}$ is not normal simple.

Consider the algebra $\Omega\left(\mathscr{\Re} ; D_{1}, \cdots, D_{m}\right)$ whose algebra $\Omega$ of constants is a field. Since $\Re$ is a subfield of the algebra $\mathfrak{R}$, we may consider $\mathscr{A}$ as an algebra $\overline{\mathscr{N}}$ over $\Omega$. Since $D_{i} c=0$ for all $c \in \Omega, D_{i}$ defines a derivation $\bar{D}_{i}$ of $\overline{\mathfrak{R}}$. It is easily seen that $\mathfrak{R}\left(\mathscr{\mathscr { H }} ; D_{1}, \cdots, D_{m}\right)$ is the algebra $\mathfrak{R}\left(\overline{\mathfrak{N}} ; \bar{D}_{1}, \cdots, \bar{D}_{m}\right)$ regarded as an algebra over $\Phi$. Therefore by Lemma $7.6 \mathbb{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ is simple if and only if $\mathfrak{R}\left(\overline{\mathfrak{q}} ; \bar{D}_{1}, \cdots, \bar{D}_{m}\right)$ is simple, provided that $\Omega$ is a field. Note that (1.0.1) and (1.0.2) remain valid for the derivations $\bar{D}_{1}, \cdots, \bar{D}_{m}$.

Lemma 7.8. Let $\Omega$ be the algebra of constants of $\mathbb{R}\left(\mathfrak{A} ; D_{1}, \cdots, D_{m}\right)$, and K an extension of $\Phi$. Then the algebra of constants of $\mathfrak{Z}\left(\mathfrak{H}_{\mathrm{K}} ; D_{1}, \cdots, D_{m}\right)$ is $\Omega_{\mathrm{K}}$.

Proof. Let $u_{1}, \cdots, u_{r}$ be a basis of $\Omega$, and $u_{1}, \cdots, u_{r}, \cdots, u_{n}$ a basis of $\mathfrak{Q}$. Suppose $f=\sum \alpha_{i} u_{i}$, where $\alpha_{i} \in K$, belongs to the algebra of constants of $\mathcal{Z}\left(\mathscr{U}_{\mathrm{K}} ; D_{1}, \cdots, D_{m}\right)$. We shall show that $\alpha_{r+1}=\cdots=\alpha_{n}=0$. For any $i$, we have $\alpha_{r+1} D_{i} u_{r+1}+\cdots+\alpha_{n} D_{i} u_{n}=0$. If $\alpha_{r+1}, \cdots, \alpha_{n}$ were not all zero, then there would exist $\beta_{r+1}, \cdots, \beta_{n} \in \Phi$, not all zero, such that $\beta_{r+1} D_{i} u_{r+1}+\cdots$ $+\beta_{n} D_{i} u_{n}=0$ for all $i$, since $D_{i} u_{j} \in\left\{\right.$. Then we have $\beta_{r+1} u_{r+1}+\cdots+\beta_{n} u_{n} \in \Omega$, a contradiction. Thus $\alpha_{r+1}=\cdots=\alpha_{n}=0$. Therefore the algebra of constants for $\mathfrak{Z}\left(\mathfrak{H}_{\mathrm{K}} ; D_{1}, \cdots, D_{m}\right)$ is $\Omega_{\mathrm{K}}$.

Proof of 7.5 . Suppose that $\mathbb{R}$ is simple. Then, by Lemma 3.2, $\Omega$ is a field. Suppose that $\mathbb{R}$ is normal simple. Let K be an algebraically closed extension of $\Phi$. By Lemma 7.8 the algebra of constants of $\ell_{\mathrm{K}}$ is $\Omega_{\mathrm{K}}$. Since $\Omega_{\mathrm{K}}$ is a field, $\Omega=\boldsymbol{\Phi}$.

Conversely suppose that $\Omega$ is a field. First consider the case $\Omega=\Phi$, and let K be an algebraically closed extension of $\boldsymbol{\Phi}$. Then by Lemma 7.8 the algebra of constants of $\ell_{K}$ is $K$. Since $K$ is algebraically closed, and since ( $D_{1}, \cdots, D_{m}$ ) is nilpotent and orthogonal, by Theorem $6.10, \ell_{K}$ is a generalized Witt algebra. Hence $\ell_{K}$ is simple. Therefore $\mathbb{R}$ is normal simple. Since the algebra of constants of $\mathfrak{R}\left(\overline{\mathscr{R}} ; \bar{D}_{1}, \cdots, \bar{D}_{m}\right)$ is always $\Omega, \mathfrak{R}\left(\overline{\mathscr{A}} ; \bar{D}_{1}, \cdots, \bar{D}_{m}\right)$ is normal simple, and hence $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ is simple.

Corollary 7.9. The derivation algebra of the group algebra $\mathfrak{A}$ over $\Phi$ of an abelian group © © whose order is divisible by $p$ is simple if and only if ©f is an elementary abelian group, provided that the order of $\mathbb{B}^{\circ}$ is greater than 2.

Proof. Suppose that $\mathbb{J}$ is an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}$. Then $\mathfrak{A}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ and it is easily seen [2, p. 217] that $\mathfrak{D}(\mathfrak{R})=\mathfrak{R}\left(\mathfrak{R} ; \partial / \partial x_{1}, \cdots, \partial / \partial x_{n}\right)$. Let $\Omega$ be the algebra of constants for $\Omega$, and let $f \in \Omega$. Then $\partial f / \partial x_{i}=0$ for all $i$ clearly implies that $f \in \Phi$. Hence $\Omega=\Phi$. Since $\left(\partial / \partial x_{1}, \cdots, \partial / \partial x_{n}\right)$ is a nilpotent orthogonal system, the simplicity of $\mathfrak{D}(\mathscr{A})$ follows from Theorem 7.5.

Suppose now that $(\leftrightarrow 3$ is not an elementary $p$-group. Choose an element $x \in\left(\right.$ as follows: if $B_{b}$ contains an element $y \neq 1$ of order relatively prime to $p$,
then we set $x=y$; otherwise, choose an element $y$ of order $p^{r}, r>1$, in $\mathscr{H}$ and set $x=y^{p}$. In the latter case we see easily that $D x=0$ for all $D \in \mathfrak{D}(\mathfrak{H})$. In the former case, $y^{q}=1,(p, q)=1$, and hence $q y^{q-1} D y=0$. Therefore we have also $D x=0$ for all $D \in \mathfrak{D}(\mathfrak{H})$. The element $x-1 \neq 0$ is a zero divisor belonging to the algebra of constants for $\mathfrak{D}(\mathfrak{H})$, and the set $\mathfrak{Y}=\{(x-1) D \mid D \in \mathfrak{D}(\mathfrak{H})\}$ forms an ideal of $\mathfrak{D}(\mathfrak{H})$. In order to show that $\mathfrak{F}$ is a nonzero proper ideal, we decompose $\mathfrak{G}$ into a direct product of a group $\mathfrak{G}_{1}$ and a cyclic $p$-group $\mathfrak{B}_{2} \neq 1$ generated by an element $z$. Define a linear transformation $E$ of $\mathfrak{A}$ by the rule: $E\left(g_{1} z^{t}\right)=\operatorname{tg}_{1} z^{t-1}$, where $g_{1} \in \mathfrak{G}_{1}$. Then it is easily seen that $E$ is a derivation of $\mathfrak{N}$ such that $E z=1$. We have $0 \neq(x-1) E \in \mathfrak{J}$, since $(x-1) E z=x-1 \neq 0$. Thus $\mathfrak{Y} \neq 0$ is proved. Suppose $E \in \mathfrak{Y} ; E=(x-1) D$ with $D \in \mathfrak{D}(\mathfrak{H})$. Then we have $1=(x-1)(D z)$, a contradiction, since $x-1$ is a zero divisor. Thus $\mathfrak{Y} \neq \mathfrak{D}(\mathfrak{H})$ is also proved. Therefore $\mathfrak{D}(\mathfrak{H})$ is not simple.

Corollary 7.10. Let $\mathfrak{A}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ be the group algebra of an elementary p-group with independent generators $x_{1}, \cdots, x_{n}$. Suppose that ( $D_{1}, \cdots$, $D_{m}$ ) is an orthogonal system such that

$$
D_{i}=a_{i 1} \frac{\partial}{\partial x_{1}}+\cdots+a_{i n} \frac{\partial}{\partial x_{n}},
$$

where $a_{i k} \in \Phi\left(x_{1}, \cdots, x_{k-1}\right)$ for all $i$ and $k$. Unless $p=2, m=1, \mathcal{R}\left(\mathfrak{A} ; D_{1}, \cdots\right.$, $D_{m}$ ) is normal simple if and only if the following condition is satisfied:

For any $k$, there does not exist $f \in \Phi\left(x_{1}, \cdots, x_{k-1}\right)$ such that $a_{i k}=D_{i} f$ for all $i$.

Proof. We may assume $\Phi$ is algebraically closed. It is easily seen that ( $D_{1}, \cdots, D_{m}$ ) is nilpotent. Therefore, by Theorem 7.5, $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right.$ ) is normal simple if and only if (6.1.3) is satisfied. Since $D_{i} x_{k}=a_{i k}$, (7.10.1) follows from (6.1.3). Suppose now that (7.10.1) is satisfied. Let $f \in \Phi\left(x_{1}, \cdots, x_{r}\right)$. If $r=1$ then (6.1.3) is clear, since $D_{i} x_{1}=a_{i 1} \in \Phi$ and not all $a_{i 1}$ are zero by (7.10.1). We shall proceed by induction with respect to $r$. Suppose that $r>1$ and that (6.1.3) is true if $f \in \Phi\left(x_{1}, \cdots, x_{r-1}\right)$. Suppose now $f=b_{0}+b_{1} x_{r}+\cdots$ $+b_{k} x_{r}^{k}$, where $b_{0}, \cdots, b_{k} \in \Phi\left(x_{1}, \cdots, x_{r-1}\right), b_{k} \neq 0$. If $D_{i} f=0$ for all $i$, then

$$
\begin{equation*}
D_{i} f=\left(D_{i} b_{0}+b_{1} a_{i r}\right)+\cdots+\left(D_{i} b_{k-1}+k b_{k} a_{i r}\right) x_{r}^{k-1}+\left(D_{i} b_{k}\right) x_{r}^{k}=0 . \tag{7.10.2}
\end{equation*}
$$

Therefore $D_{i} b_{k}=0$ for all $i$. Then the induction assumption gives $b_{k} \in \Phi$. From (7.10.2) we have $D_{i} b_{k-1}+k b_{k} a_{i k}=0$ for all $i$. If $0<k$ we set $h=\left(k b_{k}\right)^{-1} b_{k-1}$. Then we have $h \in \Phi\left(x_{1}, \cdots, x_{r-1}\right)$ and $a_{i r}+D_{i} h=0$ for all $i$, a contradiction. Therefore $k=0$. Then $f \in \Phi\left(x_{1}, \cdots, x_{r-1}\right)$ and the induction assumption gives $f \in \Phi$. Thus (6.1.3) holds for all $f \in \mathfrak{A}$.

Let $\mathfrak{R}=\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ be the algebra given in the above Corollary 7.10 , and let $\mathfrak{Q}^{\prime}=\mathfrak{R}\left(\mathfrak{B} ; E_{1}, \cdots, E_{m}\right)$ be an algebra defined by a group algebra
$\mathfrak{B}$ (over $\Phi$ ) of an elementary $p$-group with independent generators $y_{1}, \cdots, y_{r}$ and by derivations of $\mathfrak{B}$ given by

$$
E_{i}=\alpha_{i 1} y_{1} \frac{\partial}{\partial y_{1}}+\cdots+\alpha_{i r} y_{r} \frac{\partial}{\partial y_{r}}
$$

where $\alpha_{i j} \in \Phi$. Unless $m=1, p=2$, the algebra $\mathfrak{X}^{\prime}$ is normal simple if and only if the following condition is satisfied:

$$
\begin{align*}
& \text { If integers } k_{1}, \cdots, k_{r} \text { are such that } \sum_{s=1}^{r} \alpha_{i s} k_{s}=0 \text { for all } i \text {, then }  \tag{7.10.2}\\
& k_{1} \equiv \cdots \equiv k_{r} \equiv 0(\bmod p)
\end{align*}
$$

In case (7.10.2) holds, $L^{\prime}$ is a generalized Witt algebra. We have $\mathfrak{Y}_{0}\left(D_{1}, \cdots, D_{m}\right)=\mathfrak{A}_{0}$ and $\mathfrak{B}_{0}\left(E_{1}, \cdots, E_{m}\right)=\Phi$, and hence by the remark following Theorem 6.10 we can construct a "composite" $\mathfrak{R}^{\prime \prime}=\mathfrak{R}\left(\mathfrak{C} ; F_{1}, \cdots, F_{m}\right)$ of $\mathbb{R}$ and $\mathfrak{R}^{\prime}$. Here $\mathbb{C}$ becomes the group algebra (over $\Phi$ ) of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{r}$, and

$$
F_{i}=a_{i 1} \frac{\partial}{\partial x_{1}}+\cdots+a_{i n} \frac{\partial}{\partial x_{n}}+\alpha_{i 1} y_{1} \frac{\partial}{\partial y_{1}}+\cdots+\alpha_{i r} y_{r} \frac{\partial}{\partial y_{r}}
$$

Thus, unless $m=1, p=2$, the algebra $\mathbb{R}^{\prime \prime}$ is normal simple if (7.10.1) and (7.10.2) are satisfied. We may also prove that the conditions (7.10.1) and (7.10.2) are necessary in order that $\mathbb{R}^{\prime \prime}$ be simple.
8. Nilpotent systems (2). The case $m=1$. If the $D$-dimension $m=1$, then we can still further sharpen the results obtained in the preceding section. In particular, it will be proved that any generalized Witt algebra of the form $\mathfrak{Z}(\mathfrak{H} ; D)$ over an algebraically closed field is uniquely determined by its $\operatorname{dimen}_{S}$ ! ${ }^{\text {on }}$. The results obtained here will be the basis of the argument in the next s ection.

Consider the group algebra $\mathfrak{A}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}$ and the derivation $D$ of $\mathfrak{A}$ defined by

$$
\begin{equation*}
D=\frac{\partial}{\partial x_{1}}+x_{1}^{p-1} \frac{\partial}{\partial x_{2}}+\cdots+x_{1}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}} \tag{8.0.1}
\end{equation*}
$$

Then $D$ is nilpotent. Let $y_{w}=x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}$ be a monomial of weight $w=\nu_{1}$ $+\nu_{2} p+\cdots+\nu_{n} p^{n-1}$. Then $D y_{w}$ is easily seen to be a linear combination of monomials of weight $<w$. Since $x_{1}^{p-1} \cdots x_{k}^{p-1}$ is the monmial of maximal weight in $\Phi\left(x_{1}, \cdots, x_{k}\right)$, there does not exist $f \in \Phi\left(x_{1}, \cdots, x_{k}\right)$ such that $D f=x_{1}^{p-1} \cdots x_{k}^{p-1}$. Therefore from Corollary 7.10 it follows that

$$
\begin{equation*}
D f=0 \text { implies } f \in \Phi \tag{8.0.2}
\end{equation*}
$$

Hence if $2<p$ then the algebra $R(\mathfrak{H} ; D)$ is normal simple.
Remark. Jacobson [3, Theorem 4] proved the existence of a derivation $D$
of $\mathscr{A}$ satisfying (8.0.2) under the condition that $\Phi$ is infinite. However, the above arguments show that such a derivation exists for any field $\Phi$.

Lemma 8.1. If $f \in\{$ is of weight $w \geqq 1$ then $D f$ is of weight $w-1$.
Proof. We may assume that $f=y_{w}$ is a monomial of weight $w$. Suppose that $D y_{w}$ is of weight $<w-1$. Then $D y_{1}, \cdots, D y_{v}$ are linear combinations of $y_{0}, \cdots, y_{w-2}$, and hence there exist $\alpha_{1}, \cdots, \alpha_{w} \in \Phi$, which are not all zero, such that $\sum \alpha_{i} D y_{i}=0$. Hence we have $D\left(\sum \alpha_{i} y_{i}\right)=0, \sum \alpha_{i} y_{i} \in \Phi$, and $\alpha_{1}=\cdots=\alpha_{v}=0$, a contradiction. Therefore $D y_{v}$ is of weight $w-1$.

As an immediate consequence of (8.1) we have
Lemma 8.2. If $0 \leqq w<p^{n}-1$ then there exists an element $f \in \mathscr{A}$ such that $D f=y_{w}$.

Now we consider an arbitrary algebra $\mathfrak{Z}(\mathfrak{A} ; D)$ of $D$-dimension $m=1$, where $D$ is a nilpotent derivation satisfying (8.0.2). We shall assume that $\Phi$ is perfect. If $\mathfrak{A}$ is of dimension greater than 1 then we can easily find an element $x \in \mathscr{H}$ such that $D x=1, x^{p}=1$. Then $1, x, \cdots, x^{p-1}$ are linearly independent. Suppose we have already found $x_{1}, \cdots, x_{k} \in \mathfrak{H}$ satisfying (8.3.1)-(8.3.3) below:

$$
\begin{equation*}
x_{i}^{p}=1 \quad \text { for all } i=1, \cdots, k ; \tag{8.3.1}
\end{equation*}
$$

The elements $x_{1}^{\nu_{1}} \cdots x_{k}^{\nu_{k}}$, where $0 \leqq \nu_{i}<p, x_{i}^{0}=1$, are linearly independent over $\Phi$;

$$
\begin{equation*}
D x_{1}=1, \quad D x_{2}=x_{1}^{p-1}, \cdots, D x_{k}=x_{1}^{p-1} \cdots x_{k-1}^{p-1} \tag{8.3.2}
\end{equation*}
$$

If $\mathfrak{A}$ is not spanned by the elements $x_{1}^{\eta_{1}} \cdots x_{k}^{\eta_{k}}$, then by Lemma 7.3 there exists $v \in \mathscr{H}$ such that $D v \in \Phi\left(x_{1}, \cdots, x_{k}\right)$, while $v \notin \Phi\left(x_{1}, \cdots, x_{k}\right)$. We set $D v=\alpha x_{1}^{p-1} \cdots x_{k}^{p-1}+g$, where $\alpha \in \Phi$ and where $g$ is a linear combination of monomials of weight $<p^{k}-1$. By Lemma 8.2 there exists $f \in \Phi\left(x_{1}, \cdots, x_{k}\right)$ such that $D f=g$. Then $D(v-f)=\alpha x_{1}^{p-1} \cdots x_{k}^{p-1}$. Hence $\alpha \neq 0$, otherwise $D(v-f)=0, v-f \in \Phi$, and $v \in \Phi\left(x_{1}, \cdots, x_{k}\right)$. Since $\Phi$ is perfect, there exists $\beta \in \Phi$ such that $x_{k+1}=\alpha^{-1}(v-f)+\beta$ satisfies $x_{k+1}^{p}=1$. Thus we have proved the existence of $x_{k+1}$ satisfying

$$
\begin{align*}
D x_{k+1} & =x_{1}^{p-1} \cdots x_{k}^{p-1}, \quad x_{k+1}^{p}=1 \\
x_{k+1} & \notin \Phi\left(x_{1}, \cdots, x_{k}\right) \tag{8.3.4}
\end{align*}
$$

Then by Lemma 7.4 the elements $x_{1}^{\nu_{1}} \cdots x_{k+1}^{\nu_{k+1}}$ are linearly independent over $\Phi$. Repeating the above process we obtain $x_{1}, \cdots, x_{n} \in \mathscr{A}$ such that the elements $x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}$, where $0 \leqq \nu_{i}<p$, form a basis of $\mathfrak{U}$ and such that (8.3.4) holds for all $k$. Let $(5)$ be the multiplicative group generated by the elements $x_{1}, \cdots, x_{n}$. Then $\mathfrak{A}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ is the group algebra of $\mathfrak{F}$ over $\Phi$, and $D$ can be written in the form (8.0.1).

By a similar argument we may choose $x_{1}, \cdots, x_{n}$ satisfying $x_{1}^{p}=\cdots=x_{p}^{n}$ $=0$ instead of $x_{1}^{p}=\cdots=x_{n}^{p}=1$. Thus we have proved

Theorem 8.3. Suppose that $\Phi$ is a perfect field. If $\mathfrak{A}$ has a nilpotent derivation $D$ satisfying (8.0.2) then $\mathfrak{A}$ is the group algebra of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}\left(\right.$ or $\left.1+x_{1}, \cdots, 1+x_{n}\right)$ by which $D$ can be written in the form (8.0.1).

Corollary 8.4. Suppose that $\Phi$ is algebraically closed. Then any generalized Witt algebra of D-dimension 1 is uniquely determined by its dimension and can be written in the form $\mathfrak{R}(\mathfrak{H} ; D)$, where $\mathfrak{H}$ and $D$ are the same as in Theorem 8.3, that is, $\mathfrak{H}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ is the group algebra of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}\left(o r, 1+x_{1}, \cdots, 1+x_{n}\right)$, and where $D$ is given by (8.0.1). If $\mathfrak{H}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ then any generalized Witt algebra $\mathfrak{Z}\left(\mathfrak{A} ; D_{1}, \cdots, D_{n}\right)$ of $D$-dimension $n$ is isomorphic to the algebra $\mathfrak{R}(\mathfrak{H}$; $\left.\partial / \partial x_{1}, \cdots, \partial / \partial x_{n}\right)$.

The proof of the second part of Corollary 8.4 is as follows: It was shown in $\S 2$ that any generalized Witt algebra $\&$ can be defined by an orthogonal system $\left(D_{1}, \cdots, D_{m}\right)$ which can be written in the form $D_{i}=\sum_{j} \alpha_{i j} x_{j}\left(\partial / \partial x_{j}\right)$, ( $i=1, \cdots, m$ ), where $\alpha_{i j} \in \Phi$ and where $x_{1}, \cdots, x_{n}$ form a system of independent generators of an elementary (multiplicative) $p$-group of which $\mathfrak{A}$ is the group algebra over $\Phi$. It was also shown there that the $m \times n$ matrix $\left(\ddot{\alpha}_{i j}\right)$ is of rank $m$. In our present case where $m=n,\left(\alpha_{i j}\right)$ is a nonsingular square matrix. Therefore $\left(D_{1}, \cdots, D_{n}\right)$ is equivalent to $\left(x_{1}\left(\partial / \partial x_{1}\right), \cdots\right.$, $\left.x_{n}\left(\partial / \partial x_{n}\right)\right)$ and hence to $\left(\partial / \partial x_{1}, \cdots, \partial / \partial x_{n}\right)$. Therefore, $\mathcal{R}\left(\mathfrak{Y} ; D_{1}, \cdots, D_{n}\right)$ $=\mathfrak{R}\left(\mathfrak{H} ; \partial / \partial x_{1}, \cdots, \partial / \partial x_{n}\right)$, which is uniquely determined by $\Phi$ and $n$ up to isomorphisms. (Note that we have started with a generalized Witt algebra. If we had started with an orthogonal system $\left(D_{1}, \cdots, D_{n}\right)$ satisfying (6.1.2)(6.1.3) then we could use the main result of $\S 6$ in order to identify it as a generalized Witt algebra.)

The proof of the second part can also be derived from the following general theorem of H . Zassenhaus (cf. his forthcoming book on representation theory) : Any $n$ linearly independent elements of a vector module $\mathfrak{B}$ of dimension $n$ over a commutative ring $\mathfrak{A}$ with unit element, which is its own quotient ring, form a basis of $\mathfrak{B}$ over $\mathfrak{A}$.

Thus the problem of classification of the generalized Witt algebras is completely solved for the two extreme cases: $m=1$ and $m=n$. The author has been unable to solve this problem in general.
9. Principal and normal systems. Let $\mathfrak{A}$ be the group algebra over the ground field $\Phi$ of an elementary $p$-group (I) of order $p^{n}$. A set $\left\{x_{1}, \cdots, x_{n}\right\}$ of elements in $\mathfrak{A}$ will be called a set of principal generators of $\mathfrak{A}$ if $x_{i}^{p}=1$ for all $i$ and if the $p^{n}$ elements $x_{1}^{\nu_{1}} x_{2}^{\nu_{2}} \cdots x_{n}^{\nu_{n}}$, where $0 \leqq \nu_{i}<p, x_{i}^{0}=1$, form a basis of $\mathfrak{A}$ over $\Phi$. (Note that the group $(\mathbb{H})$ does not always coincide with the multiplicative group generated by $x_{1}, \cdots, x_{n}$.) Consider now $m n$ elements $\alpha_{i j}$,
$(i=1, \cdots, m ; j=1, \cdots, n)$, in $\Phi$ satisfying the conditions (9.0.1)-(9.0.2) below (cf. (2.0.4)-(2.0.5)):

If $k_{1}, \cdots, k_{n}$ are integers such that $\sum_{j} a_{i j} k_{j}=0$ for $i=1, \cdots, m$, then $k_{1} \equiv \cdots \equiv k_{n} \equiv 0(\bmod p) ;$
(9.0.2) The rank of the $m \times n$ matrix ( $\alpha_{i j}$ ) is $m$.

It is easily seen that, for given $m$ and $n$ such that $m \leqq n$, if $\Phi$ contains sufficiently many elements then we can always find $m n$ elements $\alpha_{i j} \in \Phi$ satisfying (9.0.1)-(9.0.2) above. Take an arbitrary set $\left\{x_{1}, \cdots, x_{n}\right\}$ of principal generators of $\mathfrak{H}$ and an arbitrary set of $m n$ elements $\alpha_{i j} \in \Phi$ satisfying (9.0.1)(9.0.2), and define linear transformations $D_{1}, \cdots, D_{m}$ of $\mathfrak{A}$ by the rule:

$$
D_{i}\left(x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}\right)=\left(\alpha_{i 1} \nu_{1}+\cdots+\alpha_{i n} \nu_{n}\right) x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}
$$

for $i=1, \cdots, m$. Then it is easily verified that $D_{1}, \cdots, D_{m}$ are derivations of $\mathfrak{A}$. We have $D_{i} \circ D_{j}=0$ for all $i$ and $j$. In order to prove this statement, set

$$
\begin{equation*}
u_{\nu}=x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}, \quad \lambda_{i \nu}=\alpha_{i 1} \nu_{1}+\cdots+\alpha_{i n} \nu_{n} . \tag{9.0.3}
\end{equation*}
$$

Then $D_{i} u_{\nu}=\lambda_{i \nu} u_{\nu}$, and we have

$$
\begin{aligned}
\left(D_{i} \circ D_{j}\right) u_{\nu} & =D_{i}\left(D_{j} u_{\nu}\right)-D_{j}\left(D_{i} u_{\nu}\right) \\
& =\lambda_{i \nu} \lambda_{j \nu} u_{\nu}-\lambda_{j \nu} \lambda_{i \nu} u_{\nu}=0
\end{aligned}
$$

for all $u_{\nu}$, and hence $D_{i} \circ D_{j}=0$ is proved. Suppose $\sum f_{i} D_{i}=0$ with $f_{i} \in \mathfrak{Y}$. Then $\left(\sum f_{i} D_{i}\right) x_{j}=0$, and hence $\sum_{i} f_{i} \alpha_{i j}=0$ for all $j$. Then from (9.0.2) it follows easily that $f_{i}=0$ for all $i$. Thus we have proved that $\left(D_{1}, \cdots, D_{m}\right)$ is an orthogonal system. Any system obtained in the above manner will be called principal. Principal systems were used in §2 to define generalized Witt algebras.

We shall show that any principal system $\left(D_{1}, \cdots, D_{m}\right)$ satisfies the conditions (6.1.2)-(6.1.3). Suppose $D_{i} f=0$ for all $i$. Set $f=\sum \gamma_{\nu} u_{\nu}$ with $\gamma_{\nu} \in \Phi$. Then $\lambda_{i \nu} \gamma_{\nu}=0$ for all $i$ and $\nu$. If $\gamma_{\nu} \neq 0$, then $\lambda_{i \nu}=0$ for all $i$, and hence from (9.0.1) and (9.0.3) it follows that $\nu_{1} \equiv \cdots \equiv \nu_{n} \equiv 0(\bmod p), u_{\nu}=1$. Therefore $f=\gamma_{0} u_{0} \in \Phi$, proving (6.1.3). Suppose now $D_{i} f=\lambda_{i} f$ for all $i$ with $f=\sum \gamma_{\nu} u_{\nu}$, $\lambda_{i}$ and $\gamma_{\nu}$ all being in $\Phi$. Then $\gamma_{\nu} \lambda_{i \nu}=\lambda_{i} \gamma_{\nu}$ for all $i$ and $\nu$. If $\gamma_{\nu} \neq 0, \gamma_{\mu} \neq 0$, then $\lambda_{i \nu}=\lambda_{i \mu}\left(=\lambda_{i}\right)$, and hence $D_{i}\left(u_{\nu} u_{\mu}^{-1}\right)=0$ for all $i$. Since (6.1.3) holds for the system $\left(D_{1}, \cdots, D_{m}\right)$, we have $u_{\nu} u_{\mu}^{-1} \in \Phi$, which, however, is impossible unless $\nu=\mu$. Therefore $f=\gamma u_{\nu}$ for some $\gamma \in \Phi$ and $u_{\nu}$. Since $u_{\nu}$ is a unit in $\mathfrak{A},(6.1 .2)$ is also verified.

It is proved in $\S 6$, assuming $\Phi$ is algebraically closed, that any orthogonal system ( $D_{1}, \cdots, D_{m}$ ) satisfying (6.1.2)-(6.1.3) is equivalent to a principal system and that the system $\left(D_{1}, \cdots, D_{m}\right)$ is principal if and only if $D_{i} f \in \Phi$ for all $i$ implies $f \in \Phi$, i.e., $\mathfrak{M}_{0}\left(D_{1}, \cdots, D_{m}\right)=\Phi$.

We recall that a derivation $D$ of $\mathfrak{A}$ is called normal if and only if $D f=0$ implies $f \in \Phi$. A system $\left(D_{1}, \cdots, D_{m}\right)$ will be called normal if some $D_{i}$ is
normal. Two systems $\left(D_{1}, \cdots, D_{m}\right)$ and ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) will be called scalarequivalent if $D_{i}^{\prime}=\sum_{j} \gamma_{i j} D_{j}$ for all $i$, where $\gamma_{i j} \in \Phi$ and where the matrix ( $\gamma_{i j}$ ) is nonsingular. Any system scalar-equivalent to a principal system is also principal.

Lemma 9.1. If $\Phi$ is infinite, then for any principal system there exists a normal principal system scalar-equivalent to it.

Proof. Let the principal system ( $D_{1}, \cdots, D_{m}$ ) be defined by means of $\alpha_{i j} \in \Phi$ satisfying (9.0.1)-(9.0.2), a set $\left\{x_{1}, \cdots, x_{n}\right\}$ of principal generators, and the relations $D_{i} x_{j}=\alpha_{i j} x_{j}$. Consider the $p^{n}$ linear forms $\phi(\nu ; \xi)=\sum_{i j} \xi_{i} \alpha_{i j} \nu_{j}$ in the indeterminates $\xi_{1}, \cdots, \xi_{m}$, where $0 \leqq \nu_{i}<p$. By (9.0.1), we have $\phi(\nu ; \xi) \neq 0$ if $\nu \neq 0$. Since $\Phi$ is infinite there exist $\beta_{1}, \cdots, \beta_{m} \in \Phi$ such that $\phi(\nu ; \beta) \neq 0$ for all $\nu \neq 0$. We shall show that $D=\sum \beta_{i} D_{i}$ is normal. Suppose $D f=0$, where $f=\sum \gamma_{\nu} u_{\nu}$ with $\gamma_{\nu} \in \Phi$. Since $D u_{\nu}=\phi(\nu ; \beta) u_{\nu}$, we have $\gamma_{\nu} \phi(\nu ; \beta)$ $=0$ for all $\nu \neq 0$. Then $\phi(\nu ; \beta) \neq 0$ for $\nu \neq 0$ implies $\gamma_{\nu}=0$ for all $\nu \neq 0$. Therefore $f \in \Phi$ and hence $D$ is shown to be normal. Since not all $\beta_{i}$ are zero, we may assume $\beta_{1} \neq 0$ without loss of generality. Set $D_{1}^{\prime}=D, D_{i}^{\prime}=D_{i}$ for $i>1$. Then ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) is a normal principal system scalar-equivalent to ( $D_{1}, \cdots$, $D_{m}$ ).

From Lemma 9.1 and the remark following the proof of Theorem 7.1, we obtain the following refinement of Theorem 7.1.

Theorem 9.2. If $\Phi$ is algebraically closed then any orthogonal system satisfying (6.1.2) and (6.1.3) is equivalent to a normal nilpotent orthogonal system.

The characterization of the generalized Witt algebras given in the following theorem contains considerably fewer parameters than that given by Kaplansky.

Theorem 9.3. Suppose $\Phi$ is algebraically closed. Then any generalized Witt algebra over $\Phi$ can be written in the form $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$, where $\mathfrak{A}=\Phi\left(x_{1}\right.$, $\cdots, x_{n}$ ) is the group algebra of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}$, and where

$$
\begin{align*}
D_{1}= & \frac{\partial}{\partial x_{1}}+x_{1}^{p-1} \frac{\partial}{\partial x_{2}}+\cdots+x_{1}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}},  \tag{9.3.1}\\
D_{i}= & \alpha_{i i}\left(\frac{\partial}{\partial x_{i}}+x_{i}^{p-1} \frac{\partial}{\partial x_{i+1}}+\cdots+x_{i}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}}\right) \\
& +\alpha_{i, i+1}\left(\frac{\partial}{\partial x_{i+1}}+\cdots+x_{i+1}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}}\right)+\alpha_{i n} \frac{\partial}{\partial x_{n}},(1<i) \tag{9.3.2}
\end{align*}
$$

with $\alpha_{i j} \in \Phi$.
Proof. By Theorem 9.2, a generalized Witt algebra $\ell$ can be written in the form $\mathfrak{R}\left(\mathscr{H} ; D_{1}, \cdots, D_{m}\right)$, where $\left(D_{1}, \cdots, D_{m}\right)$ is a normal nilpotent orthogonal system. We shall assume that $D_{1}$ is normal. Then by Theorem 8.3 there
exist $x_{1}, \cdots, x_{n} \in\left\{\right.$ such that $x_{1}^{p}=\cdots=x_{n}^{p}=1$, such that the monomials $x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}, 0 \leqq \nu<p$, form a basis of $\mathfrak{H}$ over $\Phi$, and such that $D_{1}$ takes the form (9.3.1). Suppose that $D$ is an arbitrary derivation of $\mathfrak{A}$ commutative with $D_{1}$. From $D_{1}\left(D x_{1}\right)=D\left(D_{1} x_{1}\right)=0$, we have $D x_{1}=\alpha_{1} \in \Phi$. For any $k>0$, we have

$$
\begin{aligned}
D_{1}\left(D x_{k+1}\right) & =D\left(D_{1} x_{k+1}\right)=D\left(\left(D_{1} x_{k}\right) x_{k}^{p-1}\right) \\
& =\left(D D_{1} x_{k}\right) x_{k}^{p-1}-\left(D_{1} x_{k}\right)\left(D x_{k}\right) x_{k}^{p-2} \\
& =D_{1}\left(\left(D x_{k}\right) x_{k}^{p-1}\right)
\end{aligned}
$$

Therefore we have $D_{1}\left(D x_{k+1}-\left(D x_{k}\right) x_{k}^{p-1}\right)=0$, and hence $D x_{k+1}-\left(D x_{k}\right) x_{k}^{p-1}$ $=\alpha_{k+1} \in \Phi$, from which we see easily that

$$
\begin{equation*}
D=\alpha_{1}\left(\frac{\partial}{\partial x_{1}}+\cdots+x_{1}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}}\right)+\cdots+\alpha_{n} \frac{\partial}{\partial x_{n}} \tag{9.3.3}
\end{equation*}
$$

Since every $D_{i}$ commutes with $D_{1}$, it has the form (9.3.3). Then by taking a suitable scalar-equivalent system we obtain ( $D_{1}, \cdots, D_{m}$ ) of the form (9.3.2).

REMARK. If we take $1+x_{1}, \cdots, 1+x_{n}$ as independent generators of the group (F) instead of $x_{1}, \cdots, x_{n}$, then the forms (9.3.1)-(9.3.2) can still be preserved, and we have $x_{1}^{p}=\cdots=x_{n}^{p}=0$. In this case, it is easily seen that

$$
\frac{\partial}{\partial x_{i}}+x_{i}^{p-1} \frac{\partial}{\partial x_{i+1}}+\cdots+x_{i}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}}=\left(-D_{1}\right)^{p^{i-1}}
$$

Therefore, if a generalized Witt algebra $\mathbb{R}$ contains $D^{p}$ for every $D \in \mathbb{R}$ then $\mathbb{R}$ must be the derivation algebra of the group algebra of an elementary $p$-group.
10. The case $\Phi=G F(p)$. Let $\mathbb{R}$ be an algebra over a field $\Phi$, and $u_{1}, \cdots, u_{n}$ a basis of $\mathfrak{R}$ over $\Phi$. Then $u_{i} u_{j}=\sum \alpha_{i j k} u_{k}$, where $\alpha_{i j k} \in \Phi$. If we can choose a basis $\left\{u_{i}\right\}$ of $\mathfrak{R}$ over $\Phi$ such that all the $\alpha_{i j k}$ belong to a subfield $\Phi^{\prime}$ of $\Phi$, then we shall say that the algebra is definable over $\Phi^{\prime}$. In other words, an algebra $\mathbb{R}$ over $\boldsymbol{\Phi}$ is definable over $\Phi^{\prime}$ if and only if there exists an algebra $L^{\prime}$ over $\boldsymbol{\Phi}^{\prime}$ such that $L_{\Phi}^{\prime}=L$.

Corollary 8.4 shows that any generalized Witt algebra of $D$-dimension $m=1$ over an algebraically closed field $\Phi$ is definable over $G F(p)$, which may naturally be regarded as a subfield of $\Phi$. Whether or not this is true for an arbitrary $D$-dimension $m$ is not known.

As an application of Theorem 9.3, we shall show that if $\mathfrak{A}$ is the group algebra of an elementary $p$-group of order $p^{3}$ then any generalized Witt algebra $\mathbb{R}$ of $D$-dimension 2 over an algebraically closed field $\Phi$ is definable over $G F(p)$. Let $\left\{x^{i} y^{i} z^{k}\right\}$ be a basis of $\mathfrak{A}$, where $x^{p}=y^{p}=z^{p}=0$. By Theorem 9.3, we may assume that

$$
D_{1}=\frac{\partial}{\partial x}+x^{p-1} \frac{\partial}{\partial y}+x^{p-1} y^{p-1} \frac{\partial}{\partial z}, \quad D_{2}=\alpha\left(\frac{\partial}{\partial y}+y^{p-1} \frac{\partial}{\partial z}\right)+\beta \frac{\partial}{\partial z}
$$

where $\alpha, \beta \in \Phi$. Suppose first that $\alpha \neq 0$. Then we may assume $\alpha=1$. If, furthermore, $\beta=0$, then our assertion is proved. Suppose $\beta \neq 0$. Taking a nonzero element $\lambda \in \Phi$, we set $x^{\prime}=\lambda x, y^{\prime}=\lambda^{p} y, z^{\prime}=\lambda^{p} z$. Then the set $\left\{x^{\prime} y^{\prime} y^{\prime} z^{\prime k}\right\}$ forms a basis of $\mathscr{\mathcal { U }}$, and we have $D_{1}=\lambda D_{1}^{\prime}, D_{2}=\lambda^{p} D_{2}^{\prime}$, where

$$
\begin{aligned}
& D_{1}^{\prime}=\frac{\partial}{\partial x^{\prime}}+x^{\prime p-1} \frac{\partial}{\partial y^{\prime}}+x^{\prime p-1} y^{\prime p-1} \frac{\partial}{\partial z^{\prime}} \\
& D_{2}^{\prime}=\frac{\partial}{\partial y^{\prime}}+y^{\prime p-1} \frac{\partial}{\partial z^{\prime}}+\lambda^{p^{2}-p} \beta \frac{\partial}{\partial z^{\prime}}
\end{aligned}
$$

Therefore if we determine $\lambda$ by the equation $\lambda^{p 2-p} \beta=1$, then we see that $\mathbb{R}$ is definable over $G F(p)$. If $\alpha=0$ then we may take $\beta=1$, and hence our assertion is also clear.

At the end of §2, we have remarked that the only algebra which can be constructed by Kaplansky's method for the case where $D$-dimension $m=1$ and $\Phi=G F(p)$ is the original Witt algebra (of $D$-dimension $p$ ). Consider now the algebra $\mathcal{R}=\ell(\mathcal{A} ; D)$, where $\mathcal{\Re}$ is the group algebra over $G F(p), p>2$, of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n},(n>1)$, and where

$$
D=\frac{\partial}{\partial x_{1}}+x_{1}^{p-1} \frac{\partial}{\partial x_{2}}+\cdots+x_{1}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}} .
$$

This algebra $\mathfrak{R}$ is defined over $G F(p)$ and normal simple. Although $\Omega_{G F(p)}$ can be obtained by Kaplansky's method of construction, $\mathcal{R}=\Omega_{G P(p)}$ itself cannot be obtained by that method. For, if it were isomorphic to some other generalized Witt algebra $\mathbb{R}^{\prime}$ over $G F(p)$ then the coincidence of the $D$-dimensions of $\mathfrak{Z}$ and $\mathfrak{Z}^{\prime}$ would imply that $\mathfrak{Z}^{\prime}$ would have $D$-dimension 1 (see the last theorem of this paper). Then from the above remark it follows that $\mathbb{R}^{\prime}$ is the original Witt algebra over $\operatorname{GF}(p)$, which is a contradiction, since $\mathbb{R}$ is of dimension $p^{n}>p$.

It may be shown similarly that any normal simple algebra over $G F(p)$ of the form $\mathfrak{R}\left(\mathfrak{q} ; D_{1}, \cdots, D_{m}\right)$ cannot be obtained directly by Kaplansky's construction if $m<n$. Thus we may say safely that some new finite simple Lie algebras can be obtained in the form $\mathfrak{R}\left(\mathfrak{Y} ; D_{1}, \cdots, D_{m}\right)$.

Remark. If we construct a generalized Witt algebra $\mathfrak{\ell}$ over $\Phi$ and regard it as an algebra over $G F(p)$, as is done in $\S 7$, then we can obtain simple algebras over $G F(p)$. However, Lemma 7.7 shows that such algebras are not normal simple.
11. Nonsimple algebras. Let $L$ be a Lie algebra over $\Phi$ with the multiplication $\circ$. For any two ideals $\Im_{1}$ and $\Im_{2}$ of $\mathfrak{R}$ we shall denote by $\Im_{1} \circ \Im_{2}$ the ideal of $\ell$ generated by all $x_{1} \circ x_{2}$, where $x_{i} \in \mathfrak{F}_{i}$. Let $\Omega$ be a commutative associative algebra over $\boldsymbol{\Phi}$, and denote by $\Lambda(\Omega)$, and $\Lambda(\Omega)$ the lattices (defined by inclusion) of all ideals of $\Omega$ and $\Omega$ respectively. If there exists a lattice iso-
morphism $\sigma: \Lambda(\Omega) \rightarrow \Lambda(\Omega)$ such that $\left(\mathfrak{D}_{1} \mathfrak{D}_{2}\right)^{\sigma}=\mathfrak{D}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma}$ holds for any two ideals $\mathfrak{D}_{1}, \mathfrak{D}_{2} \in \Lambda(\Omega)$, then we shall say that $\Omega$ and $\mathfrak{R}$ have the same ideal theory. In this case, if $\Re$ is the radical of $\Omega$ then $\Re^{\sigma}$ is the radical of $\Omega$. Note that any simple Lie algebra $\mathfrak{R}$ over $\Phi$ and the field $\Omega=\Phi$ have the same ideal theory. In this section we shall construct Lie algebras $\{R\}$ for which there exist commutative associative algebras $\{\Omega\}$ such that $\Omega$ and $\Omega$ have the same ideal theory.

Consider a finite dimensional extension $\Psi$ of the ground field $\Phi$ and a polynomial $\phi(\lambda)$ of degree $n$ with coefficients in $\Psi$. Let $\Psi(x)$ be the algebra over $\Psi$ with the basis $1, x, x^{2}, \cdots, x^{n p-1}$, where $x^{p}$ satisfies the equation $\phi\left(x^{p}\right)=0$, and let $\mathfrak{A}$ be the algebra $\Psi(x)$ regarded as an algebra over $\Phi$. Clearly there exists a derivation $D$ of $\mathfrak{N}$ such that $D x=1$ and such that $D a=0$ for all $a \in \Psi$. Then the algebra $\mathfrak{R}=\mathfrak{R}(\mathfrak{R} ; D)$ is uniquely determined by the polynomial $\phi$, provided that $\Phi$ and $\Psi$ are fixed, so that $\mathfrak{R}(\mathfrak{H} ; D)$ may be denoted by $\mathfrak{R}(\phi)$ without ambiguity. It is easily seen that the algebra $\Omega$ of constants of $\mathfrak{R}(\mathfrak{A} ; D)$ is generated by $x^{p}$ over $\Psi$, and that $\Omega \cong \Psi[\lambda] /(\phi(\lambda))$ as algebras over $\Phi$. Hence $\Omega$ is a principal ideal ring. Every ideal of $\Omega$ can be written as $\mathfrak{O}=\Omega a=(a)$, where $a \in \Omega$, and it is always possible to choose a monic factor $a(\lambda)$, i.e., a factor whose leading coefficient is 1 , of $\phi(\lambda)$ such that $\mathfrak{D}=\left(a\left(x^{p}\right)\right)$, since $\phi\left(x^{p}\right) \in \mathfrak{D}$. Thus there exists a one-one correspondence between ideals of $\Omega$ and monic factors of $\phi(\lambda)$.

Theorem 11.1. Suppose that $2<p$. Then the algebra $\mathfrak{R}(\mathfrak{A} ; D)$ defined above has no annihilating ideals except the zero ideal. The algebra $\mathfrak{R}(\mathfrak{A} ; D)$ and its algebra $\Omega$ of constants have the same ideal theory.

Here by an annihilating ideal of a Lie algebra $\mathfrak{\Omega}$ we mean an ideal $\mathfrak{F}$ of $\Omega$ such that $\Im_{k}=0$ for some $k$, where $\Im_{1}=\Omega \circ \mathfrak{Y}^{\prime}, \Im_{k}=\left\{\circ \Im_{k-1}\right.$ for $k=2,3, \cdots$.

Proof of (11.1). We shall prove first that $\Omega$ and $\mathbb{R}$ have the same ideal theory. For any ideal $\mathfrak{D}$ of $\Omega$ we define $\mathfrak{D}^{\sigma}$ to be the set of all elements of the form $a f D$, where $a \in \mathcal{D}$ and $f \in \mathfrak{A}$. Then $\mathfrak{D}^{\boldsymbol{\sigma}}$ is an ideal of $\mathfrak{R}$, since $a f D \circ g D$ $=a(f D g-g D f) D \in \mathfrak{D}^{\sigma}$. We shall show that $\sigma$ is the desired lattice isomorphism between $\Lambda(\Omega)$ and $\Lambda(\mathfrak{R})$. Let $\mathfrak{F} \neq 0$ be an ideal of $\mathfrak{R}$ and let $a(\lambda)$ have the minimal positive degree among polynomials such that $a(x) D \in \mathfrak{\Im}$. Then $D \circ a(x) D$ $=(D a(x)) D \in \Im$, and the minimality of the degree of $a(\lambda)$ yields $D a(x)=0$, and hence $a=a(x) \in \Omega$. Express $f$ as $f=c_{0}+c_{1} x+\cdots+c_{p-1} x^{p-1}$, where $c_{i} \in \Omega$. If $0 \leqq i<p-1$, then $a D \circ c_{i} x^{i+1} D=(i+1) a c_{i} x^{i} D \in \Im$, and hence $a c_{i} x^{i} D \in \mathfrak{F}$ for $i=0, \cdots, p-2$. Since $a c_{p-1} x^{p-2} D \in \mathfrak{F}$ and since

$$
\left(a c_{p-1} x^{p-2} D\right) \circ\left(x^{2} D\right)=4 a c_{p-1} x^{p-1} D,
$$

we have $4 a c_{p-1} x^{p-1} D \in \Im$, and hence $a c_{p-1} x^{p-1} D \in \Im$. Thus $a f D \in \mathfrak{F}$ for any $f \in \mathfrak{A}$. Now, for any $h(\lambda) \in \Psi[\lambda]$ such that $h(x) D \in \mathfrak{F}$, we set $h(\lambda)=a(\lambda) q(\lambda)$ $+r(\lambda)$, where $q(\lambda), r(\lambda) \in \Psi[\lambda]$ and where $\operatorname{deg} r(\lambda)<\operatorname{deg} a(\lambda)$. Since $h(x) D$, $a(x) q(x) D \in \mathfrak{F}$, we have $r(x) D \in \mathfrak{F}$. Then the minimality of the degree of $a(\lambda)$
yields $r(\lambda)=0$. Thus we have proved that every element in $\mathfrak{\Im}$ is of the form afD, where $f \in A$. Hence $\mathfrak{D}^{\sigma}=\mathfrak{F}$ if we denote by $\mathfrak{D}$ the ideal of $\Omega$ generated by $a$. Let $\mathfrak{D}_{1}, \mathfrak{D}_{2}$ be ideals of $\Omega$ such that $\mathfrak{D}_{1}^{\sigma} \leqq \mathfrak{D}_{2}^{\sigma}$. We shall show that $\mathfrak{D}_{1} \leqq \mathfrak{D}_{2}$. Suppose $a_{1} \in \mathfrak{D}_{1}$. Then, by the definition of the mapping $\sigma$, we have $a_{1} D \in \mathfrak{O}_{1}^{\sigma}$, and hence $a_{1} \mathfrak{D} \in \mathfrak{V}_{2}^{\sigma}$. Therefore there exist $a_{2} \in \mathfrak{V}_{2}$ and $f \in \mathfrak{H}$ such that $a_{1} D$ $=a_{2} f D$. Hence $a_{1}=a_{2} f$. Express $f$ in the form $f=\sum c_{i} x^{i}$, where $c_{i} \in \Omega$. Then $a_{1}=\sum a_{2} c_{i} x^{i}$. Since $a_{1}, a_{2}$, and $c_{i}$ are polynomials in $x^{p}$, we have $a_{1}=a_{2} c_{0}$. Hence $a_{1} \in \mathfrak{D}_{2}$ and $\mathfrak{D}_{1} \leqq \mathfrak{D}_{2}$ is proved. If $\mathfrak{D}_{1}^{\sigma}=\mathfrak{D}_{2}^{\sigma}$ then $\mathfrak{D}_{1}^{\sigma} \leqq \mathfrak{D}_{2}^{\sigma}$ and $\mathfrak{D}_{2}^{\sigma} \leqq \mathfrak{V}_{1}^{\sigma}$ imply $\mathfrak{N}_{1} \leqq \mathfrak{D}_{2}$ and $\mathfrak{N}_{2} \leqq \mathfrak{D}_{1}$ respectively. Hence $\mathfrak{S}_{1}=\mathfrak{D}_{2}$ and therefore $\sigma: \Lambda(\Omega) \rightarrow \Lambda(\Omega)$ is a lattice isomorphism. We shall prove $\left(\mathfrak{D}_{1} \mathfrak{D}_{2}\right)^{\sigma}=\mathfrak{D}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma}$ for any two ideals $\mathfrak{D}_{1}, \mathfrak{D}_{2}$ of $\Omega$. Take $a_{i} \in \Omega$ such that $\mathfrak{D}_{i}=\left(a_{i}\right), i=1,2$. Then $\mathfrak{D}_{1}^{\boldsymbol{\sigma}}$ and $\left(\mathfrak{D}_{1} \mathfrak{D}_{2}\right)^{\sigma}$ are the sets of all elements of the form $a_{i} f D$ and $a_{1} a_{2} f D$, where $f \in \mathfrak{A}$, respectively, since $\mathfrak{D}_{1} \mathfrak{D}_{2}=\left(a_{1} a_{2}\right)$. From $a_{1} f_{1} D \circ a_{2} f_{2} D=a_{1} a_{2}\left(f_{1} D f_{2}-f_{2} D f_{1}\right) D$ we have $\mathfrak{D}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma} \leqq\left(\mathfrak{D}_{1} \mathfrak{V}_{2}\right)^{\sigma}$. In order to prove $\left(\mathfrak{D}_{1} \mathfrak{D}_{2}\right)^{\sigma} \leqq \mathfrak{D}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma}$, it is sufficient to prove that $a_{1} a_{2} c x^{i} D \in \mathfrak{V}_{1}^{\sigma} \circ \mathfrak{S}_{2}^{\sigma}$ for any $c \in \Omega$ and $0 \leqq i<p$. If $0 \leqq i<p-1$, then $a_{1} D \circ a_{2} c x^{i+1} D=(i+1) a_{1} a_{2} c x^{i} D \in \mathfrak{V}_{1}^{\sigma} \circ \mathfrak{V}_{2}^{\sigma}$, and hence $a_{1} a_{2} c x^{i} D \in \mathfrak{V}_{1}^{\sigma} \circ \mathfrak{V}_{2}^{\sigma}$. Since $a_{1} x D \circ a_{2} c x^{p-1} D=-2 a_{1} a_{2} c x^{p-1} D$, we have $a_{1} a_{2} c x^{p-1} D \in \mathfrak{V}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma}$. Thus $\left(\mathfrak{D}_{1} \mathfrak{S}_{2}\right)^{\sigma}$ $\leqq \mathfrak{D}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma}$ is proved. Hence $\left(\mathfrak{V}_{1} \mathfrak{V}_{2}\right)^{\sigma}=\mathfrak{V}_{1}^{\sigma} \circ \mathfrak{D}_{2}^{\sigma}$. Therefore $\Omega$ and $\mathfrak{R}$ have the same ideal theory.

In order to prove the first half, let $\mathfrak{Y}$ be an ideal of $\mathfrak{R}$. Then there exists an ideal $\mathfrak{D}$ of $\Omega$ such that $\mathfrak{Y}=\mathfrak{D}^{\sigma}$. Since $\mathfrak{R}=\Re^{\sigma}$, we have $\mathfrak{Y} \circ \mathfrak{R}=\mathfrak{D}^{\sigma} \circ \Re^{\sigma}$ $=(\mathfrak{D} \Omega)^{\sigma}=\mathfrak{D}^{\sigma}=\mathfrak{J}$. Therefore $\mathfrak{Y}$ is not annihilating unless $\mathfrak{Y}=0$. Thus Theorem 11.1 is completely proved.

Lemma 11.2. With the notations as in the proof of (11.1), if $\mathfrak{D}$ is an ideal of $\Omega$ and if $a(\lambda)$ is a divisor of $\phi(\lambda)$ such that $\mathfrak{D}=\left(a\left(x^{p}\right)\right)$, then $\mathfrak{R} / \mathfrak{N}^{\sigma} \cong \mathfrak{R}(a(\lambda))$ as algebras over $\Phi$.

Proof. We define a mapping $\pi: \mathfrak{R}(\phi(\lambda)) \rightarrow \mathfrak{R}(a(\lambda))$ by $\pi(f(x) D)=f(x) D$. If $f(x) D=g(x) D$ in $\mathfrak{R}(\phi(\lambda))$ then $f(\lambda) \equiv g(\lambda)(\bmod \phi(\lambda))$, and hence $f(\lambda) \equiv g(\lambda)$ $(\bmod a(\lambda))$. Therefore $f(x) D=g(x) D$ in $\mathfrak{R}(a(\lambda))$. Thus $\pi$ is well defined. It is easily seen that $\pi$ is a homomorphism of the algebra $\mathfrak{R}(\phi)$ onto the algebra $\mathfrak{R}(a)$. Now $\pi(f(x) D)=0$ if and only if $f D \in \mathfrak{D}^{\sigma}$. Therefore $\mathfrak{R}(\phi) / \mathfrak{V}^{\sigma} \cong \mathfrak{R}(a)$ as required.

Theorem 11.3. If $2<p$ then any semi-simple algebra of the type $\mathfrak{R}(\phi)$ can be decomposed into a direct sum of simple algebras of the same type.

Proof. By Theorem 11.1, $\ell(\phi)$ is semi-simple if and only if $\Omega$ is semisimple, and therefore, if and only if $\phi$ can be expressed as a product $\phi$ $=\phi_{1} \cdots \phi_{r}$ of distinct irreducible polynomials in $\Psi[\lambda]$. Suppose then that $\mathfrak{R}(\phi)$ is semi-simple and that $\phi=\phi_{1} \cdots \phi_{r}$. We set $\psi_{i}=\boldsymbol{\phi} / \phi_{i}, \mathfrak{D}_{i}=\left(\psi_{i}\left(x^{p}\right)\right)$. Then $\Omega$ is decomposed into the direct sum: $\Omega=\mathfrak{D}_{1}+\cdots+\mathfrak{O}_{r}$. Hence, by Theorem 11.1, we have

$$
\begin{equation*}
\mathfrak{R}(\phi)=\mathfrak{D}_{1}^{0}+\cdots+\mathscr{D}_{r}^{\sigma} . \tag{11.3.1}
\end{equation*}
$$

From the definition of $\mathfrak{D}_{i}$ it follows easily that $\mathfrak{D}_{2}^{\sigma}+\cdots+\mathfrak{D}_{r}^{\sigma}=\left(\phi_{1}\left(x^{p}\right)\right)$. Hence by Lemma 11.2 we have $\mathfrak{R}(\phi) /\left(\mathfrak{D}_{2}^{\sigma}+\cdots+\mathfrak{D}_{\tau}^{\sigma}\right) \cong \mathfrak{R}\left(\boldsymbol{\phi}_{1}\right)$. Then from (11.3.1) we have $\mathfrak{D}_{1}^{\sigma} \cong \mathfrak{R}\left(\phi_{1}\right)$, and similarly $\mathfrak{D}_{i} \cong \mathfrak{R}\left(\phi_{i}\right)$ for all $i$. Since $\phi_{i}$ is irreducible, $\mathfrak{Z}\left(\boldsymbol{\phi}_{i}\right)$ is simple.
12. Automorphisms of $L\left(A ; D_{1}, \cdots, D_{m}\right)$. By an automorphism of an algebra $\mathfrak{R}$ over $\Phi$ we mean a nonsingular linear transformation $\sigma$ of $L$ such that $(x y)^{\sigma}=x^{\sigma} y^{\sigma}$ for all $x, y \in \Omega$. Because of the linearity, any automorphism is completely determined by its effect on a basis of $\mathfrak{R}$ over $\Phi$. The automorphism group of the Witt algebra was determined by Ho-Jui Chang [1], and that of the derivation algebra of the group algebra of an elementary $p$-group by Jacobson [3]. In this section first we discuss certain relationships between automorphisms of $\mathfrak{A}$ and $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$.

Let $\sigma$ be an automorphism of $\mathfrak{A}$ and $D$ a derivation of $\mathfrak{N}$. The mapping $D^{\sigma}$ which is defined by $D^{\sigma} \sigma^{\sigma}=(D f)^{\sigma}$ is easily seen to be a derivation of $\mathfrak{A}$. For two derivations $D_{1}, D_{2}$ of $\vartheta\left(\right.$ we have $\left(D_{1}+D_{2}\right)^{\sigma}=D_{1}^{\sigma}+D_{2}^{\sigma},\left(D_{1} \circ D_{2}\right)^{\sigma}=D_{1}^{\sigma} \circ D_{2}^{\sigma}$, and $(f D)^{\sigma}=f^{\sigma} D^{\sigma}$ for any $f \in \mathfrak{N}$. Let $\mathbb{R}$ be a subalgebra of the derivation algebra of $\mathfrak{\mathfrak { A }}$. An automorphism $\sigma$ of $\mathfrak{A}$ will be called admissible to $\mathbb{Z}$ if $D^{\sigma} \in \mathfrak{R}$ for any $D \in \mathbb{R}$. If $\sigma$ is admissible to $\Omega$ then the mapping $D \rightarrow D^{\sigma}$ is an automorphism of $\mathfrak{R}$, which will be said to be induced by $\sigma$.

If an automorphism $\sigma$ of $\mathfrak{A}$ is admissible to $\mathfrak{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ then from

$$
\left(f_{1} D_{1}+\cdots+f_{m} D_{m}\right)^{\sigma}=f_{1}^{\sigma} D_{1}^{\sigma}+\cdots+f_{m}^{\sigma} D_{m}^{\sigma}
$$

it follows that ( $D_{1}^{\sigma}, \cdots, D_{m .}^{\sigma}$ ) is a system equivalent to ( $D_{1}, \cdots, D_{m}$ ). Thus we have proved the "only if" part of the following

Theorem 12.1. Suppose that $5 \leqq p$ and that $\left(D_{1}, \cdots, D_{m}\right)$ is an orthonormal system. Then every automorphism $\sigma$ of $\mathfrak{R}\left(\mathscr{A} ; D_{1}, \cdots, D_{m}\right)$ is induced by an automorphism of $\mathfrak{Q}$ if and only if $\left(D_{1}^{\sigma}, \cdots, D_{m}^{\sigma}\right)$ is a system equivalent to $\left(D_{1}, \cdots, D_{m}\right)$.

To complete the proof, suppose that $\sigma$ is an automorphism of $\Omega$ such that $\left(D_{1}^{\sigma}, \cdots, D_{m}^{\sigma}\right)$ is equivalent to $\left(D_{1}, \cdots, D_{m}\right)$. Then we may define linear mappings $\sigma_{i j}$ of $\mathfrak{A}$ into itself such that

$$
\begin{equation*}
\left(f D_{i}\right)^{\sigma}=\sum_{j=1}^{m} f^{\sigma_{1, j}} D_{j}^{\sigma} \tag{12.1.1}
\end{equation*}
$$

for all $f \in \mathfrak{A}$ and $i=1, \cdots, m$. Setting $f=1$ in (12.1.1) yields

$$
\begin{equation*}
1^{\sigma_{i j}}=\delta_{i j}(\text { Kronecker delta }) \tag{12.1.2}
\end{equation*}
$$

From $\left(f D_{i}\right)^{\sigma} \circ\left(g D_{j}\right)^{\sigma}=\left(f D_{i} \circ g D_{j}\right)^{\sigma}=\left(f\left(D_{i} g\right) D_{j}\right)^{\sigma}-\left(g\left(D_{j} f\right) D_{i}\right)^{\sigma}$ and (12.1.1) we have

$$
\left(f D_{i}\right)^{\sigma} \circ\left(g D_{j}\right)^{\sigma}=\sum_{k}\left[\left(f D_{i} g\right)^{\sigma_{j k}}-\left(g D_{i} f\right)^{\sigma_{i k}}\right] D_{k}^{\sigma} .
$$

On the other hand, from $D_{i}^{\sigma} \circ D_{j}^{\sigma}=0$ and (12.1.1) we have

$$
\left(f D_{i}\right)^{\sigma} \circ\left(g D_{j}\right)^{\sigma}=\sum_{s, k}\left[f^{\sigma_{i t}} D_{s}^{\sigma} g^{\sigma_{j k}}-g^{\sigma_{j k}} D_{s}^{\sigma} f^{\sigma_{i k}}\right] D_{k .}^{\sigma} .
$$

Therefore we have

$$
\begin{equation*}
\left(f D_{i} g\right)^{\sigma_{j k}}-\left(g D_{i} f\right)^{\sigma_{i k}}=\sum_{s}\left[f^{\sigma_{i s}} D_{s}^{\sigma} g^{\sigma_{j k}}-g^{\sigma_{j s}} D_{s}^{\sigma} f^{\sigma_{i k}}\right] \tag{12.1.3}
\end{equation*}
$$

Setting $f=1$ in (12.1.3) yields $\left(D_{i} g\right)^{\sigma_{j k}}=D_{i}^{\sigma} g^{\sigma}{ }_{j k}$. Substituting this in (12.1.3) yields

$$
\begin{equation*}
\left(f D_{i} g\right)^{\sigma_{i k}}-\left(g D_{i} f\right)^{\sigma_{i k}}=\sum_{s}\left[f^{\left.\sigma_{i s}\left(D_{s} g\right)^{\sigma_{j k}}-g^{\sigma_{j s}}\left(D_{s} f\right)^{\sigma_{i k}}\right] . . . . . . . .}\right. \tag{12.1.4}
\end{equation*}
$$

We shall use the fact that $\left(D_{1}, \cdots, D_{m}\right)$ is orthonormal. Let $x_{1}, \cdots, x_{m} \in \mathcal{H}$ be such that $D_{i} x_{j}=\delta_{i j}$. Setting $i=j=k, g=x_{i}$ in (12.1.4) yields

$$
\begin{equation*}
\left(x_{i} D_{i} f\right)^{\sigma_{i i}}=\sum_{r} x_{i}^{\sigma_{i} r}\left(D_{r} f\right)^{\sigma_{i i}} \tag{12.1.5}
\end{equation*}
$$

Setting $f=x_{j}$, where $j \neq i$, in (12.1.5) yields

$$
\begin{equation*}
0=x_{i}^{\sigma_{i j}} \tag{12.1.6}
\end{equation*}
$$

$$
(i \neq j)
$$

Substituting (12.1.6) in (12.1.5), we have

$$
\begin{equation*}
\left(x_{i} D_{i} f\right)^{\sigma_{i i}}=x_{i}^{\sigma_{i i}}\left(D_{i} f\right)^{\sigma_{i i}} \tag{12.1.7}
\end{equation*}
$$

Setting $j=i \neq k, g=x_{i}$ in (12.1.4) and using (12.1.6), we have

$$
f^{\sigma_{i k}}-\left(x_{i} D_{i} f\right)^{\sigma_{i k}}=-x_{i}^{\sigma_{i i}}\left(D_{i} f\right)^{\sigma_{i k}} .
$$

Setting $f=x_{j}$, where $j \neq i$, in the above, we have $x_{j}^{\sigma_{i k}}=0$ for $j \neq i \neq k$. Combining this result with (12.1.6), we conclude that if $i \neq j$ then

$$
\begin{equation*}
x_{k}^{\sigma_{i j}}=0 \tag{12.1.8}
\end{equation*}
$$

for all $k$. Setting $k=i \neq j, g=x_{i}$ in (12.1.4) and using (12.1.8), we have

$$
\begin{equation*}
f^{\sigma_{j i}}-\left(x_{i} D_{j} f\right)^{\sigma_{i i}}=-x_{i}^{\sigma_{j j}}\left(D_{i} f\right)^{\sigma_{i i}} \tag{12.1.9}
\end{equation*}
$$

$$
(j \neq i)
$$

Setting $f=x_{j}$ in (12.1.9) and using (12.1.8), we have

$$
\begin{equation*}
x_{i}^{\sigma_{i i}}=x_{i}^{\sigma_{j j}} . \tag{12.1.10}
\end{equation*}
$$

Setting $f=x_{i} x_{j}$, where $j \neq i$, in (12.1.7), we obtain

$$
\begin{equation*}
\left(x_{i} x_{j}\right)^{\sigma_{i i}}=x_{i}^{\sigma_{i i}} x_{j}^{\sigma_{i i}} . \tag{12.1.11}
\end{equation*}
$$

Setting $f=x_{j}^{2}$ in (12.1.9), we have $\left(x_{j}^{2}\right)^{\sigma i i}-2\left(x_{i} x_{j}\right)^{\sigma_{i i}}=-2 x_{i}^{\sigma_{i j}} x_{j}^{\sigma_{i j i}}$. Therefore, using (12.1.10) and (12.1.11), we have

$$
\begin{equation*}
\left(x_{j}^{2}\right)^{\sigma_{i i}}=0 \tag{12.1.12}
\end{equation*}
$$

$$
(i \neq j)
$$

Setting $i=j=k, f=x_{i}^{2}$ in (12.1.4) and using (12.1.12), we have

$$
\begin{equation*}
\left(x_{i}^{2} D_{i g}\right)^{\sigma_{i i}}-2\left(g x_{i}\right)^{\sigma_{i i}}=\left(x_{i}^{2}\right)^{\sigma_{i i}}\left(D_{i} g\right)^{\sigma_{i i}}-2 g^{\sigma_{i i}} x_{i}^{\sigma_{i i}} . \tag{12.1.13}
\end{equation*}
$$

Setting $f=g x_{i}$ in (12.1.7), we have

$$
\left(x_{i}^{2} D_{i g} g+x_{i} g\right)^{\sigma_{i i}}=x_{i}^{\sigma_{i i}}\left(x_{i} D_{i g}\right)^{\sigma_{i i}}+x_{i}^{\sigma_{i i}} g^{\sigma_{i i}} .
$$

Therefore, by (12.1.7), we have

$$
\begin{equation*}
\left(x_{i}^{2} D_{i} g\right)^{\sigma_{i i}}+\left(g x_{i}\right)^{\sigma_{i i}}=\left(x_{i}^{\sigma_{i i}}\right)^{2}\left(D_{i} g\right)^{\sigma_{i i}}+g^{\sigma_{i i}} x_{i}^{\sigma_{i i}} . \tag{12.1.14}
\end{equation*}
$$

Setting $f=x_{i}^{2}$ in (12.1.7) yields $2\left(x_{i}^{2}\right)^{\sigma i i}=2\left(x_{i}^{\sigma_{i i}}\right)^{2}$ and hence $\left(x_{i}^{2}\right)^{\sigma i i}=\left(x_{i}^{\sigma_{i i}}\right)^{2}$, since $p \neq 2$. Then (12.1.13) and (12.1.14) yield $3\left(g x_{i}\right)^{\sigma i i}=3 g^{\sigma i i} x_{i}^{\sigma_{i i}}$ and hence

$$
\begin{equation*}
\left(g x_{i}\right)^{\sigma_{i i}}=g^{\sigma_{i i}} x_{i}^{\sigma_{i i}} \tag{12.1.15}
\end{equation*}
$$

for all $g$, since $p \neq 3$. By using (12.1.15) and (12.1.10) in (12.1.9), we have for $i \neq j$ and $f \in \mathfrak{H}$

$$
\begin{equation*}
f^{\sigma_{j i}}=0 \tag{12.1.16}
\end{equation*}
$$

Setting $k=j \neq i, g=x_{i}$ in (12.1.4) and using (12.1.16) we have $f^{\sigma_{i j}}=f^{\sigma_{i i}}$ for any $f \in \mathfrak{N}, i$ and $j$. Therefore we may set $\sigma_{11}=\cdots=\sigma_{m m}=\sigma$, using the same letter as the given automorphism of $\mathfrak{A}$ over $\Phi$. Setting $i=j=k$ in (12.1.4) yields

$$
\begin{equation*}
\left(f D_{i g} g\right)^{\sigma}-\left(g D_{i} f\right)^{\sigma}=f^{\sigma}\left(D_{i} g\right)^{\sigma}-g^{\sigma}\left(D_{i} f\right)^{\sigma} . \tag{12.1.17}
\end{equation*}
$$

Replacing $g$ in (12.1.17) by $x_{i} g$, we have

$$
\begin{equation*}
\left(f g+x_{i} f D_{i} g-x_{i} g D_{i} f\right)^{\sigma}=f^{\sigma}\left(g+x_{i} D_{i} g\right)^{\sigma}-\left(x_{i} g\right)^{\sigma}\left(D_{i} f\right)^{\sigma} \tag{12.1.18}
\end{equation*}
$$

Now, (12.1.15) yields $\left(x_{i} g\right)^{\sigma}=x_{i}^{\sigma} g^{\sigma}$ for any $g \in \mathfrak{A}$. Therefore, by (12.1.17) and (12.1.18), we have $(f g)^{\sigma}=f^{\sigma} g^{\sigma}$ for all $f, g \in \mathfrak{N}$. We shall show that every element $h \in \mathfrak{A}$ can be written in the form $h=f^{\sigma}$. From (12.1.1) we have $\left(f D_{i}\right)^{\sigma}=f^{\sigma} D_{i}^{\sigma}$. Therefore if $\left(f D_{i}\right)^{\sigma}=h D_{i}^{\sigma}$ then $f^{\sigma}=h$. If $f^{\sigma}=g^{\sigma}$ then $\left(f D_{i}\right)^{\sigma}=\left(g D_{i}\right)^{\sigma}$ and hence $f D_{i}=g D_{i}, f=g$. Therefore $\sigma$ is an automorphism of $\mathfrak{A}$. Let $D \in \mathfrak{R}, f \in \mathfrak{A}$. Then $D=\sum f_{i} D_{i}$, and $(f D)^{\sigma}=\sum\left(f f_{i} D_{i}\right)^{\sigma}=\sum\left(f f_{i}\right)^{\sigma} D_{i}^{\sigma}=\sum f^{\sigma} f_{i}^{\sigma} D_{i}^{\sigma}=f^{\sigma} D^{\sigma}$. Therefore the given automorphism $\sigma$ of $\mathfrak{Z}$ is induced by the automorphism $\sigma$ of $\mathfrak{\Re}$. Thus Theorem 12.1 is proved.

Corollary 12.2. Suppose that $5 \leqq p$ and that $\mathfrak{A}$ is a field over $\Phi$. Then any automorphism of an algebra of the form $\mathcal{R}(\mathfrak{H} ; D)$ is induced by an automorphism of $\mathfrak{A}$. The automorphism group of $\mathfrak{Z}(\mathfrak{A} ; D)$ is isomorphic to a subgroup of the
automorphism group of $\Omega$ over $\Phi$, where $\Omega$ is the algebra of constants of $\mathbb{R}(\mathfrak{\Re} ; D)$. In particular, if $\overparen{\Omega}=\Phi$ then $\mathfrak{R}(\mathscr{A} ; D)$ has no automorphism except the identity.

Proof. Let $\sigma$ be an automorphism of $\mathfrak{R}(\mathscr{\mathcal { C }} ; D)$. Then $D^{\sigma}=a D$ with $a \neq 0$. Hence $D^{\sigma}$ and $D$ are equivalent. By Theorem 12.1, $\sigma$ is induced by an automorphism of $\mathfrak{A}$. If $f \in \Omega$ then $D^{\sigma} f^{\sigma}=(D f)^{\sigma}=0$. Hence $D f^{\sigma}=0, f^{\sigma} \in \Omega$. Therefore $\sigma$ induces an automorphism of $\Omega$. If $\sigma$ induces the identity automorphism on $\Omega$, then we have $\left(f^{\sigma}\right)^{p}=f^{p}$ for any $f \in \mathfrak{\Re}$, since $f^{p} \in K$. Therefore, $\left(f^{\sigma}-f\right)^{p}=0$, $f^{\sigma}=f$, and hence $\sigma=1$. Hence the automorphism group of $\mathfrak{Z}(\mathfrak{A} ; D)$ over $\Phi$ is isomorphic to a subgroup of the automorphism group of $\Omega$ over $\Phi$, as required.

By the above result, we can construct easily simple Lie algebras which have no automorphism except the identity. For example, $\operatorname{let} \Phi=P\left(\xi_{1}, \cdots, \xi_{m}\right.$, where $\mathbf{P}$ is a field of characteristic $p$ and where $\xi_{1}, \cdots, \xi_{m}$ are $m$ indeterminates over P , and let $\mathfrak{U}=\Phi\left(x_{1}, \cdots, x_{m}\right)$, where $x_{i}^{p}=\xi_{i}$. We set

$$
D=\frac{\partial}{\partial x_{1}}+x_{1}^{p-1} \frac{\partial}{\partial x_{2}}+\cdots+x_{1}^{p-1} \cdots x_{m-1}^{p-1} \frac{\partial}{\partial x_{m}} .
$$

Then the algebra $\mathfrak{R}(\mathfrak{H} ; D)$ over $\Phi$ has the desired property.
In the course of the proof of Theorem 12.1, only the fact that $p \neq 2,3$ was used. Therefore Theorem 12.1 holds even when $p=0$. Thus any automorphism of the derivation algebra of the function field $\mathfrak{A}$ of one variable over a field of characteristic 0 is induced by an automorphism of $\mathfrak{A}$ over $\Phi$.

Now we shall consider automorphisms of the generalized Witt algebras. In the following, $\mathfrak{A}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ will denote the group algebra of an elementary $p$-group with independent generators $x_{1}, \cdots, x_{n}$. A polynomial $f(\lambda) \in \Phi[\lambda]$ is called a $p$-polynomial if $f(\lambda)$ is of the form $f(\lambda)=\alpha_{0} \lambda^{p^{k}}+\alpha_{1} \lambda^{p^{k-1}}$ $+\cdots+\alpha_{k} \lambda$, where $\alpha_{i} \in \Phi$.

Lemmas 12.3 and 12.4 are proved in [3, p. 110].
Lemma 12.3. If $1, u_{1}, u_{2}, \cdots, u_{N-1}$, where $N=p^{n}$, is a basis of $\mathfrak{Q}$ over $\boldsymbol{\Phi}$, then there exist $n$ distinct indices, say, 1, 2, $\cdot \cdots, n$, such that the elements $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}$, where $0 \leqq k_{i}<p, u_{i}^{0}=1$, form a basis of $\mathfrak{H}$ over $\Phi$.

Lemma 12.4. The characteristic polynomial of any derivation in $\mathfrak{A}$ is appolynomial.

Lemma 12.5. If all the roots of the minimum polynomial of a derivation $D$ in $\mathfrak{H}$ are in $\Phi$ and distinct, and if $D$ does not satisfy any nonzero $p$-polynomial of degree less than $p^{n}$, then all the characteristic roots of $D$ are in $\Phi$ and distinct.

Proof. Since all the roots of the minimal polynomial of $D$ are in $\Phi$ and distinct, $D$ can be diagonalized, that is, there exists a basis $1, u_{1}, u_{2}, \cdots$ of $\mathscr{A}$ such that $D u_{i}=\lambda_{i} u_{i}, \lambda_{i} \in \Phi$, for all $i$. By Lemma 12.3 we may assume that the elements $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}$ form a basis of $\mathfrak{A}$ over $\Phi$. Since $D\left(u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}\right)$ $=\left(\sum \lambda_{i} k_{i}\right) u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}$, it is sufficient to show that $\sum \lambda_{i} k_{i}=0$ with $0 \leqq k_{i}<p$
implies $k_{1}=\cdots=k_{n}=0$. Suppose that there exists $\left(k_{1}, \cdots, k_{n}\right) \neq(0, \cdots, 0)$ $0 \leqq k_{i}<p$, such that $\sum \lambda_{i} k_{i}=0$. Since $k^{p^{i}} \equiv k(\bmod p)$ we have $\sum \lambda_{i}^{p^{i}} k_{i}=0$ for $j=0,1,2, \cdots$. Then the matrix $\left(\lambda_{i}^{p^{j}}\right)$, where $1 \leqq i \leqq n, 0 \leqq j \leqq n-1$, is singular. Therefore there exists $\alpha_{0}, \alpha_{1}, \cdots, \alpha_{n-1} \in \Phi$, not all zero, such that $\sum_{j} \alpha_{j} \lambda_{i}^{j}=0$ for all $i$. Since $D^{p^{j}} u_{i}=\lambda^{p^{i}} u_{i}$ we have $\left(\sum \alpha_{j} D^{p^{i}}\right) u_{i}=0$ for all $i$. Then the derivation $\sum_{j} \alpha_{j} D p^{i}=0$, since $u_{1}, \cdots, u_{n}$ generate $\mathfrak{A}$ over $\Phi$. This contradicts our assumption. Therefore $\sum \lambda_{i} k_{i}=0$ must imply $k_{1} \equiv \cdots \equiv k_{n} \equiv 0$ $(\bmod p)$.

The following two lemmas may be verified easily.
Lemma 12.6. Suppose $5 \leqq p$. If $\alpha_{0}, \alpha_{1}, \cdots, \alpha_{p-1} \in \Phi$ are such that $\alpha_{i} \alpha_{j}$ $=\alpha_{i+j}$, where $i+j$ is calculated $\bmod p$, for all $i \neq j$, and if $\alpha_{0} \neq 0$, then $\alpha_{i}=1$ for all $i$.

Lemma 12.7. Suppose $5 \leqq p$. If $\alpha_{0}=0, \alpha_{1}, \cdots, \alpha_{p-1} \in \Phi$ are such that $j \alpha_{j}-i \alpha_{i}=(j-i) \alpha_{i+j}$, where $i+j$ is calculated $\bmod p$, for all $i$ and $j$, then $\alpha_{i}=i \alpha_{1}$ for all $i$.

Let $\mathbb{R}=\mathfrak{R}\left(\mathcal{A} ; D_{1}, \cdots, D_{m}\right)$ be a generalized Witt algebra defined by a principal system ( $D_{1}, \cdots, D_{m}$ ). We shall assume that $\Phi$ is a perfect infinite field and that $5 \leqq p$. Let $\sigma$ be an automorphism of $\Omega$. By Lemma 9.1 there exist $\gamma_{1}, \cdots, \gamma_{m} \in \Phi$ such that $D=\gamma_{1} D_{1}+\cdots+\gamma_{m} D_{m}$ is normal. By Lemma 12.4 the characteristic polynomial $\chi(\lambda)$ of $D$ is a $p$-polynomial of degree $p^{n}$. All the roots of $\chi(\lambda)$ are in $\Phi$ and distinct. We shall show that the characteristic polynomial of $D^{\sigma}$ is also $\chi(\lambda)$. Since

$$
\begin{equation*}
D \circ(D \circ \cdots(D \circ X) \cdots)\left(\text { taken } p^{i} \text { times }\right)=D^{p^{i}} \circ X \tag{12.8.1}
\end{equation*}
$$

for any $i$ and $X \in \mathcal{R}$, and since no nonzero derivation of $\mathfrak{A}$ commutes with all elements in $\mathfrak{R}$, we see that $\chi\left(D^{\sigma}\right)=0$ and that $D^{\sigma}$ does not satisfy any nonzero $p$-polynomial of degree less than $p^{n} . \chi\left(D^{\sigma}\right)=0$ implies that the minimum polynomial of $D^{\sigma}$ has distinct roots contained in $\boldsymbol{\Phi}$. Therefore by Lemma 12.5 all the characteristic roots of $D^{\sigma}$ are distinct, and hence the minimal polynomial of $D^{\sigma}$ coincides with the characteristic polynomial of $D^{\sigma}$. Therefore $\chi(\lambda)$ is the characteristic polynomial of $D^{\sigma}$. In particular, $D^{\sigma} f=0$ implies $f \in \Phi$, that is, $D^{\sigma}$ is normal. Since the characteristic roots of $D^{\sigma}$ are in $\Phi$ and distinct, $D^{\sigma}$ can be diagonalized, so that there exists a basis $1, u_{1}, u_{2}, \cdots$ of $\mathfrak{U}$ over $\Phi$ such that $D^{\sigma} u_{i}=\lambda_{i} u_{i}, \lambda_{i} \in \Phi$ for all $i$. By Lemma 12.3 we may assume that the elements $u_{1}^{k_{1}} \cdots u_{n}^{z_{n}}$ form a basis of $\mathfrak{N}^{2}$. Then the $p^{n}$ elements $\sum \lambda_{i} k_{i}$, $0 \leqq k_{i}<p$, are precisely the (distinct) roots of $\chi(\lambda)$. On the other hand, since $\lambda_{i}$ is also a characteristic root of $D$, there exists a nonzero element $x_{i} \in \mathfrak{H}$ such that $D x_{i}=\lambda_{i} x_{i}$. Then $1, x_{1}, \cdots, x_{N-1}$, where $N=p^{n}$, form a basis of $\mathfrak{q}$. Since $D_{1}, \cdots, D_{m}$ are commutative with $D$, we have $D\left(D_{j} x_{i}\right)=\lambda_{i} D_{j} x_{i}$, and hence $D_{j} x_{i}=\alpha_{j i} x_{i}$ with $\alpha_{j i} \in \Phi$ for all $i$ and $j$. Since $\mathcal{R}\left(\mathfrak{R} ; D_{1}, \cdots, D_{m}\right)$ is simple and since $x_{i} \neq 0$, by Lemma 3.2 we see that $x_{i}$ is a unit in $\mathfrak{A}$. Therefore we may assume that $x_{i}^{p}=1$ for all $i$. The elements $x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}, 0 \leqq k_{i}<p$, form a basis
of $\mathscr{\vartheta}^{2}$ over $\Phi$. Note that the matrix ( $\alpha_{i j}$ ) is of rank $m$. Similarly, $D_{i}^{\boldsymbol{j}} u_{j}=\alpha_{j}^{\prime} u_{j}$, $\alpha_{i j}^{\prime} \in \Phi$, for $i=1, \cdots, m$ and $j=1, \cdots, n$. The matrix ( $\alpha_{j}^{\prime}$ ) is also of rank $m$.

Consider the subspace $\mathfrak{M}\left(k_{1}, \cdots, k_{n}\right)$ of $\mathfrak{\ell}$, which will also be denoted by $\mathfrak{m}_{k}$, spanned by $X \in \mathbb{R}$ for which $D \circ X=\left(\lambda_{1} k_{1}+\cdots+\lambda_{n} k_{n}\right) X$. It is easily seen that $\mathfrak{M}_{k}$ consists of elements of the form

$$
x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}\left(\beta_{1} D_{1}+\cdots+\beta_{m} D_{m}\right),
$$

where $\beta_{i} \in \Phi$, so that $\mathfrak{M}_{k}$ is of dimension $m$. The image $\mathfrak{M}_{k}^{\boldsymbol{c}}$ of $\mathfrak{M}_{k}$ under the isomorphism $\sigma$ is also of dimension $m$, and can be characterized as the set of all $Y \in \ell$ for which $D^{\sigma} \circ Y=\left(\lambda_{1} k_{1}+\cdots+\lambda_{n} k_{n}\right) Y$. Therefore $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}$ $\cdot\left(\beta_{1} D_{1}^{\sigma}+\cdots+\beta_{m} D_{m}^{\sigma}\right) \in M_{k}^{\sigma}$ for any $\beta_{i} \in \Phi$. If $0 \leqq k_{i}<p-1$ for all $i$, then the $m$ elements $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}} D_{i}^{g}, i=1, \cdots, m$, are linearly independent. For, if $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}\left(\sum \beta_{i} D_{i}^{\sigma}\right)=0$ then $\left(\sum_{i} \beta_{i} \alpha_{i j}^{\prime}\right) u_{i} u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}=0$, and hence $\sum_{i} \beta_{i} \alpha_{j j}^{\prime}$ $=0$ for all $j$. Since ( $\alpha_{i j}^{\prime}$ ) is of rank $m$, we have $\beta_{1}=\cdots=\beta_{m}=0$. Therefore if $0 \leqq k_{i}<p-1$ for all $i$, then $\mathfrak{M}_{k}^{\sigma}$ consists of elements of the form $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}$ $\cdot\left(\beta_{1} D_{1}^{\sigma}+\cdots+\beta_{m} D_{m}^{\sigma}\right)$, where $\beta_{i} \in \Phi$.

We are now ready to prove $u_{i}^{p} \neq 0$ for all $i$. Suppose $u_{1}^{p}=0$. We shall denote $\mathfrak{M}(p-2,0, \cdots, 0), \mathfrak{M}(p-3,0, \cdots, 0)$ simply by $\mathfrak{M}(p-2), \mathfrak{M}(p-3)$ respectively. Then $u_{1}^{p}=0$ implies $Y \circ Y^{\prime}=0$ for any $Y \in \mathfrak{M}(p-2)^{\sigma}$ and $Y^{\prime} \in \mathfrak{M}(p-3)^{\sigma}$. Hence $X \circ X^{\prime}=0$ for any $X \in \mathfrak{M}(p-2)$ and $X^{\prime} \in \mathfrak{M}(p-3)$. This is a contradiction, since

$$
\begin{equation*}
x_{1}^{p-2} D_{1} \circ x_{1}^{p-3} D_{1}=-\lambda_{1} x_{1}^{-5} D_{1} \neq 0 . \tag{12.8.2}
\end{equation*}
$$

Therefore $u_{1}^{p} \neq 0$, and similarly $u_{i}^{p} \neq 0$ for all $i$. Hence we may assume $u_{i}^{p}=1$ for all $i$.

Now that we have shown that $u_{i}^{p}=1$ for all $i$, it is easily seen that $\mathfrak{M}_{k}^{\sigma}$ consists of all elements of the form $u_{1}^{k_{1}} \cdots u_{n}^{k_{n}}\left(\beta_{1} D_{1}^{\sigma}+\cdots+\beta_{m} D_{m}^{\sigma}\right.$ ), where $\beta_{i} \in \Phi$, without any restriction on $k_{i}$. Since $\mathfrak{R}$ is the sum of all $\mathfrak{M}_{k}$, it is also the sum of all $\mathfrak{M}_{k}^{\sigma}$. Therefore every element in $\ell$ can be written in the form $g_{1} D_{1}^{\sigma}+\cdots+g_{m} D_{m}^{\sigma}$, where $g_{i} \in \mathfrak{H}$. This shows that ( $D_{1}^{\sigma}, \cdots, D_{m}^{\sigma}$ ) is a system equivalent to $\left(D_{1}, \cdots, D_{m}\right)$. By taking a suitable scalar-equivalent system if necessary, we may assume without loss of generality that $D_{i} x_{j}=\delta_{i j} x_{j}$, where $\delta_{i j}$ is the Kronecker delta, for $i, j=1, \cdots, m$. Note that $m \leqq n$. Similarly, there exists a system ( $E_{1}, \cdots, E_{m}$ ) scalar-equivalent to ( $D_{1}^{\boldsymbol{\sigma}}, \cdots, D_{m}^{\boldsymbol{\sigma}}$ ) such that $E_{i} u_{j}=\delta_{i,} u_{j}$ for $i, j=1, \cdots, m$. We set

$$
\begin{equation*}
\left(x_{1}^{i} D_{1}\right)^{\sigma}=u_{1}^{i}\left(\rho_{i 1} E_{1}+\cdots+\rho_{i m} E_{m}\right), \tag{12.8.3}
\end{equation*}
$$

where $\rho_{i j} \in \Phi$. We also set $\left(x_{k} D_{k}\right)^{\sigma}=u_{k} F$ for any fixed $k>1$. Since $F$ commutes with every $E_{j}, D_{1}^{\sigma} \circ\left(x_{k} D_{k}\right)^{\sigma}=0$ yields easily $\rho_{0 k} u_{k} F=0$, and hence we have

$$
\begin{equation*}
\rho_{01} \neq 0, \quad \rho_{0 k}=0 \tag{12.8.4}
\end{equation*}
$$

Now (12.8.3) yields easily $\rho_{i 1} \rho_{j 1}=\rho_{i+j, 1}$ for $i \neq j$. Hence by (12.6) and (12.8.4)
we have $\rho_{i 1}=1$ for all $i$. Hence (12.8.4) yields $D_{1}^{\sigma}=E_{1}$. Similarly $D_{i}^{\sigma}=E_{i}$ for all $i$. Again (12.8.3) yields, for any $k>1, j \rho_{j k}-i \rho_{i k}=(j-i) \rho_{i+j, k}$. Hence by Lemma 12.7 we have $\rho_{i k}=i \rho_{1 k}$ for all $i$. We shall write $\rho_{k}$ for $\rho_{1 k}$. Then (12.8.3) can be written as

$$
\begin{equation*}
\left(x_{1}^{i} D_{1}\right)^{\sigma}=u_{1}^{i}\left(E_{1}+i\left(\rho_{2} E_{2}+\cdots+\rho_{m} E_{m}\right)\right) . \tag{12.8.5}
\end{equation*}
$$

As before, we set $\left(x_{k} D_{k}\right)^{\sigma}=u_{k} F, F u_{1}=\gamma_{k} u_{1}$ for $k>1$. Then $\left(x_{1}^{4} D_{1}\right)^{\sigma} \circ\left(x_{k} D_{k}\right)^{\sigma}=0$ and (12.8.5) imply, for $i \neq 0(\bmod p)$,

$$
\begin{equation*}
\rho_{k} F=\gamma_{k}\left(E_{1}+i\left(\rho_{2} E_{2}+\cdots+\rho_{m} E_{m}\right)\right) \tag{12.8.6}
\end{equation*}
$$

By changing $i$ in (12.8.6), we obtain $\rho_{k} F=\gamma_{k} E_{1}$ and $\gamma_{k}\left(\rho_{2} E_{2}+\cdots+\rho_{m} E_{m}\right)$ $=0$. Therefore if $\rho_{k} \neq 0$ then $\gamma_{k} \neq 0$, and hence we have $\rho_{2} E_{2}+\cdots+\rho_{m} E_{m}=0$, a contradiction. Hence $\rho_{k}=0$ for all $k>1$. Since $E_{1}=D_{1}^{\sigma}$, (12.8.5) yields $\left(x_{1}^{i} D_{1}\right)^{\sigma}=u_{1}^{i} D_{1}^{\sigma}$. Similarly we have $\left(x_{j}^{i} D_{j}\right)^{\sigma}=u_{j}^{i} D_{j}^{\sigma}$ for all $i$ and $j$. We set $D_{j}^{\prime}$ $=x_{j}^{-1} D_{j}$. Then ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ) is an orthonormal system equivalent to $\left(D_{1}, \cdots, D_{m}\right)$. Since $\left(D_{j}^{\prime}\right)^{\sigma}=u_{j}^{-1} D_{j}^{\sigma},\left(\left(D_{1}^{\prime}\right)^{\sigma}, \cdots,\left(D_{m}^{\prime}\right)^{\sigma}\right)$ is equivalent to ( $D_{1}^{\sigma}, \cdots, D_{m}^{\sigma}$ ) which is equivalent to ( $D_{1}, \cdots, D_{m}$ ). Hence ( $\left(D_{1}^{\prime}\right)^{\sigma}, \cdots$, $\left.D\left({ }_{m}^{\prime}\right)^{\sigma}\right)$ is equivalent to ( $D_{1}^{\prime}, \cdots, D_{m}^{\prime}$ ). By Theorem 12.1, $\sigma$ is induced by an automorphism $\sigma$ of $\mathfrak{Q}$.

Suppose that $D_{i}^{\sigma}=D_{i}$ for all $i$. Then $D^{\sigma}=D$. We set $y=x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}$. Then we have

$$
D y^{\sigma}=D^{\sigma} y^{\sigma}=(D y)^{\sigma}=\left(\lambda_{1} k_{1}+\cdots+\lambda_{n} k_{n}\right) y^{\sigma} .
$$

Hence $y^{\sigma}=\alpha y$ with $\alpha \in \Phi$. Since $\left(y^{\sigma}\right)^{p}=\left(y^{p}\right)^{\sigma}=1$, we have $\alpha^{p}=1, \alpha=1$. Thus $y^{\sigma}=y$. Since $x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}$ form a basis of $\mathfrak{N}$, the automorphism $\sigma$ of $\mathfrak{A}$ is the identity. Thus we have proved the following

Theorem 12.8. Suppose that $\Phi$ is an infinite perfect field and that $5 \leqq p$. Then any automorphism $\sigma$ of a generalized Witt algebra $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ is induced by an automorphism of $\mathfrak{N}$. If $D_{i}^{\sigma}=D_{i}$ for all $i$, then $\sigma$ is the identity.

Corollary 12.9. Let $\mathbb{R}\left(\mathfrak{N} ; D_{1}, \cdots, D_{m}\right)$ be a generalized Witt algebra, and assume that there exist nonzero elements $x_{1}, \cdots, x_{m} \in \mathfrak{A}$ such that $D_{i} x_{j}=\delta_{i j} x_{j}$ for $i, j=1, \cdots, m$. If an automorphism $\sigma$ of $\mathfrak{A}$ admissible to $\mathfrak{R}$ leaves every $x_{j}$ invariant, then $\sigma$ is the identity.

Proof. Since ( $D_{1}^{\sigma}, \cdots, D_{m}^{\sigma}$ ) is equivalent to ( $D_{1}, \cdots, D_{m}$ ), we may set $D_{i}^{\sigma}=\sum c_{i j} D_{j}$. Then $D_{i}^{\sigma} x_{j}^{\sigma}=\delta_{i j} x_{j}^{\sigma}=c_{i j} x_{j}$. Since $x_{j}$ is a unit, we have $\delta_{i j}=c_{i j}$, and hence $D_{i}^{\sigma}=D_{i}$ for all $i$. Therefore by Theorem $12.8 \sigma$ is the identity.

What automorphisms of $\mathfrak{A}$ are admissible to $\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ ? In the following we shall consider only the case $m=1$. If $\Phi$ is algebraically closed, then any generalized Witt algebras of $D$-dimension 1 can be written in the form $\mathfrak{R}(\mathfrak{A} ; D)$, where $\mathfrak{A}=\Phi\left(x_{1}, \cdots, x_{n}\right)$ is the group algebra of an elementary $p$-group with independent generators $1+x_{1}, \cdots, 1+x_{n}$, and where

$$
D=\frac{\partial}{\partial x_{1}}+x_{1}^{p-1} \frac{\partial}{\partial x_{2}}+\cdots+x_{1}^{p-1} \cdots x_{n-1}^{p-1} \frac{\partial}{\partial x_{n}} .
$$

(Once $\mathfrak{R}$ is given in this form, we may prove, without any condition on $\boldsymbol{\Phi}$, that any automorphism of $\Omega$ is induced by an automorphism of $\mathfrak{Q}$.) Denote by $y_{w}$ the monomial $x_{1}^{\nu_{1}} \cdots x_{n}^{\nu_{n}}$ of weight $w=\nu_{1}+\nu_{2} p+\cdots+\nu_{n} p^{n-1}$. If $f$ $=\alpha_{w} y_{w}+\alpha_{w+1} y_{w+1}+\cdots$, where $\alpha_{w}, \alpha_{w+1}, \cdots, \in \Phi, \alpha_{w} \neq 0$, then we define the weight of $f$ to be $w$. Lemmas 12.10 and 12.11 , below, are easily verified.

Lemma 12.10. If $f \in \mathfrak{A}$ is of weight $w>0$, then $D f$ is of weight $w-1$.
Lemma 12.11. Let $\mathfrak{N}$ be the radical of $\mathfrak{N}$. If $f \in \mathfrak{N}^{2}$ then $w(f)$ is not a power of $p$.
Lemma 12.12. Let $\mathfrak{M}$ be the radical of $\mathfrak{N}, \sigma$ an automorphism of $\mathfrak{A}$ admissible to $\mathbb{R}$, and let

$$
\begin{equation*}
x_{i}^{\sigma}=\alpha_{i 1} x_{1}+\cdots+\alpha_{i n} x_{n}\left(\bmod \mathfrak{R}^{2}\right) \tag{12.12.1}
\end{equation*}
$$

for $i=1, \cdots, n$, where $\alpha_{i j} \in \Phi$. Then $\alpha_{i j}=0$ for $j<i$.
Proof of 12.12. Let $b D^{\sigma}=D$, where $b \in \mathfrak{N}$. If $1<i$ then from (12.12.1) we have

$$
\left(x_{1}^{p-1} \cdots x_{i-1}^{p-1}\right)^{\sigma} b=\alpha_{i 1}+\alpha_{i 2} x_{1}^{p-1}+\cdots+\alpha_{i n} x_{1}^{p-1} \cdots x_{n-1}^{p-1}(\bmod \mathfrak{\Re}) .
$$

Therefore $\alpha_{i 1}=0$ for $1<i$. We set

$$
\begin{equation*}
x_{i}^{\sigma}=\alpha_{i 1} x_{1}+\cdots+\alpha_{i n} x_{n}+f_{i}, \quad f_{i} \in \mathfrak{R}^{2} \tag{12.12.2}
\end{equation*}
$$

Take a fixed $i>1$ and assume that

$$
\begin{equation*}
\alpha_{r s}=0 \text { for } s<r \text {, and that } w\left(f_{r}\right)>p^{r-1} \tag{12.12.3}
\end{equation*}
$$

whenever $r<i$. Suppose that $\alpha_{i 1}=\cdots=\alpha_{i, k-1}=0, \alpha_{i k} \neq 0$ for some $k$ such that $1<k<i$. From (12.12.2) we have

$$
\begin{align*}
& \left(x_{1}^{\sigma} \cdots x_{i-1}^{\sigma}\right)^{p-1} b  \tag{12.12.4}\\
& \quad=\alpha_{i k} x_{1}^{p-1} \cdots x_{k-1}^{p-1}+\cdots+\alpha_{i n} x_{1}^{p-1} \cdots x_{n-1}^{p-1}+D f_{i} .
\end{align*}
$$

From (12.12.3) it follows easily that $w\left(\left(x_{1}^{\sigma} \cdots x_{i-1}^{\sigma}\right)^{p-1} b\right) \geqq p^{i-1}-1>p^{k-1}-1$. Therefore (12.12.4) yields $w\left(D f_{i}\right)=p^{k-1}-1$. Then from Lemma 12.10 we have $w\left(f_{i}\right)=p^{k-1}$ which is a contradiction by Lemma 12.11. Hence $\alpha_{i j}=0$ for $j<i$. Then (12.12.4) yields $w\left(D f_{i}\right) \geqq p^{i-1}-1$. Hence $w\left(f_{i}\right)>p^{i-1}$. Thus (12.12.3) holds for all $r$, completing the proof.

Denote by $\mathfrak{U l}$ the group of all admissible automorphisms of $\mathfrak{N}$. Then the mapping $\sigma \rightarrow\left(\alpha_{i j}\right)$ defined by (12.12.1) is a homomorphism of $\mathfrak{l}$ onto a group of $n \times n$ matrices, which is solvable by Lemma 12.12. Let $\mathfrak{u}^{\prime}$ be the kernel of
the homomorphism. The automorphism group of $2 \boldsymbol{q}$ over $\Phi$ is essentially the same as that of its radical $\mathfrak{N}$, since $\mathfrak{\Re} / \mathfrak{N} \cong \Phi$. Therefore $\mathfrak{U}^{\prime}$ can be regarded as a subgroup of the group $\mathfrak{B}$ of all automorphisms of $\mathfrak{R}$ which induce the identity on $\mathfrak{N} / \mathfrak{N}^{2}$. Since $\mathfrak{N}$ is nilpotent, $\mathfrak{B}$ is solvable (see [3, p. 117]). Hence $\mathfrak{U}^{\prime}$ is solvable. Therefore $\mathfrak{U}$ is also solvable. Thus we have proved the following

Theorem 12.13. Suppose $5 \leqq p$. The automorphism group of the algebra $\mathfrak{R}(\mathscr{2} ; D)$ given in Corollary 8.4 is solvable.

Finally we shall prove the following
Theorem 12.14. If two normal simple algebras $\mathbb{R}=\mathfrak{R}\left(\mathfrak{H} ; D_{1}, \cdots, D_{m}\right)$ and $\mathbb{Z}^{\prime}=\Omega\left(\mathfrak{K}^{\prime} ; D_{1}^{\prime}, \cdots, D_{m^{\prime}}^{\prime}\right)$ over the same ground field $\Phi$ are isomorphic then their $D$-dimensions coincide: $m=m^{\prime}$.

Proof. Since $\mathbb{Z}$ and $\mathfrak{R}^{\prime}$ are normal simple, we may assume without loss of generality that $\Phi$ is algebraically closed, and that $\mathbb{R}$ and $\mathbb{R}^{\prime}$ are generalized Witt algebras. Let $p^{n}, p^{n^{\prime}}$ be the dimensions of $\mathfrak{\Omega}, \mathbb{R}^{\prime}$ respectively, so that $m p^{n}=m^{\prime} p^{n^{\prime}}$. Suppose $m<m^{\prime}$, and hence $n^{\prime}<n$. By Theorem 9.1 there exists $D \in \mathbb{R}$ whose characteristic roots are distinct. Let $D^{\prime}$ be the element corresponding to $D, \chi^{\prime}(\lambda)$ the characteristic polynomial of $D^{\prime} . \chi^{\prime}(\lambda)$ is a $p$-polynomial by Lemma 12.4, and of degree $p^{n^{\prime}}$. From $\chi^{\prime}\left(D^{\prime}\right)=0$ and (12.8.1) it follows easily that $\chi^{\prime}(D)=0$, since no nonzero derivation of $\mathfrak{A}$ commutes with all elements in \&. This is a contradiction, since $D$ does not satisfy any nonzero polynomial of degree less than $p^{n}$. Therefore $m=m^{\prime}$ must hold.
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