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This talk is concerned with how hard it can be on average to approximate the minimum of a function that is an element

of a class F ⊂ Cr
(
[0, 1]d

)
using sequentially selected function (and possibly derivative) evaluations. We assume that F is

convex and symmetric. It is well known that with this assumption adaptive algorithms are essentially no more powerful

than nonadaptive methods in the worst case, and so an average-case analysis is more interesting. We will describe a lower

bound on the convergence rate that any algorithm can have for a particular Gaussian probability. We will also describe

an optimization algorithm that has a convergence rate approaching the lower bound. (Received December 23, 2004)
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