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Preface

This book is concerned with the theory of general orthogonal series. The theory originated at the beginning of the present century as a natural generalization, based on Lebesgue integration, of the theory of trigonometric series, but has been developed most actively in the past twenty-five years. By now it has become clear that:

many propositions about properties of the trigonometric system are general in nature and remain valid for a broad class of orthonormal systems:

the study of systems of functions more general than orthonormal systems frequently reduces to the study of the latter:

in many problems, nonclassical orthonormal systems turn out to be "better" than classical systems:

the results and methods of the theory of general orthogonal systems have a variety of applications outside this theory.

These observations, which speak to the importance of the systematic study of the properties of a variety of orthonormal systems, are confirmed to a substantial extent by the contents of this book. We note in this connection that the book does not claim to be a complete treatment of the subject, and does not even touch on some important topics. We have also not attempted to present results in their most general form. Our principal aim is to present the main ideas and methods of the theory of orthogonal series. Our choice of material has been much influenced by Men'shov and Ul'yanov's seminar on the theory of real functions, which has long been active at Moscow University as a "continuous extension" of Luzin's twenty-five year seminar. We have also used the lectures on the theory of orthogonal series that the first author gave at Moscow University during 1979–1981. A significant number of the theorems proved in the book have not appeared in the monographic literature, and we hope that even specialists will find something new here. Nevertheless, we are largely oriented toward beginning mathematicians, and have therefore adhered to the rule
of proving all propositions that fall outside the scope of university courses. We assume that the reader is familiar with the contents of Kolmogorov and Fomin's *Elements of the Theory of Functions and Functional Analysis*, and also with the basic theory of functions of a complex variable (for example, with the content of [107]). The essential additional material from the theory of functions and functional analysis is presented in two appendices. Information on the source of the results presented in the book is given in the Notes, which also contain commentaries and the proofs of some additional facts.

In addition, we thank our colleagues K. I. Oskolkov, A. A. Talalyan, K. Tandori, Z. Ciesielski, and P. Oswald for advice and assistance.

*B. S. Kashin*  
*A. A. Saakyan*
Summary of Notation

We use, without explanation, a number of standard notations (used, in particular, in [89]), for example $\mathbb{R}^n$, $L^p(0, 1)$, $l^p$, and $C(0, 1)$. In addition:

$L^0(0, 1)$ and $L^0(R^1)$ are the spaces of functions that are measurable and finite almost everywhere on $[0, 1]$ or $R^1$.

$C(-\pi, \pi)$ and $L^p(-\pi, \pi)$ are the spaces of functions of period $2\pi$ on $R^1$, continuous or of summable $p$th power on $[-\pi, \pi]$, respectively.

$D_N$, $N = 1, 2, \ldots$, is the $N$-dimensional space of piecewise constant functions defined on $[0, 1]$:

$$D_N = \left\{ f(x) : f(x) = \text{const} = c_i \quad \text{if} \quad x \in \left(\frac{i-1}{N}, \frac{i}{N}\right), \quad i = 1, \ldots, N; \right\}$$

$$f\left(\frac{i}{N}\right) = \frac{c_i + c_{i+1}}{2}, \quad \text{if} \quad 1 \leq i < N, \quad f(0) = c_1, \quad f(1) = c_N.$$

Similarly, for any interval $[a, b]$

$$D_N(a, b) = \{ f(x), x \in [a, b] : g(t) = f(a + t(b - a)) \in D_N \}.$$

The norm of the matrix $H = \{h_{ij}\}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n$ is the number

$$\|H\| = \sup_{\{x_i\}, \{y_j\}} \sum_{i=1}^{m} \sum_{j=1}^{n} h_{ij} x_i y_j.$$  

$m(E)$ (or $|E|$ if $E$ is an interval $(a, b)$) is the Lebesgue measure of the set $E \subset R^1$.

$\text{card}\ E$ is the number of elements of the finite set $E$.

If $x$ is an element of the Banach space $X$ and $y$ is a bounded linear functional on $X$, then $\langle x, y \rangle$ or $\langle y, x \rangle$ denotes the functional $y$ at the element $x$. When $X$ is a Hilbert space, $(x, y)$ is sometimes used instead of $\langle x, y \rangle$.

If $f(x)$ is a real or complex function, $\text{supp}\ f(x) = \{x : f(x) \neq 0\}$. 
SUMMARY OF NOTATION

If \( \{a_n\}_{n=1}^{\infty} \) and \( \{b_n\}_{n=1}^{\infty} \) are two sequences of positive numbers, the notation \( a_n \asymp b_n \) means that there are constants \( C_1, C_2 > 0 \) such that 
\[ C_1 \leq a_n / b_n \leq C_2, \quad n = 1, 2, \ldots. \]
We use the following abbreviations:
An O.N.S. is an orthonormal system—recall that a system of functions 
\( \{\varphi_n(x)\}_{n=1}^{\infty} \subset L^2(a, b) \) is orthonormal if
\[
\int_a^b \varphi_n(x)\varphi_m(x) \, dx = \begin{cases} 
1 & \text{if } n = m, \\
0 & \text{if } n \neq m,
\end{cases} \quad n, m = 1, 2, \ldots;
\]

A C.O.N.S. is a complete orthonormal system;
a.e. = “almost everywhere.”

A phrase of the form “see Theorem 5.1” or “see §3.2” is a reference to
Theorem 1 of Chapter 5 or to §2 of Chapter 3. The chapter number is
omitted for references within a chapter.

Translator’s note. Definitions, theorems, corollaries, and propositions
are numbered consecutively (independently of each other) in each chapter.
Lemmas are numbered consecutively for each theorem.
APPENDIX 1

Some Topics from the Theory of Functions of a Real Variable and Functional Analysis

§1. Equations for integrals. Moduli of continuity

1°. PROPOSITION 1. Let \( f \in L^1(0, 1) \), and for \( t \in \mathbb{R}^1 \) let
\[
\lambda_f(t) = m\{x \in (0, 1): |f(x)| > t \}; \tilde{\lambda}_f(t) = m\{x \in (0, 1): f(x) > t \}.
\]
Then
\[
\int_0^1 f(x) \, dx = -\int_{-\infty}^\infty t \, d\tilde{\lambda}_f(t), \quad (1)
\]
and if \( f \in L^p(0, 1) \), \( 0 < p < \infty \), then
\[
\int_0^1 |f(x)|^p \, dx = -\int_{-\infty}^\infty t^0 \, d\lambda_f(t) = p \int_{0}^{\infty} t^{p-1} \lambda_f(t) \, dt. \quad (2)
\]

PROOF. Equation (1) follows from the definitions of the Lebesgue and Lebesgue–Stieltjes integrals:

If \( \{t_i^{(n)}\}_{i=-\infty}^{\infty}, n = 1, 2, \ldots, \) is a sequence of partitions of the real line:
\[
\ldots < t_{-k}^{(n)} < \ldots < t_{-1}^{(n)} < t_0^{(n)} < t_1^{(n)} < \ldots < t_k^{(n)} < \ldots,
\]
then
\[
\lim_{n \to \infty} \left[ -\sup_{-\infty < i < \infty} \left( t_i^{(n)} - t_{i+1}^{(n)} \right) \right] = 0,
\]
then the integrals \( \int_0^1 f_n(x) \, dx \), where \( f_n(x) = t_i^{(n)} \) if \( x \in E_i^{(n)} \equiv \{x \in (0, 1): t_i^{(n)} < f(x) \leq t_{i+1}^{(n)} \}, i = 0, \pm 1, \pm 2, \ldots, \) tend (as \( n \to \infty \)) to \( \int_0^1 f(x) \, dx \). On the other hand,
\[
\int_0^1 f_n(x) \, dx = \sum_{i=-\infty}^{\infty} t_i^{(n)} m(E_i^{(n)})
\]
\[
= -\sum_{i=-\infty}^{\infty} t_i^{(n)} [\tilde{\lambda}_f(t_{i+1}^{(n)}) - \tilde{\lambda}_f(t_i^{(n)})] \to \int_{-\infty}^{\infty} t \, d\tilde{\lambda}_f(t) \quad \text{as} \quad n \to \infty,
\]
which proves (1).
Now let \( f \in L^p(0, 1), \; 0 < p < \infty \). By (1), if we use the equation \( \check{\lambda}_{f^p}(t) = 1 \) for \( t < 0 \), we obtain
\[
\int_0^1 |f(x)|^p \, dx = -\int_{-\infty}^0 t \, d\check{\lambda}_{f^p}(t) = -\int_{0}^{\infty} t \, d\check{\lambda}_{f^p}(t). \tag{2'}
\]
Since
\[
\check{\lambda}_{f^p}(t) = m\{x \in (0, 1): |f(x)|^p > t\} \\
= m\{x \in (0, 1): |f(x)| > t^{1/p}\} = \lambda_f(t^{1/p}),
\]
for \( t > 0 \), then from (2') (making the change of variable \( t = (t')^{p} \)) we at once obtain the first equation (2). In addition, for every \( A > 0 \),
\[
-\int_0^A t^p \, d\lambda_f(t) = -t^p \lambda_f(f) \bigg|_0^A + \int_0^A \lambda_f(t) \, dt^p \\
= -A^p \lambda_f(A) + p \int_0^A \lambda_f(t) \cdot t^{p-1} \, dt.
\]
To prove the second equation in (2), it is enough to let \( A \to \infty \) in the preceding relation and use the inequality
\[
A^p \lambda_f(A) \leq \int_{\{x: |f(x)|^p > A\}} |f(x)|^p \, dx = o(1) \quad \text{as} \quad A \to \infty.
\]

**Remark 1.** It is easy to see that the finiteness of the integral
\[
\int_0^{\infty} t^{p-1} \lambda_f(t) \, dt
\]
is equivalent to having \( f(x) \) belong to \( L^p(0, 1) \).

**Remark 2.** If \( f(x) \) is defined on \( R^1 \) then by equation (2) for \( f_k(x) \equiv f(x + k), \; x \in (0, 1), \; k = 0, \pm 1, \ldots \), if we use the equation
\[
\lambda_f(t) = m\{x \in R^1: |f(x)| > t\} = \sum_{k=-\infty}^{\infty} \lambda_{f_k}(t)
\]
we obtain
\[
\int_{R^1} |f(x)|^p \, dx = \sum_{k=-\infty}^{\infty} \int_0^1 |f_k(x)|^p \, dx \\
= \sum_{k=-\infty}^{\infty} p \int_0^{\infty} t^{p-1} \lambda_{f_k}(t) \, dt \\
= p \int_0^{\infty} t^{p-1} \lambda_f(t) \, dt, \; 0 < p < \infty. \tag{3}
\]
§1. EQUATIONS FOR INTEGRALS. MODULI OF CONTINUITY

2°. Moduli of continuousity. Let there be given a function \( f \in C(0, 1) \) (or \( f(x) \in L^p(0, 1), 1 \leq p < \infty \)). The modulus of continuity and the integral modulus of continuity are defined by the equations

\[
\omega(\delta, f) = \sup_{0 < h \leq \delta} |f(x + h) - f(x)|, \quad 0 < \delta < 1,
\]

\[
\left( \omega_p(\delta, f) = \left\{ \sup_{0 < h \leq \delta} \int_0^{1-h} |f(x + h) - f(x)|^p \, dx \right\}^{1/p}, \quad 0 < \delta < 1 \right).
\]

The modulus of continuity of second order of a function \( f \in C(0, 1) \), and the integral modulus of continuity of second order of a function \( f \in L^p(0, 1), 1 \leq p < \infty \), are defined by

\[
\omega^{(2)}(\delta, f) = \sup_{0 \leq x - h < x + h \leq 1} |f(x + h) + f(x - h) - 2f(x)|, \quad 0 < \delta < 1,
\]

\( \omega_p^{(2)}(\delta, f) = \left\{ \sup_{0 < h \leq \delta} \int_0^{1-h} |f(x + h) + f(x - h) - 2f(x)|^p \, dx \right\}^{1/p} \). \( (5') \)

For periodic functions the moduli of continuity are defined somewhat differently:

If \( f(x) \) is defined on \( \mathbb{R}^1 \) and has period \( T > 0 \), then

a)

\[
\omega(\delta, f) = \sup_{0 < h \leq \delta} |f(x + h) - f(x)|, \quad x \in [0, T],
\]

\[
\omega^{(2)}(\delta, f) = \sup_{0 < h \leq \delta} |f(x + h) + f(x - h) - 2f(x)|, \quad \delta > 0, \ f \in C(0, T); \quad (6)
\]

b)

\[
\omega_p(\delta, f) = \left\{ \sup_{0 < h \leq \delta} \int_0^T |f(x + h) - f(x)|^p \, dx \right\}^{1/p},
\]

\[
\omega_p^{(2)}(\delta, f) = \left\{ \sup_{0 < h \leq \delta} \int_0^T |f(x + h) + f(x - h) - 2f(x)|^p \, dx \right\}^{1/p}, \quad \delta > 0, \ f \in L^p(0, T). \quad (6')
We record the fundamental properties of moduli of continuity:

(1) \[
\lim_{\delta \to 0} \omega(\delta, f) = \lim_{\delta \to 0} \omega^{(2)}(\delta, f) = \lim_{\delta \to 0} \omega_p(\delta, f) = \lim_{\delta \to 0} \omega^{(2)}_p(\delta, f) = 0,
\]

(II) \[
\omega(2\delta, f) \leq 2\omega(\delta, f), \\
\omega^{(2)}(2\delta, f) \leq 4\omega^{(2)}(\delta, f), \\
\omega_p(2\delta, f) \leq 2\omega_p(\delta, f), \\
\omega^{(2)}_p(2\delta, f) \leq 4\omega^{(2)}_p(\delta, f),
\]

(III) \[
\omega^{(2)}(\delta, f) \leq 2\omega(\delta, f), \\
\omega^{(2)}_p(\delta, f) \leq 2\omega_p(\delta, f).
\]

Relations (II) and (III) in (7) follow immediately from the definitions. When \( f \in C(0, 1) \), equations (I) follow at once from the uniform continuity of \( f \) on \([0, 1]\). If \( f \in L^p(0, 1), 1 \leq p < \infty \), then if we find, for a given \( \varepsilon > 0 \), a function \( g \in C(0, 1) \) such that \( \|g - f\|_p \leq \varepsilon/3 \), we will have, for sufficiently small \( h > 0 \),

\[
\|f(x - h) - f(x)\|_{L^p(0, 1-h)} \leq \|f(x + h) - g(x + h)\|_{L^p(0, 1-h)} + \|g(x + h) - g(x)\|_{L^p(0, 1-h)} + \|g(x) - f(x)\|_{L^p(0, 1-h)} \leq \varepsilon,
\]

which proves that \( \lim_{\delta \to 0} \omega_p(\delta, f) = 0 \).

**Proposition 2.** Let \( f(x), x \in R^1 \), have period \( T \) and bounded variation on \([0, T]\). Then

\[
\omega_1(\delta, f) \leq 4\delta V(f), \quad 0 < \delta < T,
\]

where \( V(f) \equiv V^T_0(f) \) is the total variation of \( f(x) \) on \([0, T]\).

**Proof.** Let \( f_1(x) = V^T_0(f), f_2(x) = f_1(x) - f(x), x \in [0, T] \). Since \( f_1(x) \) and \( f_2(x) \) are nondecreasing functions, we obtain for \( h \in (0, T), i = 1, 2, \)

\[
\int_0^{T-h} |f_i(x + h) - f_i(x)| \, dx = \int_0^{T-h} f_i(x + h) \, dx - \int_0^{T-h} f_i(x) \, dx = \int_h^T f_i(x) \, dx - \int_0^{T-h} f_i(x) \, dx = \int_{T-h}^T f_i(x) \, dx - \int_0^h f_i(x) \, dx \leq [f_i(T) - f_i(0)]h.
\]
§1. EQUATIONS FOR INTEGRALS. MODULI OF CONTINUITY

Consequently for \( h \in (0, T) \)

\[
\int_0^T |f(x + h) - f(x)| \, dx = \int_0^{T-H} + \int_{T-h}^T \\
\leq [f_1(T) - f_1(0) + f_2(T) - f_2(0)] \cdot h \\
+ h \sup_{x,x' \in [0,T]} |f(x) - f(x')| \\
\leq [2(f_1(T) - f_1(0)) + f(0) - f(T)]h + h \cdot V(f) \\
\leq 4hV(f),
\]

as was to be proved.

If \( \omega(\delta) \) is convex upward and \( \omega(0) = 0 \), we set

\[
H_\omega = \{ f \in C(0,1) : \omega(\delta, f) = O(\omega(\delta)) \text{ as } \delta \to 0 \}. \tag{8}
\]

The class \( H_\delta, 0 < \alpha \leq 1 \) (Lipschitz class of order \( \alpha \)), is denoted by \( \text{Lip } \alpha \) in the text.

3°. In studying properties of the partial sums of Fourier series in orthonormal systems, there arise the operators

\[
S(f) = S(f, x) = \int_0^1 f(t)K(x, t) \, dt.
\]

It is clear that if the kernel \( K(x, t) \in C([0,1] \times [0,1]) \), then \( S(f) \) acts from \( C(0,1) \) to \( C(0,1) \). Moreover, it is easy to see that

\[
\|S\|_{C \to C} \equiv \sup_{\|f\|_{C(0,1)} \leq 1} \|S(f)\|_{C(0,1)} = \max_{x \in [0,1]} \int_0^1 |K(x, t)| \, dt. \tag{9}
\]

It is also clear that when \( K(x, t) \in L^\infty([0,1] \times [0,1]) \), the operator \( S(f) \) acts from \( L^1(0,1) \) to \( L^\infty(0,1) \). Let us verify that in this case

\[
\|S\|_{L^1 \to L^1} \equiv \sup_{\|f\|_1 \leq 1} \|S(f)\|_1 = \left\| \int_0^1 |K(x, t)| \, dx \right\|_\infty. \tag{10}
\]

Set \( I(t) = \int_0^t |K(x, t)| \, dx \), where \( t \in [0, 1] \). If \( \|f\|_1 \leq 1 \), then

\[
\|S(f)\|_1 \leq \int_0^1 |f(t)| \int_0^1 |K(x, t)| \, dx \, dt \leq \|I(t)\|_\infty,
\]

i.e.,

\[
\|S\|_{L^1 \to L^1} \leq \left\| \int_0^1 |K(x, t)| \, dx \right\|_\infty. \tag{11}
\]
To prove an inequality in the opposite direction, we consider the set \( E \) of the points \( y \in (0, 1) \) for which
\[
\lim_{n \to \infty} 2n \int_{y-1/n}^{y+1/n} K(x, t) \, dt = K(x, y) \quad \text{for almost all } x \in (0, 1).
\]
(12)

By Lebesgue's theorem on the differentiation of absolutely continuous functions and Fubini's theorem,
\[
m(E) = 1.
\]
(13)

For a given \( y \in E \) we set
\[
f_n(t) = \begin{cases} 
2n & \text{if } t \in (y - 1/n, y + 1/n), \\
0 & \text{if } t \in (0, 1) \setminus (y - 1/n, y + 1/n), \end{cases} \quad n = 1, 2, \ldots,
\]

Then \( \|f_n(t)\|_1 = 1, \ n = 1, 2, \ldots \), and by applying Fatou's theorem we find that for every \( y \in E \)
\[
I(y) = \int_0^1 |K(x, y)| \, dx \leq \lim_{n \to \infty} \int_0^1 2n \int_{y-1/n}^{y+1/n} K(x, t) \, dt \, dx
\]
\[
= \lim_{n \to \infty} \int_0^1 \left| \int_0^1 f_n(t)K(x, t) \, dt \right| \, dx = \lim_{n \to \infty} \|S(f_n)\|_1 \leq ||S||_{L^0 \to L^1}.
\]

Therefore (see (13)) \( \|I(y)\|_\infty < ||S||_{L^0 \to L^1} \) and (also see (11)) we obtain inequality (10), as required.

§2. The maximal function and interpolation theorems

1°. Marcinkiewicz's interpolation theorem.

Definition 1. An operator \( T \) from \( L^p(R^1) \) (\( 1 \leq p < \infty \)) to \( L^0(R^1) \) is an \textit{operator of weak type \((p, p)\)} if
\[
m\{x \in R^1: |T(f, x)| > y\} \leq \frac{M}{y^p} \|f\|_{L^p(R^1)}^p, \quad f \in L^p(R^1),
\]
(14)
for every \( y > 0 \), and an \textit{operator of type \((p, p)\)} if
\[
\|T(f)\|_{L^p(R^1)} \leq M\|f\|_{L^p(R^1)}, \quad f \in L^p(R^1)
\]
(15)
(the constants \( M \) in (14) and (15) are independent of \( f(x) \)). If \( p = \infty \), we say that \( T \) is of \textit{weak type \((p, p)\)} if it is of type \((p, p)\).

It follows immediately from Chebyshev's inequality that an operator of type \((p, p)\) is also of weak type \((p, p)\). We have the following theorem.
§2. THE MAXIMAL FUNCTION AND INTERPOLATION

THEOREM 1. If a linear operator $T$ has weak type $(p_1, p_1)$ and also weak type $(p_2, p_2)$ $(1 \leq p_1 \leq p_2 \leq \infty)$, then $t$ has type $(p, p)$ for every $p$ on the interval $(p_1, p_2)$.

REMARK. We assume that $T$ can be extended to a linear operator on the space

$$L^{p_1}(R^1) \oplus L^{p_2}(R^1) = \{ f(x) : f(x) = f_1(x) + f_2(x), f_1(x) \in L^{p_1}(R^1), f_2(x) \in L^{p_2}(R^1) \},$$

i.e., (see (16)) $T(f, x) = T(f_1, x) + T(f_2, x)$ for every function $f \in L^{p_1}(R^1) \oplus L^{p_2}(R^1)$. It is easy to see that this definition of $T(f, x)$ is independent of the choice of $f_1(x)$ and $f_2(x)$ in (16). Since $L^p(R_1) \subset L^{p_1}(R^1) \oplus L^{p_2}(R^1)$, $p_1 < p < p_2$, it follows that $T$ is also defined on $L^p(R^1)$.

PROOF. We carry out the proof of Theorem 1 on the assumption that $p_2 < \infty$ (it is only this case that we actually use in the text). If $p_2 = \infty$ the proof requires a few changes (in fact, the necessary discussion is given below in the proof of Theorem 2).

We consider a function $f \in L^p(0, 1)$ and a number $t \geq 0$, and estimate the function

$$\lambda(t) = m\{ x \in R^1 : |T(f, x)| > t \}.$$ 

For $x \in R^1$, set

$$h(x) = \begin{cases} f(x) & \text{if } |f(x)| > t, \\ 0 & \text{if } |f(x)| \leq t, \end{cases} \quad g(x) = f(x) - h(x),$$

Then $h \in L^{p_1}(R^1)$, $g \in L^{p_2}(R^1)$, and $T(f, x) = T(h, x) + T(g, x)$. Consequently

$$\lambda(t) \leq m\{ x \in R^1 : |T(h, x)| > t/2 \} + m\{ x \in R^1 : |T(g, x)| > t/2 \}.$$ 

Hence, using the inequalities for weak types $(p_1, p_1)$ and $(p_2, p_2)$ (see (14)), we find that when $t > 0$

$$\lambda(t) \leq \frac{2^{p_1} M_1}{tp_1} \int_{R^1} |h(x)|^{p_1} dx + \frac{2^{p_2} M_2}{tp_2} \int_{R^1} |g(x)|^{p_2} dx$$

$$= \frac{2^{p_1} M_1}{tp_1} \int_{\{x \in R^1 : |f(x)| > t\}} |f(x)|^{p_1} dx$$

$$+ \frac{2^{p_2} M_2}{tp_2} \int_{\{x \in R^1 : |f(x)| \leq t\}} |f(x)|^{p_2} dx.$$
From the preceding inequality and (3) we obtain
\[ \|T(f)\|_{L^p(R^1)}^p = p \int_0^\infty t^{p-1} \lambda(t) \, dt \]
\[ \leq p2^p_1 M_1 \int_0^\infty \frac{t^{p-1}}{t^{p_1}} \int_{\{x \in R^1 : |f(x)| > t\}} |f(x)|^{p_1} \, dx \, dt \]
\[ + p2^p_2 M_2 \int_0^\infty \frac{t^{p-1}}{t^{p_2}} \int_{\{x \in R^1 : |f(x)| > t\}} |f(x)|^{p_2} \, dx \, dt \]
\[ = p2^p_1 M_1 \int_{R^1} |f(x)|^{p_1} \int_0^{\|f(x)\|/t} t^{p-p_1-1} \, dt \, dx \]
\[ + p2^p_2 M_2 \int_{R^1} |f(x)|^{p_2} \int_{|f(x)|}^\infty t^{p-p_2-1} \, dt \, dx \]
\[ = \frac{p \cdot 2^p_1 M_1}{p - p_1} \int_{R^1} |f(x)|^p \, dx + \frac{p \cdot 2^p_2 M_2}{|p_2| - |p|} \int_{R^1} |f(x)|^p \, dx \]
\[ = M \cdot \|f\|_{L^p(R^1)}^p, \]
i.e., \( T \) has type \((p,p)\). This completes the proof of Theorem 1.

2. The maximal function.

**Definition 2.** Let \( f(x), x \in R^1 \), be summable on every interval \((-A, A), A > 0\). The maximal function of \( f(x) \) is the function
\[ M(f, x) = \sup_{I \ni x} |I|^{-1} \int_I |f(t)| \, dt, \quad x \in R^1, \]
where the supremum is taken over all intervals \( I \) that contain \( x \).

**Theorem 2.** a) If \( f(x) \in L^1(R^1) \), then for every \( t > 0 \)
\[ m\{x \in R^1 : M(f, x) > t\} \leq \frac{5}{t} \int_{R^1} |f(x)| \, dx. \]

b) If \( f(x) \in L^p(R^1), 1 < p \leq \infty \), then
\[ \|M(f)\|_{L^p(R^1)} \leq C_p \|f\|_{L^p(R^1)}, \]
where \( C_p \) is a constant that depends only on \( p \).

**Lemma 1.** Let \( E \subset R^1 \) be a measurable set and \( \{I_\alpha\} \) a family of intervals of bounded length which cover \( E: E \subset \bigcup_\alpha I_\alpha \). Then we can extract from this family a sequence \( I_1, I_2, \ldots \) of pairwise disjoint intervals (finite or infinite) such that
\[ \sum_k |I_k| \geq \frac{1}{5} m(E). \]  

**Proof of Lemma 1.** We will construct the intervals \( I_1, I_2, \ldots \), inductively. At the first step we select from \( \{I_\alpha\} \) an interval \( I_1 \) for which
\(|I_1| \geq \frac{1}{2} \sup_a |I_a|\). Now suppose that \(I_1, \ldots, I_k\) have already been constructed; we find an interval \(I_{k+1}\), disjoint from \(I_1, \ldots, I_k\), with
\[|I_{k+1}| \geq \frac{1}{2} \sup\{|I_a|: I_a \cap I_j = \emptyset, \ j = 1, \ldots, k\}.\]
If there is no such interval, the construction stops.

We have now defined the sequence \(I_1, I_2, \ldots\). Let us prove (17). We need to consider only the case when \(\sum_k |I_k| < \infty\). Let \(I^*_k\) be an interval with the same midpoint as \(I_k\) but five times as long: \(|I^*_k| = 5|I_k|\). Let us show that
\[E \subset \bigcup_k I^*_k.\] (18)
It is enough to verify that every \(I\) in \(\{I_0\}\) is contained in \(\bigcup_k I^*_k\).

Since \(\sum_k |I_k| < \infty\), we have \(\lim_{k \to \infty} |I_k| = 0\) and, for sufficiently large \(k\),
\[|I_{k+1}| > |I|/2.\] (19)
Let \(k_0 (1 \leq k_0 < \infty)\) be the smallest \(k\) satisfying (19). By construction, \(I\) intersects one of the intervals \(I_1, \ldots, I_{k_0}\), i.e., for some \(j\) we have \(1 \leq j \leq k_0\), \(I \cap I_j \neq \emptyset\), and \(\frac{1}{2}|I| \leq |I_j|\). But then \(I \subset I^*_j\) and we have obtained (18).
Finally, from (18) we have
\[m(E) \leq \sum_k |I^*_k| = 5 \sum_k |I_k|.\]

**Proof of Theorem 2.** Let \(f(x) \in L^1(R^1)\). Choose a number \(t > 0\) and set
\[E_t = \{x \in R^1: M(f, x) > t\}.\]
By the definition of the maximal function, for every \(x \in E_t\) there is an interval \(I_x\) such that
\[I_x \ni x \quad \text{and} \quad \int_{I_x} |f(u)| \, du > t |I_x|.\] (20)
The family \(\{I_x\}_{x \in E_t}\) of bounded intervals (see (20)) covers \(E_t\). By Lemma 1 there is a sequence \(\{I_k\}\) of disjoint intervals with
\[\sum_k |I_k| \geq \frac{1}{5} m(E_t).\] (21)
Since (see (20))
\[\sum_k |I_k| < \frac{1}{t} \sum_k \int_{I_k} |f(u)| \, du \leq \frac{1}{t} \int_{\mathbb{R}^1} |f(u)| \, du,\]
it follows from (21) that \( m(E_t) \) is finite and
\[
m(E_t) < \frac{5}{t} \int_{R^1} |f(u)| \, du.
\]

Now we can prove Proposition b). For \( p = \infty \) the inequality b) (with \( C_\infty = 1 \)) is evident. If \( 1 < p < \infty \), then with a given \( t > 0 \) we obtain
\[
h(x) = \begin{cases} f(x) & \text{if } |f(x)| > \frac{t}{2}, \\ 0 & \text{if } |f(x)| \leq \frac{t}{2}, \end{cases} \quad x \in R^1.
\]
Then \( |f(x)| \leq |h(x)| + t/2 \) and \( M(f, x) \leq M(h, x) + t/2, \quad x \in R^1 \). Consequently
\[
E_t \equiv \{ x \in R^1 : M(f, x) > t \} \subset \{ x \in R^1 : M(h, x) > t/2 \}
\]
and (see a))
\[
m(E_t) \leq \frac{10}{t} \| h \|_{L^1(R^1)} = \frac{10}{t} \int_{\{x \in R^1 : |f(x)| > t/2 \}} |f(x)| \, dx.
\]
Finally, we use (3):
\[
\int_{R^1} M^p(f, x) \, dx = p \int_0^\infty t^{p-1} m(E_t) \, dt \\
\leq 10p \int_0^\infty t^{p-1} \cdot \frac{1}{t} \int_{\{x \in R^1 : |f(x)| > t/2 \}} |f(x)| \, dx \\
= 10p \int_{R^1} |f(x)| \int_0^{2|f(x)|} t^{p-2} \, dt \, dx = C_p \int_{R^1} |f(x)|^p \, dx.
\]

Remark. Lebesgue's theorem on the differentiability a.e. of an indefinite integral is easily deduced from part a) of Theorem 2.

§3. Some topics from functional analysis

1°. Definition 3. Let \( \Phi = \{ \varphi_n(x) \}_{n=1}^N \subset L^2(E) \) be a system of functions defined on a set \( E (E \subset R^2, 1 \leq N \leq \infty) \). The Gram matrix of \( \Phi \) is the matrix
\[
G = G_\Phi = \{ u_{n,j} \}_{n,j=1}^N, \quad \text{where } u_{n,j} = \int_E \varphi_n(x) \varphi_j(x) \, dx.
\]
It is not difficult to verify (this is done for all Euclidean spaces in courses on linear algebra) the following proposition.

Proposition 3. A system \( \Phi = \{ \varphi_n \}_{n=1}^N \subset L^2(E), \quad 1 \leq N < \infty, \) is linearly independent if and only if the determinant \( \det G_\Phi \neq 0 \).

Proposition 4. Let there be given in \( L^2(E) \) two systems \( \Phi = \{ \varphi_n(x) \}_{n=1}^N \) and \( \Psi = \{ \psi_n(x) \}_{n=1}^\infty \) of functions, \( 1 \leq N < \infty, \) and let \( L_\Phi, L_\Psi \) be the
subspaces spanned by the functions \( \{\varphi_n\}_{n=1}^N \) and \( \{\psi_n\}_{n=1}^N \), respectively. Then if \( \Phi \) and \( \Psi \) have equal Gram matrices \( (G_{\Phi} = G_{\Psi}) \), there is an isometry \( T: L_\Phi \to L_\Psi \) (i.e., \( \|T(f)\|_{L^2(E)} = \|f\|_{L^2(E)} \) if \( f \in L_\Phi \)) such that

\[
T(\varphi_n) = \psi_n, \quad n = 1, \ldots, N.
\]

(22)

2°. Minimax theorem.

**THEOREM (VON NEUMANN).** Let \( A = \{a_{i,j}\} \) (\( a_{i,j} \geq 0; 1 \leq i \leq m, 1 \leq j \leq n \)) be a matrix with nonnegative elements and

\[ \sigma_m = \{x \in \mathbb{R}^m : x = (x_1, \ldots, x_m), x_i \geq 0, \sum_{i=1}^m x_i = 1\}. \]

Then the quadratic form

\[
F(x, y) = \sum_{i=1}^m \sum_{j=1}^n a_{i,j} x_i y_j \quad (x = \{x_i\}, y = \{y_j\})
\]

satisfies

\[
\min_{y \in \sigma_n} \max_{x \in \sigma_m} F(x, y) = \max_{x \in \sigma_m} \min_{y \in \sigma_n} F(x, y).
\]

(23)

**PROOF.** Let \( \gamma \) and \( \rho \) denote the left-hand and right-hand sides of (23). The inequality \( \gamma \geq \rho \) can be verified very simply. In fact, if \( x_0 \in \sigma_m \) is a point such that \( \min_{y \in \sigma_n} F(x_0, y) = \rho \), then by using the inequality \( \max_{x \in \sigma_m} F(x, y) \geq F(x_0, y) \), \( y \in \sigma_n \), we obtain

\[
\gamma = \min_{\nu \in \sigma_\nu} \max_{x \in \sigma_m} F(x, y) \geq \min_{y \in \sigma_n} F(x_0, y) = \rho.
\]

(24)

To prove the converse inequality \( \gamma \leq \rho \) we consider the closed sets

\[
A(x, \varepsilon) = \{y \in \sigma_n : F(x, y) \leq \rho + \varepsilon\}, \quad x \in \sigma_m, \quad \varepsilon > 0.
\]

It is enough to show that for each \( \varepsilon > 0 \)

\[
\bigcap_{s=2}^\infty A(x_1^\nu, \varepsilon, \ldots, x_m^\nu) \neq \emptyset, \quad \nu = 1, 2, \ldots,
\]

(25)

where \( x^\nu = \{x_1^\nu, \ldots, x_m^\nu\}, \nu = 1, 2, \ldots, \) is a sequence which is everywhere dense in \( \sigma_m \). In fact, if follows from (24) and the fact that \( A(x, \varepsilon) \) is closed that there is a point \( y_0 \in \sigma_n \) such that \( y_0 \in A(x_1^\nu, \varepsilon) \) for \( \nu = 1, 2, \ldots, \) i.e.,

\[
\max_{1 \leq \nu < \infty} F(x_1^\nu, y_0) \leq \rho + \varepsilon.
\]

Since \( F(x, y) \) is continuous, it follows from (25) that \( \max_{x \in \sigma_m} F(x, y_0) \leq \rho + \varepsilon \), whence, since \( \varepsilon > 0 \) is arbitrary, we obtain the inequality \( \gamma \leq \rho \).
Let the numbers \( s = 1, 2, \ldots \) and \( \varepsilon > 0 \) be given, and let
\[
P = \{ (\xi_1, \ldots, \xi_s) \in \mathbb{R}^s : \xi_\nu \leq \rho + \varepsilon, \nu = 1, \ldots, s \}.
\]
In addition, let \( Q \subset \mathbb{R}^s \) be the set of vectors of the form
\[
(F(x^1, y), F(x^2, y), \ldots, F(x^s, y)), \quad y \in \sigma_n.
\]
It is clear that \( Q \) is convex, closed and bounded. Let us show that
\[
P \cap Q \neq \emptyset. \tag{26}
\]
Suppose, on the contrary, that \( P \cap Q = \emptyset \). Then by a corollary of the Hahn–Banach theorem the convex sets \( P \) and \( Q \) are separated by a linear functional: There are a vector \( (\alpha_1, \ldots, \alpha_s) \in \mathbb{R}^s \) and a number \( \alpha \in \mathbb{R}^1 \) such that
\[
1) \sum_{\nu=1}^{s} |\alpha_\nu| = 1;
2) \sum_{\nu=1}^{s} \alpha_\nu \xi_\nu \leq \alpha \text{ if } (\xi_1, \ldots, \xi_s) \in P; \tag{27}
3) \sum_{\nu=1}^{s} \alpha_\nu \xi_\nu \geq \alpha \text{ if } (\xi_1, \ldots, \xi_s) \in Q.
\]
Since the vectors \((0, \ldots, 0, \xi_\nu, 0, \ldots, 0) \in P\) if \( \xi_\nu \leq \rho \) and \( 1 \leq \nu \leq s \), it follows from (27), 2) that \( \alpha_\nu \geq 0 \), \( \nu = 1, \ldots, s \). Consider the vector
\[
x^0 = (x^0_1, \ldots, x^0_m) = \sum_{\nu=1}^{s} \alpha_\nu x^\nu
\]
(i.e., \( x^0_\nu = \sum_{\nu=1}^{s} \alpha_\nu x^\nu \nu \)). Since \( \alpha_\nu \geq 0 \) and \( x^\nu \in \sigma_m \), \( 1 \leq \nu \leq s \), then \( x^0_\nu \geq 0 \) and (see 1)
\[
\sum_{\nu=1}^{m} x^0_\nu = \sum_{\nu=1}^{s} \alpha_\nu \sum_{\nu=1}^{m} x^\nu_\nu = \sum_{\nu=1}^{s} \alpha_\nu = 1,
\]
i.e., \( x^0 \in \sigma_m \).

On the other hand, since the \( s \)-component vector \((\rho + \varepsilon, \ldots, \rho + \varepsilon) \in P \), we can deduce from 2) and 3) that for every \( y \)
\[
F(x^0, y) = \sum_{\nu=1}^{s} \alpha_\nu F(x^\nu, y) \geq \alpha \geq \sum_{\nu=1}^{s} \alpha_\nu (\rho + \varepsilon) > \rho,
\]
which contradicts the definition of \( \rho \). Consequently (26) is established.

We now take an arbitrary vector \((\xi^0_1, \ldots, \xi^0_s) \in P \cap Q \). Then \( \xi^0_\nu \leq \rho \uparrow \varepsilon \) and \( \xi^0_\nu = F(x^\nu, y^0) \), \( \nu = 1, \ldots, s \), \( y^0 \in \sigma_n \) (see the definition of \( P \) and \( Q \)), i.e., \( y^0 \in A(x^\nu, \varepsilon) \), \( \nu = 1, \ldots, s \). This establishes (24) and hence the theorem is proved.
3. Proof of Theorem 1.6 (see §1.4).

Necessity. Let \( \{x_n\}_{n=1}^{\infty} \) be a basis in the Banach space \( X \), i.e., there exists, for every \( x \in X \), a unique series

\[ \sum_{n=1}^{\infty} a_n(x) x_n = x, \]

that converges to \( x \) in the norm of \( X \).

It is clear that \( \{x_n\} \) is dense in \( X \). Consider the set \( Y \) of sequences of numbers \( A = \{a_n\}_{n=1}^{\infty} \) for which the series \( \sum_{n=1}^{\infty} a_n x_n \) converges in the norm of \( X \). For \( A = \{a_n\} \in Y \), set

\[ \|A\|_Y = \sup_{1 \leq N < \infty} \left\| \sum_{n=1}^{N} a_n x_n \right\|_X. \]  

(28)

It is easily seen that (28) defines a norm on the linear space \( Y \). Let us show that \( Y \) is a Banach space under the norm (28).

Let \( A^{(k)} = \{a_n^{(k)}\}_{n=1}^{\infty} \in Y, k = 1, 2, \ldots \), and

\[ \|A^{(k)} - A^{(k+p)}\|_Y \to 0 \quad \text{if} \quad k \to \infty, \quad p = 1, 2, \ldots. \]

Then by (28), for every \( \epsilon > 0 \) there is a number \( k_0 \) such that, for \( N, R, p = 1, 2, \ldots \),

\[ \left\| \sum_{n=N}^{N+R} a_n^{(k)} x_n - \sum_{n=N}^{N+R} a_n^{(k+p)} x_n \right\|_X \leq \epsilon, \quad \text{if} \quad k \geq k_0. \]  

(29)

It follows, in particular, from (29) that the limit \( \lim_{k \to \infty} a_n^{(k)} = a_n \) exists for \( n = 1, 2, \ldots \). If we fix \( k, N, \) and \( R \) in (29) and let \( p \) tend to infinity, we find

\[ \left\| \sum_{n=N}^{N+R} a_n^{(k)} x_n - \sum_{n=N}^{N+R} a_n x_n \right\|_X \leq \epsilon, \quad k \geq k_0, \quad N, R = 1, 2, \ldots. \]  

(30)

Since \( \{a_n^{(k_0)}\} \in Y \), we have, for sufficiently large \( N_0 = N_0(\epsilon) \),

\[ \left\| \sum_{n=N}^{N+R} a_n^{(k_0)} x_n \right\|_X \leq \epsilon, \quad \text{if} \quad N \geq N_0, \quad R = 1, 2, \ldots. \]

It follows from this and from (30) that when \( N > N_0 \)

\[ \left\| \sum_{n=N}^{N+R} a_n x_n \right\|_X \leq 2\epsilon, \quad R = 1, 2, \ldots, \]

i.e., the series \( \sum_{n=1}^{\infty} a_n x_n \) converges in \( X \), and that \( A = \{a_n\} \in Y \). Inequality (30) shows that \( \lim \|A^{(k)} - A\|_Y = 0 \). Therefore \( Y \) is a Banach space.
Now we consider the linear operator $T: Y \to X$ which assigns to each element $A = \{a_n\} \in Y$ the sum (in $X$) $\sum_{n=1}^{\infty} a_n x_n$; that is,

$$T(A) = T(\{a_n\}) = \sum_{n=1}^{\infty} a_n x_n.$$

From the fact that $\{x_n\}_{n=1}^{\infty}$ is a basis in $X$ and from the definition of the norm in $Y$ (see (28)) it follows immediately that $T$ is a bounded linear operator which provides a one-to-one mapping of $Y$ onto $X$. By Banach's theorem on inverse operators, $T^{-1}$ is also bounded, i.e., there is a constant $M > 0$ such that

$$\sup_{1 \leq N < \infty} \left\| \sum_{n=1}^{N} a_n(x) \cdot x_n \right\| \leq M \|x\|, \quad x \in X. \quad (31)$$

Hence we have shown that the basis $\{x_n\}_{n=1}^{\infty}$ satisfies condition c) (see the statement of Theorem 1.6).

In addition, it follows from (31) that the linear functionals $a_n(x), x \in X, n = 1, 2, \ldots$, are bounded, and therefore (see Theorem 1.2) that $\{x_n\}_{n=1}^{\infty}$ is minimal.

**Sufficiency.** Let $\{x_n\}_{n=1}^{\infty}$ be complete and minimal in $X$, and let $\{y_n\}_{n=1}^{\infty} \subset X^*$ be the system dual to $\{x_n\}$ (the existence and uniqueness of $\{y_n\}$ was established in Chapter 1). In addition, let there be a number $M$ such that for every $x \in X$

$$\left\| \sum_{n=1}^{N} (y_n, x) x_n \right\| \leq M \|x\|, \quad n = 1, 2, \ldots \quad (32)$$

Let us show that $\{x_n\}$ is a basis in $X$. Choose an element $x$ in $X$ and an $\varepsilon > 0$. Since $\{x_n\}$ is complete, there is a polynomial $P = \sum_{n=1}^{R} a_n x_n$ in this system for which

$$\|P - x\| \leq \varepsilon. \quad (33)$$

Since $\sum_{n=1}^{N} (y_n, P) x_n = P$ if $N \geq R$, we find from (32) and (33) that

$$\left\| \left\{ \sum_{n=1}^{N} (y_n, x_n) \right\} - x \right\| \leq \left\| \left\{ \sum_{n=1}^{N} (y_n, x) \right\} - P \right\| + \|P - x\|$$

$$\leq \left\| \sum_{n=1}^{N} (y_n, x - P) x_n \right\| + \varepsilon$$

$$\leq M \|x - P\| + \varepsilon \leq (M + 1) \varepsilon, \quad \text{if } N \geq R,$$
i.e., the series $\sum_{n=1}^{\infty} \langle y_n, x \rangle x_n$ converges to $x$ in $X$. The uniqueness of this series follows from the biorthonormality of the system $\{x_n, y_n\}$: if $\sum_{n=1}^{\infty} a_n x_n$ converges to $x$, then for $n = 1, 2, \ldots$,

$$\langle y_n, x \rangle = \left\langle y_n, \sum_{k=1}^{\infty} a_k x_k \right\rangle = \sum_{k=1}^{\infty} a_k \langle y_n, x_k \rangle = a_n.$$

This completes the proof of the theorem.
APPENDIX 2

Some Topics from the Theory of Functions of a Complex Variable

Here we prove some results from the theory of functions of a complex variable which are used in the text (in §§5.2, 5.3, and 6.5), but which fall outside the limits of the usual university curriculum.

§1. The Poisson integral

If \( f(x) \) and \( g(x) \), \( x \in R^1 \), are summable on \([-\pi, \pi]\), periodic with period \( 2\pi \), and complex-valued, we denote by \( f \ast g(x) \) the convolution

\[
f \ast g(x) = \frac{2}{2\pi} \int_{-\pi}^{\pi} f(x + t)g(t) \, dt.
\]

It follows easily from Fubini’s theorem that a convolution of summable functions is also summable on \([-\pi, \pi]\) and

\[
c_n(f \ast g) = c_n(f) \cdot c_{-n}(g), \quad n = 0, \pm 1, \pm 2, \ldots,
\] (1)

where \( \{c_n(f)\} \) are the Fourier coefficients of \( f(x) \):

\[
c_n(f) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t)e^{-int} \, dt, \quad n = 0, \pm 1, \pm 2, \ldots.
\]

Let \( f \in L^1(-\pi, \pi) \). For \( 0 \leq r < 1 \) we consider the function

\[
f_r(x) = \sum_{n=-\infty}^{\infty} c_n(f)r^{|n|}e^{inx}, \quad x \in [-\pi, \pi],
\] (2)

where the series on the right of (2) converges uniformly in \( x \) for every given \( r, 0 \leq r < 1 \). The Fourier coefficients of \( f_r(x) \) are \( c_n(f_r) = c_n(f) \cdot r^{|n|}, n = 0, \pm 1, \pm 2, \ldots \); and this means, because of (1), that \( f_r(x) \) can be represented as a convolution:

\[
f_r(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x + t)P_r(t) \, dt,
\] (3)
where
\[ P_r(t) = \sum_{n=-\infty}^{\infty} r^n e^{int}, \quad t \in [-\pi, \pi]. \] (4)

The function \( P_r(t) \) of two variables, \( 0 \leq r < 1, \ t \in [-\pi, \pi] \), is the Poisson kernel, and the integral (3) is the Poisson integral. It is easily verified that
\[
P_r(t) = \Re \left[ 1 + 2 \sum_{n=1}^{\infty} r^n e^{int} \right] = \Re \frac{1 + re^{it}}{1 - re^{it}}.
\]

Consequently
\[
P_r(t) = \frac{1 - r^2}{1 + r^2 - 2r \cos t}, \quad 0 \leq r < 1, \ t \in [-\pi, \pi]. \] (5)

If \( f \in L^1(-\pi, \pi) \) is a real function, then since \( c_{-n}(f) = \overline{c_n(f)} \), \( n = 0, \pm 1, \pm 2, \ldots \), we find from (2) that
\[
f_r(x) = c_0(f) + \sum_{n=1}^{\infty} c_n(f) r^n e^{inx} + \sum_{n=1}^{\infty} \overline{c_n(f)} r^n e^{-inx}
\]
\[
= \frac{1}{2} [F(re^{ix}) + \overline{F(re^{ix})}] = \Re F(re^{ix}),
\]
where
\[ F(z) = c_0(f) + 2 \sum_{n=1}^{\infty} c_n(f) r^n e^{inx} \quad (z = re^{ix}) \] (7)

is analytic in the unit disk. Equation (6) shows that for every real \( f \in L^1(-\pi, \pi) \) the Poisson integral (3) defines a harmonic function in the unit disk,
\[ u(z) = f_r(e^{ix}), \quad z = re^{ix}, \quad 0 \leq r < 1, \ x \in [-\pi, \pi]. \]

Moreover, the harmonic conjugate \( v(z) \) of \( u(z) \), with \( v(0) = 0 \), is given by the formula
\[
v(z) = \Im F(z) = \sum_{n=-\infty}^{\infty} [-i \operatorname{sgn} n] r^{|n|} c_n(f) e^{inx}, \] (8)

where, as usual,
\[
\operatorname{sgn} \alpha = \begin{cases} \frac{\alpha}{|\alpha|} & \text{if } \alpha \neq 0, \\ \alpha & \text{if } \alpha \in R^1 \\ 0 & \text{if } \alpha = 0, \end{cases}
\] (9)

**Proposition 1.** Let \( u(z) \) be harmonic (or analytic) in the disk \(|z| < 1+\epsilon \) (\( \epsilon > 0 \)), and let \( f(x) = u(e^{ix}), \ x \in [-\pi, \pi] \). Then
\[
u(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x + t) P_r(t) \, dt \quad (z = re^{ix}, \ |z| < 1). \] (10)
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Since the Poisson kernel is a real function, it is enough to verify (10) in the case when \( u(z) \) is an analytic function:

\[
u(z) = \sum_{n=0}^{\infty} c_n z^n, \quad |z| < 1 + \epsilon.
\]

But then

\[
c_n(f) = \frac{1}{2\pi} \int_{-\pi}^{\pi} u(e^{i\theta}) e^{-in\theta} \, d\theta = \begin{cases} c_n & \text{if } n \geq 0, \\ 0 & \text{if } n < 0,
\end{cases}
\]

and (10) follows at once from (2) and (3).

Before we turn to the investigation of the behavior of \( f_r(x) \) as \( r \to 1 \), we note some properties of the Poisson kernel:

a) \( P_r(t) \geq 0, \quad -r < 1, \quad t \in [-\pi, \pi] \).

b) \( \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(t) \, dt = 1, \quad 0 \leq r < 1. \) \hspace{1cm} (11)

c) \( \text{for every } \delta > 0 \)

\[
\mu_\delta(r) = \sup_{|\theta| \leq \pi} P_r(t) = o(1) \quad \text{as } r \to 1.
\]

Relations a) and c) follow at once from (5); and to prove (b) it is enough to set \( f(x) \equiv 1 \) in (2) and (3).

**Theorem 1.** For every (complex-valued) function \( f \in L^p(-\pi, \pi), 1 \leq p < \infty \), we have the equation

\[
\lim_{r \to 1} ||f - f_r||_{L^p(-\pi, \pi)} = 0
\]

[see (3)]; if also \( f(x) \) is continuous on \([ -\pi, \pi ] \) and \( f(-\pi) = f(\pi) \), then

\[
\lim_{r \to 1} ||f - f_r||_{C(-\pi, \pi)} = 0.
\]

**Proof.** By (3) and property b) of the Poisson kernel,

\[
f_r(x) - f(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} [f(x + t) - f(x)] P_r(t) \, dt. \hspace{1cm} (12)
\]

For every \( g \in L^q(-\pi, \pi), \frac{1}{p} + \frac{1}{q} = 1, \|g\|_{L^q(-\pi, \pi)} = 1 \), we can use Hölder's inequality and the positivity of the Poisson kernel (see a)) to obtain

\[
\int_{-\pi}^{\pi} [f_r(x) - f(x)] g(x) \, dx
\]

\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \left\{ \int_{-\pi}^{\pi} [f(x + t) - f(x)] g(x) \, dx \right\} P_r(t) \, dt
\]

\[
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \|f(x + t) - f(x)\|_{L^p(-\pi, \pi)} \|g\|_{L^q(-\pi, \pi)} P_r(t) \, dt
\]

\[
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \omega_p(|t|, f) P_r(t) \, dt.
\]
Consequently
\[ \|f_r - f\|_{L^p(-\pi, \pi)} \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \omega_p(|t|, f) P_r(t) \, dt, \]
and if for a given \( \varepsilon > 0 \) we find a number \( \delta = \delta(\varepsilon) \) such that \( \omega_p(t, f) \leq \varepsilon/2 \) for \( t \in (0, \delta) \), then for \( r \) sufficiently close to 1 we obtain (see a)–c)
\[ \|f_r - f\|_{L^p(-\pi, \pi)} \leq \frac{1}{2\pi} \int_{|t|<\delta} \omega_p(|t|, f) P_r(t) \, dt \]
\[ + \frac{1}{2\pi} \int_{\delta \leq |t| \leq \pi} \omega_p(|t|, f) P_r(t) \, dt \]
\[ \leq \frac{\varepsilon}{2} + 2\|f\|_{L^p(-\pi, \pi)} \cdot \mu_\delta(r) < \varepsilon. \]

Similarly, the second statement in Theorem 1 follows from the inequality (see (12), and a), b))
\[ \|f_r - f\|_{C(-\pi, \pi)} \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \omega(|t|, f) p_r(t) \, dt. \]

This completes the proof of Theorem 1.

**Theorem 2. (Fatou).** Let \( f(x) \) be a complex-valued element of \( L^1(-\pi, \pi) \). Then
\[ \lim_{r \to 1} f_r(x) = f(x) \text{ for almost all } x \in [-\pi, \pi]. \]

**Proof.** Let us show that, for \( x \in [-\pi, \pi] \) and \( 0 < r < 1 \),
\[ f_r(x) \leq CM(f, x), \tag{13} \]
where \( C \) is an absolute constant and \( M(f, x) \) is the maximal function for \( f(x) \)(\(^1\)) (see Definition 2 in Appendix 1). For this purpose we use the inequality
\[ P_r(t) \leq K \frac{\varepsilon}{\varepsilon^2 + t^2}, \quad \varepsilon = 1 - r, \quad 0 < r < 1, \quad t \in [-\pi, \pi] \]
which is easily derived from (5) \((K \text{ is an absolute constant})\).

\(^1\)We suppose that \( f(x) \) has been continued with preservation of periodicity to \([-2\pi, 2\pi]\) (i.e., \( f(x) = f(y) \) if \( x, y \in [-2\pi, 2\pi], x - y = 2\pi \), and \( f(x) = 0 \) if \(|x| > 2\pi\).
Let \( k_0 = k_0(\varepsilon) \) be a number such that \( 2^{k_0} \varepsilon < \pi \leq 2^{k_0+1} \varepsilon \). Then for \( x \in [-\pi, \pi] \)

\[
|f_r(x)| = \frac{1}{2\pi} \left| \int_{-\pi}^{\pi} f(x + t) P_r(t) \, dt \right|
\]

\[
\leq \frac{1}{2\pi} \sum_{k=-\infty}^{k_0-1} \int_{2^{k} \varepsilon < |t| \leq 2^{k+1} \varepsilon} |f(x + t)| P_r(t) \, dt
\]

\[
+ \frac{1}{2\pi} \int_{2^{k_0} \varepsilon < |t| \leq \pi} |f(x + t)| P_r(t) \, dt
\]

\[
\leq \frac{K}{2\pi} \sum_{k=-\infty}^{\infty} \int_{2^{k} \varepsilon < |t| \leq 2^{k+1} \varepsilon} |f(x + t)| \frac{\varepsilon}{\varepsilon^2 + t^2} \, dt
\]

\[
\leq \frac{K}{2\pi} \sum_{k=-\infty}^{\infty} \frac{\varepsilon}{\varepsilon^2 + 2^{2k} \varepsilon^2} \int_{0 \leq |t| \leq 2^{k+1} \varepsilon} |f(x + t)| \, dt
\]

\[
\leq M(f, x) \frac{K}{2\pi} \sum_{k=-\infty}^{\infty} \frac{1}{\varepsilon \left(1 + 2^{2k}\right)} 2^{k+2} \varepsilon \leq CM(f, x).
\]

This completes the proof of (13). Now, using the operator \( f(x) \to M(f, x) \) of weak type \( (1, 1) \) (see Theorem 2 in Appendix 1), we can find a sequence \( \{f^{(n)}(x)\}_{n=1}^{\infty} \), \( x \in \mathbb{R}^1 \), such that

\[
f^{(n)}(x) \in C(-2\pi, 2\pi),
\]

\[
f^{(n)}(x) = 0 \quad \text{if} \ |x| > 2\pi, \ n = 1, 2, \ldots,
\]

\[
\lim_{n \to \infty} f^{(n)}(x) = f(x) \quad \text{and} \quad \lim_{n \to \infty} M(f^{(n)} - f, x) = 0
\]

for almost all \( x \in (-2\pi, 2\pi) \).

By (13), for \( x \in (-\pi, \pi) \),

\[
|f_r(x) - f(x)| \leq |f_r(x) - f_r^{(n)}(x)|
\]

\[
+ |f_r^{(n)}(x) - f^{(n)}(x)| + |f^{(n)}(x) - f(x)|
\]

\[
\leq C \cdot M(f^{(n)} - f, x) + |f_r^{(n)}(x) - f^{(n)}(x)|
\]

\[
+ |f^{(n)}(x) - f(x)|.
\]

We obtain the conclusion of Theorem 2 by using the preceding inequality and (14), and taking account of the fact that, by Theorem 1, \( \lim_{r \to 1} f_r^{(n)}(x) = f^{(n)}(x) \) for each \( x \in [-\pi, \pi] \).
Remark. If we use, instead of (13), the stronger inequality (59) which we shall prove in §3, we can show that $f_t(t) \to f(x)$ for almost all $x \in [-\pi, \pi]$ when $re^{it}$ approaches $e^{ix}$ on a path that is not tangent to the circle $|z| = 1$ (for details see §3).

§2. $H^p$ spaces

Definition 1. The space $H^p$ $(1 \leq p \leq \infty)$ is the collection of functions $F(z)$ that are analytic in the unit disk and have finite norm

$$||F||_{H^p} = \sup_{0 < r < 1} \left\{ \frac{1}{\pi} \int_{-\pi}^{\pi} |F(re^{it})|^p \, dt \right\}^{1/p}.$$  

Let the complex-valued function $\Phi(x) \in L^p(-\pi, \pi)$ satisfy the condition

$$\int_{-\pi}^{\pi} \Phi(t)e^{int} \, dt = 0, \quad n = 1, 2, \ldots,$$

then the function $F(z)$ defined by

$$F(z) = \Phi_t(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi(x + t)P_n(t) \, dt \quad (z = re^{ix}),$$

belongs to $H^p$, and

$$||F||_{H^p} = ||\Phi||_{L^p(-\pi, \pi)}.$$  

In fact, it follows from (16) and (2) that $F(z)$ is analytic. Moreover, by the inequality

$$||f * g||_{L^p(-\pi, \pi)} \leq \frac{1}{2\pi}||f||_{L^p(-\pi, \pi)}||g||_{L^1(-\pi, \pi)}$$

(see, for example, the proof of 4.(16)), we have

$$||F||_{H^p} \leq \frac{1}{2\pi}||\Phi||_{L^p(-\pi, \pi)} \cdot \int_{-\pi}^{\pi} P_n(t) \, dt = ||\Phi||_{L^p(-\pi, \pi)}.$$

Finally, by Theorem 1 (and for $p = \infty$, by Theorem 2) $||\Phi||_{L^p(-\pi, \pi)} \leq ||F||_{H^p}$, and we obtain (18).

We shall show below that every function $F \in H^p$ $(1 \leq p \leq \infty)$ can be represented in the form (17). For this purpose we shall need the following theorem.

Theorem 3. Let the complex-valued function $\varphi(t)$ have bounded variation on $[-\pi, \pi]$, be continuous on the left on $(-\pi, \pi)$, and satisfy

$$\int_{-\pi}^{\pi} e^{int} \varphi(t) \, dt = 0 \quad \text{for } n = 1, 2, \ldots.$$  

Then $\varphi(t)$ is absolutely continuous on $[-\pi, \pi]$. 
REMARK. In (19), and later, we use a Lebesgue–Stieltjes integral with respect to a complex-valued function $\varphi(t)$ of bounded variation. We say that $\varphi(t) = u(t) + iv(t)$ has bounded variation (or is absolutely continuous) if both $u(t)$ and $v(t)$ have bounded variation (or are absolutely continuous).

Then the integral

$$
\int_{-\pi}^{\pi} f(t) d\varphi(t) = \int_{-\pi}^{\pi} f(t) du(t) + i \int_{-\pi}^{\pi} f(t) dv(t)
$$

is defined for every $f(t)$ which is continuous on $[-\pi, \pi]$, and also if $f(t) = \chi_F(t)$ is the characteristic function of a closed set $F \subset [-\pi, \pi]$.

PROOF OF THEOREM 3. It is enough to verify that

$$
\int_{-\pi}^{\pi} \chi_F(t) d\varphi(t) = 0 \quad (20)
$$

for every closed set $F \subset (-\pi, \pi)$ with $m(F) = 0$. (In fact, it follows from (20) that $\varphi$ is absolutely continuous on $(-\pi, \pi)$, and consequently $\varphi(t) = \varphi_1(t) + s(t)$, where $\varphi_1$ is absolutely continuous on $[-\pi, \pi]$, $s(t) = 0$ for $t \in (-\pi, \pi)$, and $s(-\pi) = \lambda$. But then

$$
0 = \int_{-\pi}^{\pi} e^{int} d\varphi(t) = \int_{-\pi}^{\pi} e^{int} d\varphi_1(t) - \lambda e^{-in\pi} = o(1) - \lambda e^{-in\pi}, \quad n \to \infty;
$$

that is, $\lambda = 0$ and $\varphi(t)$ is absolutely continuous on $[-\pi, \pi]$.)

We need the following lemma.

**Lemma 1.** Let $F$ be a closed set, $V$ an open set, and let $F \subset V \subset (-\pi, \pi)$ and $m(F) = 0$. Then for every $\epsilon$, $0 < \epsilon < 1/3$, there is a function $g(t) \in C^\infty(-\pi, \pi)$ of the form

$$
ge(t) = \sum_{n=1}^{\infty} c_n(g)e^{int}, \quad (21)
$$

with the following properties:

a) $|g(t) - 1| \leq 3\epsilon$ if $t \in F$;

b) $|g(t)| \leq 3\epsilon$ if $t \notin V$;

c) $\|g\|_{C(-\pi, \pi)} \leq 3$.

We first deduce (20) from Lemma 1, and then prove Lemma 1.

Let $(-\pi, \pi) \setminus F = \bigcup_k (a_k, b_k)$, where $(a_k, b_k)$, $k = 1, 2, \ldots$, is the finite or infinite sequence of complementary intervals of $F$, and for $r = 1, 2, \ldots$ and $\nu = 3, 4, \ldots$, let

$$
V_{r, \nu} = (-\pi, \pi) \setminus \bigcup_{k \leq r} \left( a_k + \frac{1}{\nu}(b_k - a_k), b_k - \frac{1}{\nu}(b_k - a_k) \right).
$$
It is evident that $V_{r,\nu}$ is an open set and $F \subset V_{r,\nu}$. For a given $\varepsilon > 0$ and $r, \nu = 3, 4, \ldots$, consider the function $g(t) = g_{e, r, \nu}(t)$, constructed in Lemma 1 for the number $\varepsilon$ and the set $V_{r,\nu}$. Then it is easy to verify that if $r \to \infty$, $\nu \to \infty$, and $\varepsilon \to 0$, then the difference

$$
\int_{-\pi}^{\pi} \chi_F(t) d\varphi(t) - \int_{-\pi}^{\pi} g_{e, r, \nu}(t) d\varphi(t) \to 0. \tag{23}
$$

But by (19) and the uniform convergence of (21),

$$
\int_{-\pi}^{\pi} g_{e, r, \nu}(t) d\varphi(t) = \sum_{n=1}^{\infty} c_n(g_{e, r, \nu}) \int_{-\pi}^{\pi} e^{int} d\varphi(t) = 0,
$$

and (see (23)) we obtain (20).

**Proof of Lemma 1.** Let $f(t)$ be a continuous function on $[-\pi, \pi]$ for which $\|f\|_{C(-\pi, \pi)} \leq 1$, $f(t) = 1$ if $t \in F$, and $f(t) = 0$ if $t \notin V$. Since the Fejér means $\sigma_N(f, t)$ (see (4.12)), $N = 1, 2, \ldots$, converge uniformly to $f(t)$ and $\|\sigma_N(f, t)\|_{C(-\pi, \pi)} \leq \|f\|_{C(-\pi, \pi)}$, there is a trigonometric polynomial

$$
G(t) = \sum_{|n| \leq m} \alpha_n e^{int} \tag{24}
$$

such that

$$
\|G\|_{C(-\pi, \pi)} \leq 1,
$$

$$
|G(t) - 1| < \varepsilon \quad \text{if} \ t \in F, \tag{25}
$$

$$
|G(t)| < \varepsilon \quad \text{if} \ t \notin V.
$$

Let $\varepsilon = e^{-A}(A > 1)$. For each $\delta > 0$ consider a function $h_\delta(t) \in C(-\pi, \pi)$ such that

$$
h_\delta(t) = -2A + \frac{\varepsilon}{2} \quad \text{if} \ t \in F,
$$

$$
-2A + \frac{\varepsilon}{2} \leq h_\delta(t) \leq 0 \quad \text{for all} \ t \in (-\pi, \pi),
$$

$$
\|h_\delta(t)\|_{L^1(-\pi, \pi)} \leq \delta.
$$

The function $h(t)$ can be constructed in the following way: select a closed set $B \subset [-\pi, \pi]$, $B \cap F = \emptyset$, $\pi, -\pi \in B$, with the measure $m(B)$ sufficiently close to $2\pi$, and set

$$
h_\delta(t) = \left(-2A + \frac{\varepsilon}{2}\right) \frac{\rho(t, B)}{\rho(t, F) + \rho(t, B)},
$$

$$
\rho(t, E) = \inf_{y \in E} |t - y|.
$$

Since

$$
\sum_{|n| \leq m} |c_n(h_\delta)| \leq (2m + 1)\|h_\delta\|_{L^1(-\pi, \pi)} \leq (2m + 1)\delta
$$
(here \( m \) is the same as in (24)), for sufficiently small \( \delta > 0 \) the function
\[
h(t) = h_\delta(t) - \sum_{|n| \leq m} c_n(h_\delta)e^{int}
\]
satisfies
\[
|h(t) + 2\delta| < \varepsilon \quad \text{if } t \in F,
-2\delta < h(t) < \varepsilon, \quad t \in [-\pi, \pi].
\]
(26)
Moreover, \( c_n(h) = 0 \) if \( |n| \leq m \). Then the Fejér means \( \sigma_N(h, t) \) of \( h(t) \)
have the form
\[
P(t) = \sigma_N(h, t) = \sum_{n=-N}^{-m-1} \beta_n e^{int} + \sum_{n=m+1}^{N} \beta_n e^{int}
\]
and for sufficiently large \( N \) (see (26))
\[
|P(t) + 2\delta| < \varepsilon, \quad t \in F, \quad -2\delta < P(t) < \varepsilon, \quad t \in [-\pi, \pi].
\]
(27)
Set
\[
P^+(t) = \sum_{n=m+1}^{N} \beta_n e^{int}, \quad P^-(t) = \sum_{n=-N}^{-m-1} \beta_n e^{int}.
\]
(28)
Since \( h(t) \) is real-valued, \( c_n(h) = \overline{c_{-n}(h)} \) and \( \beta_n = \overline{\beta}_{-n}, n = 0, \pm 1, \pm 2, \ldots \).
Therefore
\[
P^+(t) = P^-(t) \quad \text{and} \quad \text{Re} P^+(t) = \frac{P(t)}{2}, \quad t \in [-\pi, \pi].
\]
(29)
We can now define the required function \( g(t) \):
\[
g(t) = G(t)[1 - \exp\{P^+(t)\}] = -G(t) \sum_{\nu=1}^{\infty} \frac{[P^+(t)]^\nu}{\nu!}.
\]
It is clear that \( g(t) \in C^\infty(-\pi, \pi) \), and it follows from (24) and (28) that \( c_n(g) = 0 \) for \( n < 0 \), i.e.,
\[
g(t) = \sum_{n=1}^{\infty} c_n(g)e^{int}.
\]
(30)
For \( t \in F \), by (25), (27), and (29) we have
\[
|g(t) - 1| \leq |g(t) - G(t)| + |G(t) - 1|
\leq \exp\{\text{Re} P^+(t)\} + \varepsilon
\leq \exp\left\{ \frac{P(t)}{2} \right\} + \varepsilon \leq \exp\left\{ -\delta + \frac{\varepsilon}{2} \right\} + \varepsilon < 3\varepsilon,
\]
and for \( t \in [-\pi, \pi] \setminus V \),
\[
|g(t)| \leq \varepsilon[1 + \exp\{\text{Re} P^+(t)\}] = \varepsilon \left[ 1 + \exp\left\{ \frac{P(t)}{2} \right\} \right] < 3\varepsilon.
\]
Finally, for every \( t \in [-\pi, \pi] \)
\[
|g(t)| \leq 1 + \exp\{\mathrm{Re}\  P^+(t)\} < 3.
\]

Consequently \( g(t) \) has the required properties (see (22)). Lemma 1, and with it Theorem 3, are established.

**Theorem 4.** Let \( F \in H^p \) (\( 1 \leq p \leq \infty \)). Then the limit
\[
\lim_{r \to 1} F(re^{ix}) = \Phi(x).
\]
exists for almost every \( x \in [-\pi, \pi] \). Moreover,

1) \( F(re^{ix}) = \Phi_r(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi(x + t)P_r(t) \, dt, \quad 0 \leq r < 1, \quad x \in [-\pi, \pi] \);
2) \( \lim_{r \to 1} \|F(re^{ix}) - \Phi(x)\|_{L^p(-\pi, \pi)} = 0 \) (\( 1 \leq p < \infty \));
3) \( \|F\|_{H^p} = \|\Phi\|_{L^p(-\pi, \pi)} \) (\( 1 \leq p \leq \infty \)).

**Proof.** It is enough to show that for every \( F \in H^1 \) there is a function \( \Phi \in L^1(-\pi, \pi) \) such that 1) holds. In fact, if \( f \in H^p \), \( 1 \leq p \leq \infty \), then also \( F \in H^1 \) and (31) follows from 1) and Theorem 2 for almost all \( x \in [-\pi, \pi] \).

Moreover,
\[
\|\Phi\|_{L^p(-\pi, \pi)} \leq \sup_{0 < r < 1} \|F(re^{ix})\|_{L^p(-\pi, \pi)} < \infty,
\]
and by Theorem 1
\[
\lim_{r \to 1} \|F(re^{ix}) - \Phi(x)\|_{L^p(-\pi, \pi)} = 0 \quad (1 \leq p < \infty).
\]
Finally, it follows from 1) (also see (2)) that
\[
\int_{-\pi}^{\pi} \Phi(x)e^{inx} \, dx = 0, \quad n = 1, 2, \ldots,
\]
and then (see (18))
\[
\|F\|_{H^p} = \|\Phi\|_{L^p(-\pi, \pi)}.
\]

Let \( F \in H^1 \). To construct the required function \( \Phi \in L^1(-\pi, \pi) \), we set
\[
\varphi_r(t) = \int_{-\pi}^{\pi} F(re^{ix}) \, dx, \quad t \in [-\pi, \pi], \quad 0 < r < 1.
\]
The function \( \varphi_r(t) \), \( 0 < r < 1 \), has bounded variation on \( [-\pi, \pi] \):
\[
V_{[-\pi, \pi]}(\varphi_r) \leq \int_{-\pi}^{\pi} |F(re^{it})| \, dt \leq \|F\|_{H^1}.
\]

By using the definition of the Stieltjes integral and Helly's theorem, it is easy to deduce from the preceding relation that there are a function \( \varphi(t) \) of bounded variation, continuous on the left on \( (-\pi, \pi] \), and a sequence
\{r_k\}, 0 < r_k < 1, k = 1, 2, \ldots, \lim_{k \to \infty} r_k = 1, \text{ such that } \varphi_{r_k}(t) \to \varphi(t) \text{ at each } t \in [-\pi, \pi] \text{ and}

\[ \int_{-\pi}^{\pi} g(t) \, d\varphi(t) = \lim_{k \to \infty} \int_{-\pi}^{\pi} g(t) \, d\varphi_{r_k}(t) \equiv \lim_{k \to \infty} \int_{-\pi}^{\pi} g(t) F(r_k e^{it}) \, dt \quad (32) \]

for every function \( g \in C(-\pi, \pi) \). Moreover (see (32)), for \( n = 1, 2, \ldots, \)

\[ \int_{-\pi}^{\pi} e^{int} \, d\varphi(t) = \lim_{k \to \infty} \int_{-\pi}^{\pi} e^{int} F(r_k e^{it}) \, dt = 0 \]

(we used the analyticity of \( F(z) \) in the unit disk) and consequently (see Theorem 3) \( \varphi(t) \) is absolutely continuous: there is a function \( \Phi \in L^1(-\pi, \pi) \) for which

\[ \varphi(t) = \int_{-\pi}^{\pi} \Phi(u) \, du, \quad t \in [-\pi, \pi]. \]

Then (see (32))

\[ \int_{-\pi}^{\pi} g(t) \Phi(t) \, dt = \lim_{k \to \infty} \int_{-\pi}^{\pi} g(t) F(r_k e^{it}) \, dt, \quad g \in C(-\pi, \pi). \quad (33) \]

Select a number \( r, 0 < r < 1 \). The functions \( F_k(z) = F(r_k z), k = 1, 2, \ldots, \) are analytic in the disk \( |z| < 1/r_k \ (1/r_k > 1) \), and consequently, by Proposition 1,

\[ F(r_k re^{ix}) = \frac{1}{2\pi} \int_{-\pi}^{\pi} F(r_k e^{it}) P_r(t - x) \, dt, \quad x \in [-\pi, \pi]. \]

In the limit as \( k \to \infty \), it follows from the preceding equation that

\[ F(re^{ix}) = \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(t - x) \Phi(t) \, dt \]

\[ = \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi(x + t) P_r(t) \, dt, \quad 0 \leq r < 1, \quad x \in [-\pi, \pi]. \]

This establishes equation 1), and with it also Theorem 4.

We denote by \( H^p \) \((1 \leq p \leq \infty)\) the class of functions \( \Phi(x), x \in [-\pi, \pi] \), which are boundary values of elements of \( H^p \), i.e., can be represented in the form (see (31))

\[ \Phi(x) = \lim_{r \to 1} F(re^{ix}) \quad \text{for almost all} \ x \in [-\pi, \pi], \ F \in H^p. \]

By parts 2) and 3) of Theorem 4, \( \mathcal{H}^p \subset L^p(-\pi, \pi) \), and every function \( \Phi \in \mathcal{H}^p \) satisfies (16). On the other hand, we showed above that, for any \( \Phi \in L^p(-\pi, \pi) \), under condition (16) the Poisson integral (17) defines an element of \( H^p \). Consequently (also the Theorem 2)

\[ \mathcal{H}^p = \left\{ \Phi \in L^p(-\pi, \pi) : \int_{-\pi}^{\pi} \Phi(x) e^{inx} \, dx = 0, \ n = 1, 2, \ldots \right\}. \quad (34) \]
It follows from (34) that \( \mathcal{H}^p \) is a (closed) subspace of \( L^p(-\pi, \pi) \), and \( H^p \) is a Banach space with the norm (15) (also see Theorem 4, 3).

Let \( 1 \leq p \leq \infty \). Set

\[
H_0^p = \{ F \in H^p : \text{Im} F(0) = 0 \}, \\
\mathcal{H}_0^p = \{ \Phi \in \mathcal{H}^p : \int_{-\pi}^{\pi} \text{Im} \Phi(x) \, dx = 0 \}
\]

and

\[
\text{Re} \, \mathcal{H}^p = \{ f(x) : f(x) = \text{Re} \Phi(x), \ x \in [-\pi, \pi], \ \Phi \in \mathcal{H}^p \}. 
\] (35)

We have the following theorem.

**Theorem 5.** For \( 1 \leq p \leq \infty \), the following conditions are equivalent:

a) \( \Phi(x) \in \mathcal{H}_0^p \);

b) \( \Phi(x) \in L^p(-\pi, \pi) \), \( \int_{-\pi}^{\pi} \text{Im} \Phi(x) \, dx = 0 \), \( \int_{-\pi}^{\pi} \Phi(x)e^{inx} \, dx = 0 \), \( n = 1, 2, \ldots \);

d) \( F(re^{ix}) = \Phi * P_r(x) \equiv \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi(x+t)P_r(t) \, dt \in H_0^p \);

d) \( \Phi(x) = f(x) + i\tilde{f}(x) \), where \( f \in L^p(-\pi, \pi) \)

is a real function whose conjugate \( \tilde{f}(x) \) (see Definition 5.2) also belongs to \( L^p(-\pi, \pi) \):

\[
\tilde{f}(x) = \frac{1}{\pi} \int_{-\pi}^{\pi} \frac{f(t)}{2\tan \frac{x-t}{2}} \, dt = \frac{1}{\pi} \int_{-\pi}^{\pi} \frac{f(t) - f(x)}{2\tan \frac{x-t}{2}} \, dt \in L^p(-\pi, \pi). 
\] (36)

**Proof.** The equivalence of a) and b) follows immediately from (34), and the equivalence of a) and c) follows from Theorems 4 and 2.

Let us show that d) implies b). It is enough to show that when the function and its conjugate are summable (i.e., \( f, \tilde{f} \in L^1(-\pi, \pi) \)) we have the equations

\[
c_n(\tilde{f}) = i(\text{sgn} n)c_n(f), \quad n = 0, \pm 1, \pm 2, \ldots 
\] (37)

(see (9)). A direct calculation from (36) shows that \( \cos nx = \sin nx, \ n = 0, 1, \ldots \), and that \( \sin nx = -\cos nx, \ n = 1, 2 \ldots \) — in this case

\[
\frac{f(t) - f(x)}{2\tan \frac{1}{2}(t-x)} \in L^1.
\]

Consequently (37) is satisfied for every trigonometric polynomial.
Let the number \( n = 0, \pm 1, \pm 2, \ldots \) be given. For an arbitrary \( f \in L^1(-\pi, \pi) \) and \( k = 1, 2, \ldots \), we set

\[
I_{f,k}(t) = \frac{1}{2k} \sum_{j=-k+1}^{k} f(x_j + t), \quad t \in [-\pi, \pi],
\]

\[
I_{f,k}^*(t) = \frac{1}{2k} \sum_{j=-k+1}^{k} \tilde{f}(x_j + t)e^{-in(x_j+t)},
\]

where \( x_j = \frac{n j}{k}, \) \( j = -k + 1, -k + 2, \ldots, k. \)

Let us show that for a given index \( n \) equation (37) is a consequence of the following properties of \( I_{f,k}(t) \) and \( I_{f,k}^*(t) \) (that \( I_{f,k}(t) \) and \( I_{f,k}^*(t) \) have these properties will be established later):

1) \( m\{t \in (-\pi, \pi): |I_{f,k}(t)| > \varepsilon \} \geq \frac{\varepsilon}{\|f\|_{L^1(-\pi, \pi)}}, \) \( \varepsilon > 0, \) \( k = 1, 2, \ldots. \)

2) As \( k \to \infty \) the function \( I_{f,k}(t), \) \( t \in (-\pi, \pi), \) converges in measure to \( I(t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) \, dx = \text{const.} \)

3) \( m\{t \in (-\pi, \pi): |I_{f,k}^*(t)| > \varepsilon \} \leq \frac{C}{\varepsilon} \|f\|_{L^1(-\pi, \pi)}, \) \( \varepsilon > 0, \) \( k = 1, 2, \ldots, \)

where \( C > 0 \) is an absolute constant.

Thus we assume that 1) and 3) hold.

It is easily seen that \( I_{f,k}^*(t) = I_{g,k}(t), \) where \( g(x) = \tilde{f}(x)e^{-inx} \in L^1(-\pi, \pi); \) hence 2) implies the convergence in measure of the sequence of functions \( I_{f,k}^*(t), \) \( k = 1, 2, \ldots: \)

\[
I_{f,k}^*(t) \to c_n(\tilde{f}) \quad \text{in measure} \ (k \to \infty).
\]

For an arbitrary \( \varepsilon \in (0, 1), \) we can find a trigonometric polynomial \( f_1(x) \) such that

\[
f(x) = f_1(x) + f_2(x), \quad \|f_2\|_{L^1(-\pi, \pi)} \leq \frac{\varepsilon^2}{4(C + 1)}.
\]

Then by 3)

\[
m \left\{ t \in (-\pi, \pi): \left| I_{f,k}^*(t) - c_n(\tilde{f}) \right| > \frac{\varepsilon}{4} \right\} \leq \frac{2C}{\varepsilon} \|f_2\|_{L^1(-\pi, \pi)} \leq \frac{\varepsilon}{2}
\]

and (see (38)) for \( k > k_0 \)

\[
m \left\{ t \in (-\pi, \pi): \left| I_{f,k}^*(t) - c_n(\tilde{f}) \right| > \frac{\varepsilon}{4} \right\} \leq \frac{\varepsilon}{2}.
\]

Since \( f_1(x) \) is a polynomial, we have \( c_n(\tilde{f}_1) = -i(\text{sgn}n)c_n(f_1) \) and (see (39))

\[
c_n(\tilde{f}_1) + i(\text{sgn}n)c_n(f) \leq |c_n(f_1) - c_n(f)|
\]

\[
= |c_n(f_2)| \leq \|f_2\|_{L^1(-\pi, \pi)} \leq \frac{\varepsilon}{4},
\]

(42)
Using the equation $I_{f,k}^* = I_{f,k}^* + I_{f,k}^*$, and inequalities (40)-(42), we obtain
\[ m\{t \in (-\pi, \pi): |I_{f,k}^*(t) + i(\text{sgn})c_n(f)| > \varepsilon\} \leq \varepsilon, \quad k > k_0, \]
which, with (38), establishes (37).

We now show that every function $f \in L^1(-\pi, \pi)$ satisfies 1)–3). Inequality 1) follows at once from Tchebycheff’s inequality, since
\[ \|I_{f,k}(t)\|_{L^1(-\pi, \pi)} \leq \frac{1}{2k} \sum_{j=-k+1}^{k} \|f(x_j + t)\|_{L^1(-\pi, \pi)} = \|f\|_{L^1(-\pi, \pi)}. \] (43)

To prove 2), we take an arbitrary $\varepsilon \in (0, 1)$ and represent $f(x)$ in the form
\[ f(x) = g(x) + h(x), \quad g \in C(-\pi, \pi), \quad \|h\|_{L^1(-\pi, \pi)} \leq \frac{\varepsilon^2}{2}. \]

Since $g$ is continuous, it follows easily that
\[ \lim_{k \to \infty} I_{g,k}(t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g(x) \, dx \]
uniformly in $t \in (-\pi, \pi)$. Therefore, for sufficiently large $k$ ($k > k'$) we will have, taking account of (43),
\[ \left| I_{g,k}(t) - \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) \, dx \right| \leq \left| I_{g,k}(t) - \frac{1}{2\pi} \int_{-\pi}^{\pi} g(x) \, dx \right| \\
+ \frac{1}{2\pi} \left| \int_{-\pi}^{\pi} h(x) \, dx \right| \leq \frac{\varepsilon}{2}, \quad t \in (-\pi, \pi). \] (44)

In addition, by 1) and (43)
\[ m\{t \in (-\pi, \pi): |h(t)| > \frac{\varepsilon}{2}\} \leq \frac{2}{\varepsilon^2}\|h\|_{L^1(-\pi, \pi)} \leq \varepsilon; \]
it follows form this inequality and (44) that when $k > k'$
\[ m\{t \in (-\pi, \pi): \left| I_{f,k}(t) - \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) \, dx \right| > \varepsilon\} \leq m\{t \in (-\pi, \pi): |h(t)| > \frac{\varepsilon}{2}\} \leq \varepsilon. \]

To prove 3), we observe that
\[ |I_{f,k}^*(t)| = \left| \frac{1}{2k} \sum_{j=-k+1}^{k} \tilde{f}(x_j + t)e^{-inx_j} \right| = |\tilde{F}(t)|, \]
where
\[ F(t) = \frac{1}{2k} \sum_{j=-k+1}^{k} f(x_j + t)e^{-inx_j}. \]
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We obtain 3) by applying inequality a) from Theorem 5.3 to F(t) and using the inequality \( \| F \|_{L^1(-\pi, \pi)} \leq \| f \|_{L^1(-\pi, \pi)} \).

Properties 1)–3) are now established. Hence we have established that condition d) of Theorem 5 implies b). To complete the proof of Theorem 5, it is enough to show that c) implies d).

Let \( \Phi(x) = f(x) + ig(x) \) \( (x \in (-\pi, \pi)) \), \( f = \text{Re} \Phi, g = \text{Im} \Phi \) and \( F(re^{ix}) = \Phi * P_r(x) \in \mathcal{H}_0^p \). Then \( f, g \in L^p(-\pi, \pi) \) (see Theorem 4), and we need only prove that \( g(x) = \tilde{f}(x) \) for almost all \( x \in (-\pi, \pi) \).

Since the Poisson kernel is a real function, we may suppose that for \( 0 \leq r < 1 \) and \( x \in [-\pi, \pi] \) (see (3))

\[
u(re^{ix}) = \text{Re} F(re^{ix}) = f_r(x), \quad v(re^{ix}) = \text{Im} F(re^{ix}) = g_r(x).
\]

On the other hand, it follows from (2), (8), and (37) that for every \( r \), \( 0 < r < 1 \),

\[
g_r(x) = \tilde{f}_r(x), \quad x \in (-\pi, \pi). \tag{45}
\]

By Theorem 1,

\[
\lim_{r \to 1} \| f - f_r \|_{L^1(-\pi, \pi)} = \lim_{r \to 1} \| g - g_r \|_{L^1(-\pi, \pi)} = 0. \tag{46}
\]

In addition, by Theorem 5.3, it follows from the limit \( f_r \overset{L^1}{\to} f(r \to 1) \) that \( f_r(x) \) converges to \( \tilde{f}(x) \) in measure. Therefore (see (45)) \( g_r(x) \to \tilde{f}(x) \) in measure \( (r \to 1) \), and hence (see (46)) \( g(x) = \tilde{f}(x) \) for almost all \( x \in [-\pi, \pi] \). This completes the proof of Theorem 5.

**COROLLARY 1.**

a) If \( f \in \text{Re} \mathcal{H}^1 \), then \( \tilde{f} \in \text{Re} \mathcal{H}^1 \).

b) If \( f \in \text{Re} \mathcal{H}^1 \) and \( \int_{-\pi}^{\pi} f(x) \, dx = 0 \) then \( f = -\tilde{f} \).

c) If \( f \in \text{Re} \mathcal{H}^p \) and \( g \in \text{Re} \mathcal{H}^q \), where \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( 1 \leq p \leq \infty \), then

\[
\int_{-\pi}^{\pi} f(x)g(x) \, dx = -\int_{-\pi}^{\pi} \tilde{f}(x)g(x) \, dx. \tag{47}
\]

**PROOF.** Relations a) and b) follow at once from the equivalence of conditions a) and d) of Theorem 5.

To obtain c), we set

\[
F(re^{ix}) = \{ f + i\tilde{f} \} \ast P_r(x), \quad G(re^{ix}) = \{ g + i\tilde{g} \} \ast P_r(x).
\]

According to Theorem 5, we have \( F \in \mathcal{H}_0^p \) and \( G \in \mathcal{H}_0^q \), and consequently \( F \cdot G \in \mathcal{H}_0^1 \). But then (for almost all \( x \in (-\pi, \pi) \))

\[
\Phi(x) = (f + i\tilde{f})(g + i\tilde{g}) = \lim_{r \to 1} F(re^{ix})G(re^{ix}) \in \mathcal{H}_0^1,
\]
and we obtain (see the definition of $\mathcal{H}_0^p$)
\[
\int_{-\pi}^{\pi} \text{Im} \Phi(x) \, dx = 0. \tag{48}
\]

Equation (47) follows immediately from (48).

Remark 1. If $1 < p < \infty$, then by Theorem 5, d) and Theorem 5.3, the space $\text{Re} \mathcal{H}^p$ coincides with $L^p(-\pi, \pi)$. For $p = 1$ this is not the case. The space $\text{Re} \mathcal{H}^1$ is narrower than $L^1(-\pi, \pi)$ and consists (see Theorem 5, d)) of the functions for which $\tilde{f} \in L^1(-\pi, \pi)$. The space $\text{Re} \mathcal{H}^1$ is a Banach space with the norm
\[
\|f\|_{\text{Re} \mathcal{H}^1} = \|f\|_{L^1(-\pi, \pi)} + \|\tilde{f}\|_{L^1(-\pi, \pi)}. \tag{49}
\]
(The completeness of $\text{Re} \mathcal{H}^1$ with the norm (49) follows from Theorem 5.3 and the completeness of $L^1(-\pi, \pi)$: if $\|f_n - f_m\|_{\text{Re} \mathcal{H}^1} \to 0$ as $n, m \to \infty$, then $f_n \xrightarrow{L^1} f, \tilde{f}_n \xrightarrow{L^1} g$, and $f, g \in L^1(-\pi, \pi)$; and since $f_n \to \tilde{f}$ in measure as $n \to \infty$, we have $g = \tilde{f}$ and $\|f_n - f\|_{\text{Re} \mathcal{H}^1} \to 0$ as $n \to \infty$.)

Remark 2. According to Remark 1, equation (47) is satisfied, in particular, in the case when $f \in L^p(-\pi, \pi)$ and $g \in L^q(-\pi, \pi), 1/p + 1/q = 1, 1 < p < \infty$.

We also notice that if we take $\tilde{f}(x)$ in (47) instead of $f(x)$ and use b), we obtain
\[
\int_{-\pi}^{\pi} f(x)g(x) \, dx = \int_{-\pi}^{\pi} \tilde{f}(x)\tilde{g}(x) \, dx, \quad \text{if} \quad \int_{-\pi}^{\pi} f(x) \, dx = 0. \tag{50}
\]

§3. The Blaschke product
and the non-tangential maximal function

Let a sequence $\{a_n\}_{n=1}^\infty$ of nonzero complex numbers (not necessarily all different) satisfy the condition
\[
|a_n| < 1, \quad n = 1, 2, \ldots, \quad \sum_{n=1}^\infty (1 - |a_n|) < \infty. \tag{51}
\]

We consider the product (Blaschke product)
\[
B(z) = \prod_{n=1}^\infty \frac{a_n - z}{1 - \bar{a}_n z} \cdot \frac{\bar{a}_n}{|\bar{a}_n|} = \prod_{n=1}^\infty b(z, a_n). \tag{52}
\]

For a given $r, 0 < r < 1$, we have, for $|z| < r$,
\[
|1 - b(z, a_n) \cdot |a_n|| = \frac{1 - |a_n|^2}{|1 - \bar{a}_n z|} \leq \frac{2(1 - |a_n|)}{1 - r}. \tag{53}
\]
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Since the series in (51) converges, it is easily seen from (53) that the product (52) converges absolutely and uniformly in the disk \(|z| \leq r\), i.e., \(B(z)\) is analytic in the unit disk and has zeros at the points \(a_n, n = 1, 2, \ldots\), and only at these points. Moreover, by using the inequality \(|b(z, a_n)| \leq 1 (|z| < 1, n = 1, 2, \ldots)\) we obtain

\[
|B(z)| \leq 1, 
|z| \leq 1. \tag{54}
\]

Suppose now that \(a_1, a_2, \ldots (|a_n| < 1)\) are the zeros of a function \(F(z) \in H^1\) with \(F(0) \neq 0\), and that each \(a_n\) is repeated according to its multiplicity. Let us show that then (51) converges. Set

\[
B_m(z) = \prod_{n=1}^{m} \frac{z-a_n}{1-a_n z}, \quad m = 1, 2, \ldots.
\]

The function \(B_m(z)\) \((m = 1, 2, \ldots)\) is analytic in a disk of radius greater than 1, and \(|B_m(z)| = 1\) if \(|z| = 1\). Consequently \(F_m(z) = F(z) \cdot (B_m(z))^{-1} \in H^1\) and (see Theorem 4, 3)) \(\|F_m\|_{H^1} = \|F\|_{H^1}\). But then

\[
\left| \frac{F(0)}{\prod_{n=1}^{m} a_n} \right| = |F_m(0)| = \frac{1}{2\pi} \left| \int_{-\pi}^{\pi} F_m \left( \frac{1}{2} e^{it} \right) dt \right| \leq \|F_m\|_{H^1} = \|F\|_{H^1}
\]

and

\[
\prod_{n=1}^{m} |a_n| \geq \frac{|F(0)|}{\|F\|_{H^1}} > 0, \quad m = 1, 2, \ldots. \tag{55}
\]

Since \(|a_n| < 1, n = 1, 2, \ldots\), it follows from (55) that the product \(\prod_{n=1}^{m} |a_n|\) converges, and therefore that the series (51) converges.

Let \(F(z)\) be analytic in the disk \(|z| < 1\) and let \(a_n, n = 1, 2, \ldots (0 < |a_n| < 1)\) be its zeros, counted according to multiplicity. Also let \(p \geq 0\) be the multiplicity of the zero of \(F\) at \(z = 0\). The product (see (52))

\[
B(z) = z^p \prod_{n} b(z, a_n) \tag{56}
\]

is the Blaschke product of \(F(z)\).

We have the following theorem.

**Theorem 6.** Every function \(F \in H^1\) can be represented in the form

\[
F(z) = B(z) \cdot G(z),
\]

where \(G(z)\) has no zeros in the disk \(|z| < 1\) and

\[
G \in H^1, \|G\|_{H^1} = \|F\|_{H^1},
\]

and \(B(z)\) is the Blaschke product of \(F(z)\).
**Proof.** Let \( a_n, n = 1, 2, \ldots \) \((0 < |a_n| < 1)\), be the zeros of \( F \) (or, equivalently, of \( F/z^p \in H^1 \)). Then, as we noticed above, \( B(z) \) is analytic in the disk \(|z| < 1\), and
\[
|B(z)| < 1, \quad |z| < 1.
\]
(57)

Moreover, \( G(z) = F(z)/B(z) \) is also analytic in the unit disk and has no zeros there, and (see (57)) \( \|G\|_{H^1} \geq \|F\|_{H^1} \).

To prove the inequality in the opposite direction, we consider the partial products of (56):
\[
B_m(z) = z^p \prod_{n=1}^{m} b(z, a_n), \quad m = 1, 2, \ldots, |z| \leq 1.
\]

Since \(|B_m(e^{ix})| = 1\) for every \( x \in [-\pi, \pi] \), then by Theorem 4
\[
\left\| \frac{F}{B_m} \right\|_{H^1} = \|F\|_{H^1}
\]
and
\[
\int_{-\pi}^{\pi} \left| \frac{F(re^{ix})}{B(re^{ix})} \right| dx \leq \|F\|_{H^1}, \quad 0 < r < 1.
\]

If we let \( m \) tend to infinity in the preceding inequality and use the fact that \( B_m(re^{ix}) \to B(re^{ix}) \) as \( m \to \infty \), uniformly for \( x \in [-\pi, \pi] \), we obtain
\[
\int_{-\pi}^{\pi} \frac{|F(re^{ix})|}{|B(re^{ix})|} \, dx \leq \|F\|_{H^1}, \quad 0 < r < 1,
\]
i.e., \( G \in H^1 \) and \( \|G\|_{H^1} = \|F\|_{H^1} \). This completes the proof of Theorem 6.

Let \( \sigma, 0 \leq \sigma < 1 \), be an arbitrary number. We denote by \( \Omega_\sigma(x), x \in [-\pi, \pi] \), the region bounded by two tangents to the circle \(|z| = \sigma\) from \( e^{ix} \) and the longer arc of the circle included between the points of tangency (when \( \sigma = 0 \), \( \Omega_\sigma(x) \) degenerates to a radius of the unit disk). For \( f \in L^1(-\pi, \pi) \) we set
\[
f^*_\sigma(x) = \sup_{re^{i\theta} \in \Omega_\sigma(x)} |f_r(\theta)|, \quad x \in [-\pi, \pi],
\]
where \( f_r(x) \) is the Poisson integral of \( f(x) \) (see (3)).

The function \( f^*(x) \) is the nontangential maximal function of \( f(x) \). By Theorem 2,
\[
|f(x)| \leq f^*_\sigma(x) \quad \text{for almost all } x \in [-\pi, \pi].
\]
(58)
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We shall show that for any \( f \in L^1(-\pi, \pi) \) the number \( f^*_\sigma(x) \) does not exceed (in order) the value of the maximal function \( M(f)^{(2)} \) at \( x \), i.e.,

\[
f^*_\sigma(x) \leq C_\sigma M(f, x), \quad x \in [-\pi, \pi]. \tag{59}
\]

Let \( re^{i\theta} \in \Omega_\sigma(x) \) and \( x - \theta = \xi \). By the definition of the Poisson integral,

\[
f_\sigma(\theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\theta + t)P_r(t) \, dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x + t)P_r(t + \xi) \, dt.
\]

Let \( F(t) = \int_0^t f(x + u) \, du \). Then we will have

\[
2\pi f_\sigma(\theta) = \int_{-\pi}^{\pi} P_r(t + \xi) \, dF(t) = P_r(\pi + \xi)F(\pi) - P_r(-\pi + \xi)F(-\pi) - \int_{-\pi}^{\pi} F(t)P'_r(t + \xi) \, dt
\]

and, by the inequality \( |F(t)| \leq |t| \cdot M(f, x), t \in [-\pi, \pi] \), and the periodicity of \( P_r(t) \),

\[
2\pi |f_\sigma(\theta)| \leq M(f, x) \left[ 2\pi P_r(\pi + \xi) + \int_{-\pi}^{\pi} |tP'_r(t + \xi)| \, dt \right]. \tag{60}
\]

Since the functions \( g(t) = -t \) and \( g_1(t) = P'_r(t) \) are positive for \( t \in (-\pi, 0) \) and negative for \( t \in (0, \pi) \) (see (5)), then, assuming without loss of generality that \( \xi > 0 \), we obtain

\[
\int_{-\pi}^{\pi} |tP'_r(t + \xi)| \, dt = \int_{-\pi}^{-\xi} - \int_{-\xi}^{0} - \int_{0}^{\pi - \xi} + \int_{\pi - \xi}^{\pi} tP'_r(t + \xi) \, dt. \tag{61}
\]

For \(-\pi \leq a < b \leq \pi \) we have the inequalities

\[
2\pi \geq \int_a^b P_r(t + \xi) \, dt = P_r(t + \xi)|_a^b - \int_a^b tP'_r(t + \xi) \, dt,
\]

\[
\left| \int_a^b tP'_r(t + \xi) \, dt \right| \leq 2\pi + |b|P_r(b + \xi) + |a|P_r(a + \xi).
\]

Consequently (see (60) and (61)), in order to prove (59) it is enough to verify that

\[
|t|P_r(t + \xi) \leq C_\sigma \quad \text{for } t = -\pi, -\xi, 0, \pi - \xi, \text{ and } \pi \tag{62}
\]

if \( re^{i\xi} \in \Omega_\sigma(x) \). Let \( t = -\xi \); then

\[
|t|P_r(t + \xi) = \xi P_r(0) \leq \frac{2\pi - \theta}{1 - r} \leq C_\sigma.
\]

\(^{(2)}\)Since \( M(f, x) \) was defined in Appendix 1 for a function \( f \) defined on \( R^1 \), we also set \( f(x) = 0 \) if \( |x| > 2\pi \), \( f(x) = f(x + 2\pi) \) for \(-2\pi \leq x < \pi \), and \( f(x) = f(x - 2\pi) \) for \( \pi < x \leq 2\pi \).
In the remaining cases, (62) is evident. It follows from (58), (59), and Theorem 2 of Appendix 1 that for every $f \in L^p(-\pi, \pi)$, $1 < p < \infty$,

$$\|f\|_{L^p(-\pi, \pi)} \leq \|f^*_\sigma\|_{L^p(-\pi, \pi)} \leq C_{\sigma, p} \|f\|_{L^p(-\pi, \pi)}, \quad (63)$$

where $C_{\sigma, p}$ is a constant depending only on $\sigma$ and $p$.

**Theorem 7.** Let $F(z) \in H^p$ ($1 \leq p < \infty$), $0 \leq \sigma < 1$, and

$$F^*_\sigma(x) = \sup_{z \in \Omega_\sigma(x)} |F(z)|, \quad x \in [-\pi, \pi].$$

Then $F^*_\sigma(x) \in L^p(-\pi, \pi)$ and

$$\|F\|_{H^p} \leq \|F^*_\sigma\|_{L^p(-\pi, \pi)} \leq C_{p, \sigma} \|F\|_{H^p}. \quad (64)$$

**Proof.** In the case $1 < p < \infty$, Theorem 7 is a direct corollary of (63) and Theorem 4. Now let $F(z) \in H^1$. By Theorem 6 we have $F(z) = B(z) \cdot G(z)$, where $|B(z)| \leq 1$, $G(z) \neq 0$ if $|z| < 1$, and $\|G\|_{H^1} = \|F\|_{H^1}$. We may take the square root of $G(z)$: there is a function $E(z) \in H^2$ such that $E^2(z) = G(z)$ and consequently (see (64) for $p = 2$)

$$\int_{-\pi}^{\pi} F^*_\sigma(x) \, dx \leq \int_{-\pi}^{\pi} G^*_\sigma(x) \, dx = \int_{-\pi}^{\pi} [E^*_\sigma(x)]^2 \, dx \leq C_{\sigma, 2}^2 \|E\|_{H^2}^2 = C_{\sigma} \|G\|_{H^1} = C_{\sigma} \|F\|_{H^1}.$$

The lower bound for $\|F^*_\sigma\|_{L^1(-\pi, \pi)}$ follows from (58). This completes the proof of Theorem 7.
Notes

First of all we observe that the theory of orthogonal series is treated in a number of books: Kaczmarz and Steinhaus [64] (first edition in 1935, in German; Russian translation, supplemented by a wider survey of the literature, by R. S. Guter and P. L. Ul'yanov, in 1958), Alexits [2] and Olevskii [38]. These books throw light on several topics on which we hardly touch (for example, summability of orthogonal series, and series and Fourier coefficients of functions in $L^p$, $p \neq 2$, with respect to general O.N.S.). In [38] there is also a survey of a number of directions in the theory of orthogonal series that were developed between 1960 and 1975. In this connection, we should say that the monographic literature on the theory of general orthogonal series can hardly be called extensive. It does not fill all the gaps in the material that has been investigated, and this book, in particular, represents only to a small extent the work of the Hungarian school of the theory of orthogonal series.

We now give bibliographic references to the material that we do consider.

Chapter 1

This chapter is introductory; the results presented here we obtained before 1935. We restrict ourselves to brief indications.

Theorem 1 was proved by Orlicz [143]. Theorem 2 was probably first published in [64] (see [64], p. 264). Theorems 3 and 4 belong to the foundations of the theory of real functions and are always included in university curricula; for their history see [2]. Theorem 5 was obtained as early as 1909 by Lebesgue (see [2], Chapter IV, §1). Theorem 6 was proved by Banach [9], to whom also belongs (in essentials) Theorem 7 (for details see [170] and [35]). Theorem 8 was actually proved by Haar [54] as early as 1910, although the concept of a basis was itself introduced later.
by Schauder (see [9] and [170]). A special case of Theorem 9 (for the Haar system; see Chapter 3) was discussed by Schauder [164]; the proof in the general case is similar. Theorem 10 is a simple corollary of Theorems 6 and 1. Finally, for Theorem 11 see the notes on Chapter 2.

Chapter 2

In §1 and §2 we introduce and study sequences of independent functions. In the language of probability theory, the fundamental definition of this chapter, Definition 1, is nothing but the definition of a set of independent random variables \( \{f_n\} \) defined on a probability space \((\Omega, F, P)\), where \( \Omega = (0, 1) \), \( F \) is the system of Borel sets, and \( P \) is Lebesgue measure on \((0, 1)\). All the theorems of §1 and §2 are very often formulated in probabilistic language. For example, Theorem 4 states that the expectation of the product of two independent random variables is the product of their expectations. The method that we used for constructing sequences of independent functions were used in the 1930's in the work of the Polish school (Steinhaus, Marcinkiewicz, Zygmund, etc.; for details see [105], p. 235, and [64]); and for the discrete case by Khinchin and Kolmogorov [83]. This method (possibly somewhat out of date) is closely related to the theory of functions and has the advantage that it does not require any additional knowledge of measure theory. Theorems 1–10 of §1 and §2 are related to the general theory of probability; for detailed comments on them we refer the reader to monographs on this theory. We restrict ourselves to a few remarks.

The Rademacher functions \( r_n(x), n = 1, 2, \ldots \), were introduced in 1922 by Rademacher [157], but the behavior of the sums \( \sum_1^N r_n(x) \) as \( N \to \infty \) and for \( x \in (0, 1) \) was investigated considerably earlier in connection with binary decompositions of the real line (see, for example, [97], p. 42). Theorems 5 and 6 were obtained for the special case of the Rademacher system by Khinchin [82] in 1923, and later were extended to other systems of independent functions (in the most general form, Khinchin's inequality (Theorem 6) was proved in 1937 by Marcinkiewicz and Zygmund (see [105], p. 257). Theorem 7 was obtained by Paley and Zygmund [147] as an immediate corollary of Khinchin's inequality and the simple, but important, Lemma 1 (see Theorem 7), which was probably first formulated in [147]. Theorem 8 is due to Kolmogorov [83] (inequality (47) was not mentioned in [83], but, like the statement of Theorem 7, is easily deduced form the results of §3 of [83]). Theorem 9 was also proved by Kolmogorov [87] (the case of the Rademacher system had already been discussed in
In [87] there appears the inequality (Kolmogorov's inequality)

\begin{equation}
    m\{x \in (0, 1): S^*_y(\{a_n\}) > y\} \leq \frac{1}{y^2} \sum a_n^2; y > 0,
\end{equation}

which is hardly less precise than (47). It should be noticed that the method of estimating the majorant, proposed in [87] for proving (\#), has turned out to be very important in both probability theory and function theory. We often use it in Chapter 3. Inequality (47) in Theorem 9 was proved by Marcinkiewicz and Zygmund (see [105], p. 238), but follows at once from a version of (\#) that was obtained in [88].

The application of properties of systems of independent functions to the study of series of functions was initiated almost simultaneously by Orlicz [140]-142 and Paley and Zygmund [146], [147] (see also Littlewood [100], [101]). At the present time, random series play a fundamental role in the theory of orthogonal series and in functional analysis (see in particular [65], [17], [169], and [107]), and are frequently used in the present book.

In Theorem 11 the implication 2) \(\Rightarrow\) 3) was proved by Orlicz [142], and 3) \(\Rightarrow\) 1), by Paley and Zygmund [146]. Corollary 4 was given by Orlicz [142]. In Theorem 12 the necessity of condition (72) for the convergence of the series \(\sum \alpha f_\alpha(x)\) in \(L^p\) for almost all choices of signs was obtained by Orlicz [143], and the sufficiency (in the slightly weaker form of Corollary 5) by Paley and Zygmund [146]. Theorem 1.11, stated in Chapter 1 and proved in §2.3, follows easily from Theorems 12 and 1.10. Theorem 12 is Pelczynski's [151] (our proof is close to that given in [122]). Theorem 14 and Corollary 6 were proved by Kashin [70]. The similar result about convergence in measure (see the remark at the end of §3) was obtained in [70] and independently by Maurey and Pisier [113]. Lemma 1 from Theorem 14 (with an inexact constant in (84)) is contained in Drobot [38] (also see Theorem 10.5). Our proof provides the exact constant in (84).

The study of random rearrangements of series of functions (see §4) was initiated by Garsia [48], [49]. Theorem 16 was proved by Garsia in [48], and Corollary 8 and part b) of Corollary 7, in [49]. Theorem 15 and Corollary 7, a) (see [80], Russian p. 386, English p. 51), represent a sharpening of estimates in [49]. The approach used here (and in [49]) for the study of random permutations of sets of numbers, based on analogy with the proof of Kolmogorov's inequality (\#), was suggested by Rosén [159].
Chapter 3

The Haar system was introduced in Haar's dissertation (see [54]) and is now widely used in the theory of functions, as well as in probability theory and numerical mathematics. From the point of view of probability theory the partial sums $S_N(x)$, $N = 1, 2, \ldots$, of an arbitrary series $\sum_1^\infty a_n \chi_n(x)$ in the Haar system are a special case of a sequence of random variables that form a martingale (on martingales see, for example, [36], [169]). Martingales are extensively used in probability theory, and some of the theorems proved in Chapter 3 were first established in probabilistic terms for martingales. We also notice that in many cases propositions on properties of the Haar system can be generalized to martingales without the introduction of essentially new ideas.

The formulas for the partial sums of Fourier–Haar series were obtained by Haar himself [54]. Inequalities for Fourier–Haar coefficients (see Theorem 1) were noticed for $f \in C(0, 1)$ by Ciesielski [24], and for $f \in L^p(0, 1)$, $1 \leq p < \infty$, by Ul'yanov [189], who initiated the systematic study of the Haar system in the USSR. The uniform convergence of the Fourier–Haar series of continuous functions (see Theorem 2) was established by Haar (the construction of an O.N.S. with this property was one of Haar's original objectives; see [54]); inequality (14) in Theorem 2 was noticed by B. Szökefalvi–Nagy in [175], which was devoted to general O.N.S. That the Haar system forms a basis in $L^p(0, 1)$, $1 \leq p < \infty$ (see Theorem 3) was established by Schauder [164], and inequality (17) by Ul'yanov [189]. The convergence a.e. of arbitrary Fourier–Haar series (see Theorem 4) was established by Haar [54], and the properties of the majorants of the partial sums of these series were observed by Marcinkiewicz (see [105], p. 310). Theorem 5 was proved by Golubov [50], and Theorem 6 by Bochkarev [11] (also see [17]).

The study of unconditional convergence of Fourier–Haar series in $L^p(0, 1)$ (see §3) was initiated by Marcinkiewicz (see [105], p. 308), who obtained the statement of Theorem 8 and inequality 2) of Theorem 9 as direct consequences of Paley's results on the Walsh system. Theorem 7 and inequality 1) in Theorem 9 were established by Yano [200]; our proof of Theorem 7 was given by Watari [196] (also see [61]). In Theorem 10, statement 2) follows from Theorem 2.13, and 3) was obtained by Ul'yanov [191] and then extended by Olevskii (see [138], p. 75) to general C.O.N.S. Theorem 11 was proved at the same time for matrices by Burkholder and Gundy [18] and Davis [34]. We note that the method of proof of Theorem 11 (see, in particular, Lemma 1) is a typical method of martingale theory,
and has features in common with the classical proof of Kolmogorov’s inequality (see Theorem 2.9 and the notes to Chapter 2). Theorem 12 can be obtained as a corollary of general interpolation theorems; the direct proof in the text was suggested by Saakyan. Theorem 13 was proved independently by Arutyunyan [4] and (for martingales) by Gundy [53]. Theorem 14 follows from results of Chow [23] on martingales and was also obtained by Arutyunyan [4] (also see [53] and [180]).

The first result on the unconditional convergence a.e. of Fourier–Haar series was obtained by Ul’yanov: in [184] he proved Corollaries 6 and 7 (see §5). Theorem 15 was proved by Nikishin and Ul’yanov [130], and Theorem 16 by Olevskii [132], [133]. Theorem 17 and Corollary 8 were established by Ul’yanov [187], [188], [192]; and Theorem 18, by Bochkarev [12].

Transformations of the Haar system similar to those considered in §6 were already used by Schauder [164] for the construction of bases in \( L^p(\Omega) \) (where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \)). Corollary 9 was obtained by Olevskii (see [138], p. 61, and also the remarks on Chapter 9, below).

In conclusion, we note that a number of results on the Haar system, not included here, are given in the survey by Golubov [51].

Chapter 4

We consider the trigonometric system in §§1–4. There is immense literature on trigonometric series, including the important monographs of Bari [10] and Zygmund [201], both of which contain extensive bibliographies.

In Chapter 4, §1 consists of standard material. Theorem 5 (see §2) was proved by Jackson in 1911. Jackson actually considered only continuous functions, but his proof applies without essential changes to functions in \( L^p(-\pi, \pi) \), \( 1 \leq p < \infty \) (for details see [201] and [156]). Our proof of Theorem 3 is close to that in [22], and is based on properties of the Vallée–Poussin means. We note that the Vallée-Poussin means, introduced by Vallée-Poussin in 1918, play an extremely important role in approximation theory (see [202], “Vallée–Poussin method of summation,” and [39]).

Theorem 4 was proved by M. Riesz (see [10], Chapter VIII, §19). Corollary 3 was proved independently by Konyagin [93] and McGehee, Pigno and Smith [114]. Theorem 5 was also obtained in [114], whose method we follow. Carleson’s theorem was proved in [19]. Later, Hunt [60] proved by Carleson’s method that the Fourier series of every function in \( L^p(-\pi, \pi) \), \( p > 1 \), converges almost everywhere. The existence of a function \( f \in L^1(-\pi, \pi) \) whose Fourier series diverges a.e. was discovered by Kolmogorov as early as 1923 (see [10], Chapter V, §17). Theorem 6 was
obtained in 1925 by Kolmogorov and Seliverstov, and also by Plessner (see [10], Chapter V, §2).

Theorem 7 was obtained in the last century by Dini and Lipschitz (see [202], "Dini–Lipschitz test"). The study of the strong summability of Fourier series was initiated by Hardy and Littlewood; the fundamental results on strong summability were obtained by Marcinkiewicz; for details see [10], Chapter VII, §6; Theorem 8 was proved by Alexits and Králík [3] (also see [66]). Theorem 9 was proved by H. Bohr by complex-variable methods; our proof was suggested by Saakyan [160] (also see [161] and [66]). Theorem 10 was obtained by Paley and Zygmund (see [10], Chapter IV, §13); generalizations of Theorem 10 and Proposition 2 were given in [106]. Theorem 11 was proved independently by Shapiro and by Rudin (see [67], p. 133). Corollary 5 was established by S. N. Bernstein, and Corollary 6 by Zygmund; generalizations of the results of Theorem 12 were obtained by Szász (for details see [10], Chapter IX, §2).

The Walsh system was introduced by Walsh [195] in 1923; at present, it is used in many branches of mathematics, and especially in applied problems. The enumeration of the Walsh functions used in §5 (and in most of the work on the Walsh system) was suggested by Paley [145], who proved many of the fundamental properties of the Walsh system (in particular, Theorem 15). Inequality (115) for the Lebesgue functions of the Walsh system was obtained by Vilenkin [194], and Corollary 7 by Fine [44]. Many properties of the Walsh system (see, for example, Theorems 13 and 14) are analogs of properties of the trigonometric system, a fact which is often explained by the observation that both systems are character systems of locally compact Abelian groups. More information on the Walsh system and character systems can be found in the survey by Balashov and Rubinshtein [8]; also in [1].

Chapter 5

The Hilbert transform and matrix (see (27)) were introduced by Hilbert around 1900. Hilbert himself (see [57], [56]) proved that the Hilbert transform is a bounded operator from $L^2(R^1)$ to $L^2(R^1)$. Subsequently the concept of conjugate function, which is closely related to the Hilbert transform, was introduced by Luzin [102] in the theory of trigonometric series. In the problems that we consider, the study of the Hilbert transform and of the operator of conjugation are equivalent.

The existence and finiteness for a.e. $x \in R^1$ of the Hilbert transform $T(f, x)$ of every $f \in L^1(R^1)$ (see Theorem 1) was proved by Privalov [155], and inequality (5), by Kolmogorov [86] (also see [10] and [201]).
Our proof of Theorem 1 resembles that in [49]; we note that the essential point in the proof, Lemma 1, was obtained by Boole in 1857 (see [99], p. 68).

Theorem 2 was proved by M. Riesz [158]. Theorem 3 is a combination of the results of Privalov, Kolmogorov, and Riesz already cited.

The space BMO was introduced by John and Nirenberg in [62] and is much used in analysis at present; Theorem 7 is also proved in [62]. Theorems 4 and 5 were obtained by Fefferman (see [42] and [31]), and are probably better known in connection with the long series of results on the Hardy spaces $H^p$ and their higher-dimensional analogs that were established in the seventies (we touch on this extensive topic mainly in connection with the Franklin system in Chapter 6; for details see [32] and [43]). In the presentation of Theorem 4 we use the reasoning of [198], simplified for the one-dimensional case by Oswald.

Theorem 6 is due to Coifman and Weiss [32].

Chapter 6

The Faber–Schauder system was introduced in 1910 by Faber [41], who constructed it by integrating the Haar functions (see equation (2)). Theorem 1 was also proved in [41]. In 1927 Schauder [163] rediscovered the Faber–Schauder system: this system is the simplest member of the family of bases of $C(0, 1)$ that were constructed in [163].

In Corollary 1, inequality a) follows immediately from Theorem 1, and b) was obtained by Matveev [108].

Theorem 2 was established by Karlin [69]; our proof was suggested by Arutyunyan [5]. Theorem 3 was proved by Ciesielski [25] (see also [162]). Proposition 1 and Corollary 2 were obtained by Saakyan [160]. For the systems of Faber–Schauder type discussed in §2, see [64], p. 50, and [163].

The Franklin system was introduced in 1928 by Franklin as the first example of an orthonormal basis in the space of continuous functions (see Theorem 6). Afterwards the Franklin system was not studied until the work of Ciesielski, who originated the systematic investigation of this system. Ciesielski in [26] and [27] proved Theorems 5 and 7–9, and Corollary 4. The proofs of Theorems 8 and 9 in the text are simpler than those in [27] and were suggested by Ciesielski in 1977; they use the functions $N_j(t)$ (see (30)), which are special cases of the $B$-splines which were introduced in [33]. We note that Theorem 9 plays a fundamental role in many papers on the Franklin system.
Theorems 10 and 11, and Corollary 5, were established by Wojtaszczyk [199], making essential use of Carleson's arguments [20]. Before Carleson and Wojtaszczyk, Maurey [112] had discovered (by a nonconstructive method) that there is an unconditional basis in $H^1$. It should be noted in connection with Wojtaszczyk's theorem that as early as 1969 Ciesielski [28] and Schonefeld [166] had applied the Franklin system to the construction of a basis in the space $C^1(I^2)$ of continuously differentiable functions on a square. Then Bochkarev [14] (by transforming the functions in the Franklin system into analytic functions by the rule given in Corollary 5.6; see 5.(90)) applied this system to the construction of a basis in the space $C_A$ of functions that are analytic in the disk $|z| < 1$ and continuous up to the boundary (the question of the existence of bases in $C^1(I^2)$ and $C_A$ was mentioned in [9]). Hence the Franklin system has proved to be very useful in constructing bases in various function spaces.

Theorem 12 was proved by Bochkarev [14]. The stronger form of the theorem, mentioned after the proof of Theorem 12, was obtained in [30]. Theorem 13 was proved by Chang and Ciesielski [21].

Finally we note that at present there are rather detailed investigations and generalizations of the Franklin system, namely the orthogonal splines; for details, see [29] and [168].

Chapter 7

The orthogonalization theorems discussed in §1 are usually helpful in the construction of various orthonormal systems. Theorem 1 was proved by I. Schur ([167]; see also [64]). Theorem 2 was obtained by Men'shov [121], who in its proof a method of orthogonalization which was probably first applied by Kolmogorov and Men'shov [90]. Criteria for the extendability of a system of functions to a complete orthonormal system (see Theorem 3) were given by Kozlov [94] and (in the form given in the text) by Olevskii (see [137] and [138], p. 57).

Corollary 1 has probably been known for thirty years; Hobby and Rice [58] obtained a more precise result: they showed that the required function $\varepsilon(x)$ (see Corollary 1) can be chosen to have $\leq m$ changes of sign. Theorem 4 follows immediately from Corollary 1.

In §§2–4 we consider factorization theorems and their applications to the theory of orthogonal series. This subject was opened by the work of Grothendieck [52]; one of his results is mentioned at the beginning of this chapter. In addition, here we must mention Kolmogorov [86]. In [86] it was shown by the explicit example of the Hilbert operator (transformation) $f(x) \rightarrow T(f, x)$ (see §5.1) how by using the information that $T(f, x)$ is
finite almost everywhere for every $f \in L^1$ one can obtain substantially more: the inequality 5.5 for the weak type. Later Kolmogorov’s approach was generalized by Stein [172].

Essential developments of factorization theorems were obtained by Nikishin in [126], [127], and [129], and later by Maurey, Pisier and others (see [110]). Nikishin, in contrast to Grothendieck, considered operators that act not only on Banach spaces, but also on the space of all measurable, a.e. finite functions; this significantly extends the domain of applicability of factorization theorems. At present, factorization theorems have found a variety of applications in the theory of orthogonal series, probability theory, and functional analysis (see, in particular, the bibliographies in [68] and [84]).

Theorems 5 and 6 were proved by Nikishin in [127] and [126]. Theorem 7 was published by Maurey, but can be immediately obtained by successive applications of theorems of Nikishin (see [127], Theorem 4) and Grothendieck [52]. In connection with Theorem 7, we notice the following result (see [113], [144], and also [111]):

For the series $\sum_{n=1}^{\infty} f_n(x), x \in (0,1)$, to be unconditionally convergent in measure, it is necessary and sufficient that for every $\varepsilon > 0$ there are a set $E_\varepsilon \subset (0,1)$, $m(E_\varepsilon) > 1 - \varepsilon$, a constant $K_\varepsilon$, and a series

$$\sum_{n=1}^{\infty} a_n \varphi_n(x), \quad \sum_{n=1}^{\infty} a_n^2 < \infty, \quad \{\varphi_n(x)\}_{n=1}^{\infty} \text{ an O.N.S. (on (0,1))}$$

such that $f_n(x) = K_\varepsilon a_n \varphi_n(x)$ for $x \in E_\varepsilon$ and $n = 1, 2, \ldots$ (we did not include the proof of this proposition in the text, since it depends on methods that are somewhat remote from the subject matter of the book).

Theorem 8 is a corollary of results of Olevskii [135], and Theorem 9 was established by Nikishin [128], [129].

Chapter 8

Theorem 1 is the famous Men’shov–Rademacher theorem ([117], [157]); Men’shov [117] also proved Theorem 2. Theorem 3 was obtained by Kashin [72]; the simpler proof given in the text was suggested by Tandori [183]. Theorem 4 was established by Kaczmarz [63], but the main idea of the proof appeared in papers of Kolmogorov and Seliverstov, and of Plessner, on the convergence a.e. of trigonometric series (see the notes to Chapter 4 and [2], Chapter III, §1, Theorem 3.1.5). In the proof of Theorem 4 we follow [2]; on the definitiveness of this result, see [182]. On Theorems 1 and 4, see also Schipp [165].
Corollary 3 was established by Men' shov [118]; this was probably the first result on the unconditional convergence of series of functions. Corollary 2 was obtained by Orlicz [139]; Theorem 5 is also proved by the method of [139]. The definitive form of the sufficient conditions for unconditional convergence a.e. of orthogonal series (conditions imposed on the coefficients of the series) was given by Tandori [181]: see Theorem 5.

Theorem 6 and Corollary 4 were proved by Tandori [181]. Strictly speaking, Tandori proved somewhat more, namely that for a given sequence $a_1 \geq a_2 \geq \cdots$ the series (47) converges a.e. for every O.N.S. $\{\varphi_n(x)\}_{n=1}^{\infty}$ if and only if condition (48) is satisfied. Later, Tandori gave a simpler proof; in the text we present Tandori's discussion in a modified form.

Corollary 5 was obtained by Men'shov [119] and Marcinkiewicz [104] (also see [105], p. 164). Theorem 7 was proved by Marcinkiewicz [104] and a little later by Men'shov [120]; actually [120] practically repeats the discussion in [119]. We should say that the methods of proof in [119] and [104], in spite of superficial differences, are very similar.

In connection with Corollary 5 we note a result of Komlós [92], where it was proved that from every O.N.S. one can select a subsystem with unconditional convergence.

Theorem 8 and Corollary 6 were established by Erdős [40] for the special case of subsystems of the trigonometric system, and in the general case (by a similar method) by Stechkin (see [47] and [190]).

The inequality for the density of a Sidon subsystem of the trigonometric system (see (99)) was obtained by Stechkin [171]. The result mentioned in §4 on the possibility of selecting a Sidon subsystem from every collectively bounded O.N.S. was established by Gaposhkin [47]. Theorem 9 was proved by Kashin [79] (for applications of propositions of the type of Theorem 9 to problems on the geometry of normed spaces, see [123]).

Theorem 10 was also obtained by Kashin and is a generalization of a theorem of Nisio (see [97], p. 102; Nisio proved that every series of the form (120)2 converges, for almost all $t$, uniformly in $y$) on $(0, 1))$. Finally, proposition 1 was obtained by McLaughlin [115].

Chapter 9

The subject matter of Chapter 9 follows the work of Ul'yanov [186], [185] and Olevskii [131], in which, using Corollary 3.6, established earlier in [184], Theorem 1 was proved. Among earlier work on divergence of orthogonal series and series of Fourier coefficients in general systems, we note the papers of Orlicz [139], [141], and Kozlov [95].
The systematic study of problems of divergence of orthogonal series and
series of Fourier coefficients in general systems was begun by Bochkarev
(see [17], [12]), who obtained many definitive results.

Corollary 1 was established by Kozlov [95] and strengthens a result of
Orlicz [137], according to which, for every complete O.N.S. \( \{\varphi_n(x)\}_{n=1}^{\infty} \),
the sum \( \sum_1^{\infty} \varphi_n^2(x) = \infty \) for almost all \( x \). Theorems 2 and 3 were proved
by Olevskii [132], [133]. Theorem 4 was first established by Makhmudov
[103], although his proof practically repeats the discussion by Orlicz ([141];
see also [10], Chapter IV, §16), who obtained a similar result for uniformly
bounded O.N.S.

The statement of Theorem 5, in the special case when \( \{\varphi_n\} \) is the
trigonometric system, was proved in [98]; then S. V. Khrushchev noticed
that the method of [98] is completely sufficient for obtaining results on
general O.N.S., including Theorem 5 (also see [85]). Theorem 6 was estab-
lished by Kashin [71], [75]; Corollary 2 had been obtained earlier by
Mityagin [124] and generalizes a result of S. N. Bernstein (see [10], Chapter
IX, §4) for the case of the trigonometric system. The proof of Theorem
6 in the text is different from that in [75] and is close to the work of
Bochkarev (see, for example, [17]).

In §3 of Chapter 9 we consider uniformly bounded O.N.S. The first
lower bounds for the Lebesgue functions of uniformly bounded systems,
with which §3 begins, were obtained by Olevskii [134] (there he established
Theorem 8 and Corollary 5). Subsequently in [136], [138] he also obtained
Corollary 3. Bochkarev [15], [16] proved a more precise result, Theorem
7, by a different method. Bochkarev’s approach was modified in [77],
following which we established Proposition 1 and inequality (63), which
play a fundamental role in §3. In connection with Corollary 5 we note the
weaker result of Szarek [174], who proved (using, in particular, Olevskî’s
method) that for an arbitrary basis \( \{\psi_n(x)\}_{n=1}^{\infty} \) in \( L^1(0,1) \) with \( \|\psi_n\|_1 = 1, \n = 1, 2, \ldots, \) and for every \( p > 1 \), there is the relation

\[
\lim_{n \to \infty} \|\psi_n\|_p = \infty.
\]

Theorem 9 was proved by Krantsberg [96]. Theorem 10 was proved by
Bochkarev [16]; later, Kazaryan [81] showed that under the additional
requirement of completeness one cannot assert the existence of a Fourier
series that diverges almost everywhere.

Concerning inequality (113), see [189]. Theorem 11 was obtained by
Bochkarev [12]. In [13] (also see [17]) Bochkarev also established a more
precise result: under the hypotheses of Theorem 11, for every modulus of
continuity \( \omega(\delta) \) with
\[
\sum_{n=1}^{\infty} \frac{\sqrt{\omega(1/n)}}{n} = \infty,
\]
the required function \( F(x) \) of bounded variation whose series of Fourier coefficients does not converge absolutely can be found in the class \( H_\omega \) (as the example of the trigonometric system shows (see [10], Chapter IX, §3) a further increase in the smoothness of \( F(x) \) is in general not possible).

Our presentation of the proof of Theorem 11 follows [75] and [77]; also see Wik [197], where the most important special case (the trigonometric system) is considered.

**Chapter 10**

In Chapter 10 we discuss metric theorems on the representation of functions by general orthogonal series (we do not say much about the old subject of the representation of functions by everywhere convergent trigonometric series).

The development of this direction of the theory of orthogonal series was initiated by Luzin (see [102]) and continued by Men'nov, who in 1916, in [116], constructed a null series for the trigonometric system. Originally considered only for trigonometric series, the problem of the representation of functions by general orthogonal series was developed in the middle thirties by Marcinkiewicz (see [105], p. 312). At present, theorems on the representation of functions occupy an appreciable part of the theory of general orthogonal series. For more details on this topic see the surveys by Talalyan [178] and Ul'yanov [193], and also [78], [153], [179], [6], and [125].

Theorem 1 and Corollary 1 were proved by Talalyan (see [176], [177]). Theorems 2, 2', and 3 were proved by Kashin (see [73], [74], and [76]). The proof of Theorem 2' clarified (see [74]) the existence of a difference, for problems of representing functions by series, between general convergence systems and the slightly narrower class \( Q \) of such systems (a C.O.N.S. \( \Phi \in Q \) if the operator \( S^*_\Phi \) of majorants of the partial sums is a bounded operator from \( L^2 \) to \( L^2 \)). In this connection it is natural to raise the question of whether one can always represent a measurable function, finite almost everywhere, by an almost everywhere convergent series in a system of class \( Q \). Theorem 4 (Arutyunyan and Pogosyan) provides a positive answer to this question. Theorem 4 was announced by Arutyunyan [7] and Pogosyan [154] in notes that appeared simultaneously, and proved by them in seminars. A proof of this result is published here for the first time. In our exposition of Theorem 4 we follow, in the main, Arutyunyan's
presentation. Lemma 1 in Theorem 4 follows immediately from the results of [91], and was first applied to related problems by Pogosyan [152]. The use of the Haar system in problems on the representation of functions by general orthogonal series was initiated by Arutyunyan (see [6]).

We should remark that the possibility of representing every measurable function, finite a.e., by an almost everywhere convergent trigonometric series, and by a Haar series, had been established much earlier by the proofs of Theorems 1 and 4, respectively, by Men’nov and Bari (for details see [178]).

Theorem 5 was proved by Drobot [38]. A more general approach to similar theorems was suggested by Pecherskii [149], [150]; also see [45]. For Lemma 1 and Theorem 5 see the notes on Theorem 2.14.

Theorem 6 was established by Pogosyan [153], and his paper [154] contains a proposition on universal series for an arbitrary C.O.N.S. (without the supplementary condition (115)). The case of the trigonometric and Haar systems was considered earlier by G. M. Mushegyan (see [154]).

Appendices

The concept of the maximal function was introduced by Hardy and Littlewood [55] in 1930. In that paper they also gave the first application of this concept to problems on the convergence of series of functions. In §2 of Appendix 1 we follow [172]; also see [201].

For the minimax theorem see, for example, [148].

More details on the contents of Appendix 2 are given in [59] and [201]. Theorem 7 in this appendix, which was established by the brothers F. and M. Riesz in 1916, is presented along the lines of [37].
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