
Chapter 12

Nonlinear Wave
Equations

12.1. INTRODUCTION

This final chapter studies the existence (or sometimes nonexistence) of solu-
tions to the initial-value problem for the semilinear wave equation

(1) 𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝑢) = 0.
The linear case that 𝑓(𝑢) = 𝑚2𝑢 is the Klein–Gordon equation. We will also
discuss certain mildly quasilinear wave equations having the form

(2) 𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) = 0,
where as usual we write 𝐷𝑢 = 𝐷𝑥𝑢 for the gradient in the 𝑥-variables.

We follow the custom of putting the nonlinearity on the left of the equals
sign in (1) and (2): this simplifies some later formulas a bit. More compli-
cated quasilinear wave equations, in which the coefficients of the second-order
derivatives depend on 𝐷𝑢, 𝑢𝑡, 𝑢, are beyond the scope of this book.

12.1.1. Conservation of energy. Considering first the semilinear PDE (1),
we hereafter set

𝐹(𝑧) ≔ ∫
𝑧

0
𝑓(𝑤) 𝑑𝑤 (𝑧 ∈ ℝ).

Then 𝐹(0) = 0 and 𝐹′ = 𝑓. We recall from §8.6.2 that the energy of a solution 𝑢
of (1) at time 𝑡 ≥ 0 is

𝐸(𝑡) ≔ ∫
ℝ𝑛

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝐹(𝑢) 𝑑𝑥
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and that this energy is conserved:

THEOREM 1 (Conservation of energy). Assume that 𝑢 is a smooth solution of
the semilinear wave equation (1) and that 𝑢(⋅, 𝑡) has compact support in space
for each time 𝑡. Then

𝑡 ↦ 𝐸(𝑡) is constant.

Proof. We calculate
̇𝐸(𝑡) = ∫

ℝ𝑛
𝑢𝑡𝑢𝑡𝑡 + 𝐷𝑢 ⋅ 𝐷𝑢𝑡 + 𝑓(𝑢)𝑢𝑡 𝑑𝑥 = ∫

ℝ𝑛
𝑢𝑡(𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝑢)) 𝑑𝑥 = 0,

where ⋅ = 𝑑
𝑑𝑡 . □

The integration by parts in this proof is valid, since 𝑢 has compact support
in space for each time. In many subsequent proofs we will similarly integrate
by parts, implicitly relying upon our solution’s vanishing for large |𝑥| to justify
the computation.

12.1.2. Finite propagation speed. Recalling the domain of dependence cal-
culation for the linear wave equation in §2.4.3, we reintroduce the backwards
wave cone:

DEFINITION. Fix 𝑥0 ∈ ℝ𝑛, 𝑡0 > 0 and define the backwards wave cone with
apex (𝑥0, 𝑡0):

𝐾(𝑥0, 𝑡0) ≔ { (𝑥, 𝑡) ∣ 0 ≤ 𝑡 ≤ 𝑡0, |𝑥 − 𝑥0| ≤ 𝑡0 − 𝑡 }.
The curved part of the boundary of 𝐾(𝑥0, 𝑡0) is

Γ(𝑥0, 𝑡0) ≔ { (𝑥, 𝑡) ∣ 0 ≤ 𝑡 ≤ 𝑡0, |𝑥 − 𝑥0| = 𝑡0 − 𝑡 }.

THEOREM 2 (Flux estimate for semilinear wave equation). Assume that 𝑢 is
a smooth solution of the semilinear wave equation (1).

(i) For each point (𝑥0, 𝑡0) ∈ ℝ𝑛 × (0,∞) we have the identity

(3) 1
√2

∫
Γ(𝑥0,𝑡0)

1
2 |𝑢𝑡𝜈 − 𝐷𝑢|2 + 𝐹(𝑢) 𝑑𝑆 = 𝑒(0),

where 𝜈 ≔ 𝑥−𝑥0
|𝑥−𝑥0|

and

𝑒(𝑡) ≔ ∫
𝐵(𝑥0,𝑡0−𝑡)

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝐹(𝑢) 𝑑𝑥 (0 ≤ 𝑡 ≤ 𝑡0).

(ii) If
𝐹 ≥ 0

and
𝑢(⋅, 0), 𝑢𝑡(⋅, 0) ≡ 0 within 𝐵(𝑥0, 𝑡0),

then 𝑢 ≡ 0 within the cone 𝐾(𝑥0, 𝑡0).
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The expression on the left-hand side of (3) is the energy flux through the
curved surface Γ(𝑥0, 𝑡0).

Proof.

1. We compute that

(4)

̇𝑒(𝑡) = ∫
𝐵(𝑥0,𝑡0−𝑡)

𝑢𝑡𝑢𝑡𝑡 + 𝐷𝑢 ⋅ 𝐷𝑢𝑡 + 𝑓(𝑢)𝑢𝑡 𝑑𝑥

−∫
𝜕𝐵(𝑥0,𝑡0−𝑡)

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝐹(𝑢) 𝑑𝑆

= ∫
𝜕𝐵(𝑥0,𝑡0−𝑡)

𝜕𝑢
𝜕𝜈𝑢𝑡 −

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) − 𝐹(𝑢) 𝑑𝑆

= −∫
𝜕𝐵(𝑥0,𝑡0−𝑡)

1
2 |𝑢𝑡𝜈 − 𝐷𝑢|2 + 𝐹(𝑢) 𝑑𝑆,

since
|𝑢𝑡𝜈 − 𝐷𝑢|2 = 𝑢2𝑡 − 2𝑢𝑡

𝜕𝑢
𝜕𝜈 + |𝐷𝑢|2.

Now integrate in time between 0 and 𝑡0 to derive (3). Notice that the factor 1
√2

appears when we switch to integration over Γ(𝑥0, 𝑡0), since this surface is tilted
at constant angle 𝜋

4 above 𝐵(𝑥0, 𝑡0) × {𝑡 = 0}.
2. If 𝑢(⋅, 0), 𝑢𝑡(⋅, 0) ≡ 0 on 𝐵(𝑥0, 𝑡0), then 𝑒(0) = 0 since 𝐹(0) = 0. As 𝐹 ≥ 0,

it follows from (4) that 𝑒 ≡ 0. We deduce that 𝑢𝑡, 𝐷𝑢 ≡ 0, and therefore 𝑢 ≡ 0,
within the cone 𝐾(𝑥0, 𝑡0). □

Although the mildly quasilinear wave equation (2) does not in general have
a conserved energy, we can nevertheless adapt the previous proof to show finite
propagation speed.

THEOREM 3 (Domain of dependence). Assume that

𝑓(0, 0, 0) = 0

and that 𝑢 is a smooth solution of the quasilinear wave equation (2). If

𝑢(⋅, 0), 𝑢𝑡(⋅, 0) ≡ 0 within 𝐵(𝑥0, 𝑡0),

then 𝑢 ≡ 0 within the cone 𝐾(𝑥0, 𝑡0).

So any disturbance originating outside 𝐵(𝑥0, 𝑡0) does not affect the solution
within 𝐾(𝑥0, 𝑡0). Consequently the effects of nonzero initial data propagate
with speed at most one.
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Proof. Define

𝑒(𝑡) ≔ 1
2 ∫𝐵(𝑥0,𝑡0−𝑡)

𝑢2𝑡 + |𝐷𝑢|2 + 𝑢2 𝑑𝑥 (0 ≤ 𝑡 ≤ 𝑡0).

Then

̇𝑒(𝑡) = ∫
𝐵(𝑥0,𝑡0−𝑡)

𝑢𝑡𝑢𝑡𝑡 + 𝐷𝑢 ⋅ 𝐷𝑢𝑡 + 𝑢𝑢𝑡 𝑑𝑥

− 1
2 ∫𝜕𝐵(𝑥0,𝑡0−𝑡)

𝑢2𝑡 + |𝐷𝑢|2 + 𝑢2 𝑑𝑆

= ∫
𝐵(𝑥0,𝑡0−𝑡)

𝑢𝑡(𝑢𝑡𝑡 − Δ𝑢 + 𝑢) 𝑑𝑥

+∫
𝜕𝐵(𝑥0,𝑡0−𝑡)

𝜕𝑢
𝜕𝜈𝑢𝑡 𝑑𝑆 −

1
2 ∫𝜕𝐵(𝑥0,𝑡0−𝑡)

𝑢2𝑡 + |𝐷𝑢|2 + 𝑢2 𝑑𝑆

≤ ∫
𝐵(𝑥0,𝑡0−𝑡)

𝑢𝑡(−𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) + 𝑢) 𝑑𝑥.

Since 𝑓(0, 0, 0) = 0 and 𝑢 is smooth,

|𝑓(𝐷𝑢, 𝑢𝑡, 𝑢)| ≤ 𝐶(|𝐷𝑢| + |𝑢𝑡| + |𝑢|)
for some constant 𝐶 depending upon ‖𝐷𝑢, 𝑢𝑡, 𝑢‖𝐿∞ . We conclude that

̇𝑒(𝑡) ≤ 𝐶∫
𝐵(𝑥0,𝑡0−𝑡)

𝑢2𝑡 + |𝐷𝑢|2 + 𝑢2 𝑑𝑥 = 𝐶𝑒(𝑡).

As 𝑒(0) = 0, Gronwall’s inequality (§B.2) implies 𝑒 ≡ 0. Therefore 𝑢 ≡ 0within
the cone 𝐾(𝑥0, 𝑡0). □

12.2. EXISTENCE OF SOLUTIONS

We devote this section to proving existence theorems for solutions of the mildly
quasilinear initial-value problem

(1) {𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) = 0 in ℝ𝑛 × (0, 𝑇]
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.

Similarly to §7.2, we say that a function u ∈ 𝐿2(0, 𝑇;𝐻1
loc(ℝ𝑛)), with

u′ ∈ 𝐿2(0, 𝑇; 𝐿2loc(ℝ𝑛))
and u″ ∈ 𝐿2(0, 𝑇;𝐻−1

loc (ℝ𝑛)), is a weak solution of the initial-value problem (1)
provided u(0) = 𝑔,u′(0) = ℎ,

f ≔ −𝑓(𝐷u,u′,u) ∈ 𝐿2(0, 𝑇; 𝐿2loc(ℝ𝑛)),
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and
⟨u″, 𝑣⟩ + 𝐵[u, 𝑣] = (f, 𝑣)

for each 𝑣 ∈ 𝐻1(ℝ𝑛) with compact support and a.e. time 0 ≤ 𝑡 ≤ 𝑇. Here
𝐵[𝑢, 𝑣] ≔ ∫ℝ𝑛 𝐷𝑢 ⋅ 𝐷𝑣 𝑑𝑥.

We always assume
𝑓(0, 0, 0) = 0.

12.2.1. Lipschitz nonlinearities. We start with a strong assumption on the
nonlinearity, namely that

(2) 𝑓 ∶ ℝ𝑛 × ℝ × ℝ → ℝ is Lipschitz continuous.

THEOREM 1 (Existence and uniqueness).
(i) Assume 𝑔 ∈ 𝐻1

loc(ℝ𝑛), ℎ ∈ 𝐿2loc(ℝ𝑛). Then for each 𝑇 > 0 there exists a
unique weak solution u of the initial-value problem (1).

(ii) If in addition 𝑔 ∈ 𝐻2
loc(ℝ𝑛), ℎ ∈ 𝐻1

loc(ℝ𝑛), then

⎧
⎨
⎩

u ∈ 𝐿∞((0, 𝑇); 𝐻2
loc(ℝ𝑛)),

u′ ∈ 𝐿∞((0, 𝑇); 𝐻1
loc(ℝ𝑛)),

u″ ∈ 𝐿∞((0, 𝑇); 𝐿2loc(ℝ𝑛)).

Proof.
1. We will first suppose that 𝑇 > 0 is sufficiently small, as determined

below. Given 𝑅 >> 1, let us consider first the initial/boundary-value problem

(3)
⎧
⎨
⎩

𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) = 0 in 𝐵(0, 𝑅) × (0, 𝑇]
𝑢 = 0 on 𝜕𝐵(0, 𝑅) × [0, 𝑇]

𝑢 = 𝑔, 𝑢𝑡 = ℎ on 𝐵(0, 𝑅) × {𝑡 = 0}.
We temporarily also assume 𝑔 ∈ 𝐻1

0(𝐵(0, 𝑅)).
Introduce the space of functions

𝑋 ≔ {u ∈ 𝐿∞(0, 𝑇;𝐻1
0(𝐵(0, 𝑅))) ∣ u′ ∈ 𝐿∞(0, 𝑇; 𝐿2(𝐵(0, 𝑅))) },

with the norm

‖u‖ ≔ ess sup
0≤𝑡≤𝑇

(‖u(𝑡)‖𝐻1
0(𝐵(0,𝑅)) + ‖u′(𝑡)‖𝐿2(𝐵(0,𝑅))).

Given v ∈ 𝑋 , we hereafter write u = 𝐴[v] to mean that u ∈ 𝑋 is the unique
weak solution of the linear problem

(4)
⎧
⎨
⎩

𝑢𝑡𝑡 − Δ𝑢 = −𝑓(𝐷𝑣, 𝑣𝑡, 𝑣) in 𝐵(0, 𝑅) × (0, 𝑇)
𝑢 = 0 on 𝜕𝐵(0, 𝑅) × (0, 𝑇)

𝑢 = 𝑔, 𝑢𝑡 = ℎ on 𝐵(0, 𝑅) × {𝑡 = 0}.
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This weak solution exists according to Theorems 3–5 in §7.2.
Suppose that we are given also v̂ ∈ 𝑋 , and likewise write û = 𝐴[v̂]. Put

w ≔ u − û. Then w is the unique weak solution of

⎧
⎨
⎩

𝑤𝑡𝑡 − Δ𝑤 = 𝑓(𝐷 ̂𝑣, ̂𝑣𝑡, ̂𝑣) − 𝑓(𝐷𝑣, 𝑣𝑡, 𝑣) in 𝐵(0, 𝑅) × (0, 𝑇)
𝑤 = 0 on 𝜕𝐵(0, 𝑅) × (0, 𝑇)

𝑤 = 0, 𝑤𝑡 = 0 on 𝐵(0, 𝑅) × {𝑡 = 0}.

Consequently estimate (50) from §7.2 provides us with the bound

‖w‖ ≤ 𝐶‖𝑓(𝐷v̂, v̂′, v̂) − 𝑓(𝐷v, v′, v)‖𝐿2(0,𝑇;𝐿2(𝐵(0,𝑅))).

In view of the Lipschitz continuity of 𝑓, it follows that

‖w‖2 ≤ 𝐶∫
𝑇

0
∫
𝐵(0,𝑅)

|𝐷v − 𝐷v̂|2 + |v′ − v̂′|2 + |v − v̂|2 𝑑𝑥𝑑𝑡 ≤ 𝐶𝑇‖v − v̂‖2.

Since w = u − û = 𝐴[v] − 𝐴[v̂], we deduce that

‖𝐴[v] − 𝐴[v̂]‖ ≤ 1
2‖v − v̂‖

provided 𝑇 > 0 is small enough, depending only upon the Lipschitz constant
of 𝑓. Banach’s Theorem (§9.2.1) now implies the existence of a unique fixed
point u ∈ 𝑋 , which is the unique weak solution of (3).

2. In particular we may assume that 𝑇 < 1. Let 𝑆 = 𝑅 − 1. Then the fi-
nite propagation speed (Theorem 3 in §12.1) implies that the solution within
the cylinder 𝐵(0, 𝑆) × [0, 𝑇] depends only upon the initial data 𝑔, ℎ restricted
to 𝐵(0, 𝑆 + 𝑇) ⊂⊂ 𝐵(0, 𝑅). Consequently our temporary assumption that
𝑔 ∈ 𝐻1

0(𝐵(0, 𝑅)) does not matter, since we can multiply 𝑔 by a cutoff function
vanishing near 𝜕𝐵(0, 𝑅) without affecting the solution within 𝐵(0, 𝑆) × [0, 𝑇].

Suppose now that we repeat the above construction for another large radius
�̂� > 𝑅 > 1, to build a weak solution û of (3) (with �̂� replacing 𝑅). Then owing
to uniqueness and finite propagation speed, we have

û ≡ u on 𝐵(0, 𝑅 − 𝑇) × [0, 𝑇].

Consequently, we can construct solutions u𝑘 for a sequence of radii 𝑅𝑘 → ∞,
and these solutions will exist and agree on any compact subset ofℝ𝑛×[0, 𝑇], for
sufficiently large𝑘. The common value of these solutions for large𝑘determines
our unique weak solution u of (1) for times 0 ≤ 𝑡 ≤ 𝑇.

We have therefore built a unique solution of (1) on ℝ𝑛 × [0, 𝑇] provided
𝑇 > 0 is sufficiently small. We then extend the solution to the time intervals
[𝑇, 2𝑇], [2𝑇, 3𝑇], etc., to construct a unique weak solution existing for all time.
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3. Select 𝑘 ∈ {1, . . . , 𝑛} and let ũ ≔ 𝐷ℎ
𝑘u denote a corresponding difference

quotient of u (§5.8.2). Then ũ is the weak solution of

{
�̃�𝑡𝑡 − Δ�̃� + b ⋅ 𝐷�̃� + 𝑐�̃� + 𝑑𝑢𝑡 = 0 in ℝ𝑛 × (0, 𝑇)

�̃� = ̃𝑔, �̃�𝑡 = ̃ℎ on ℝ𝑛 × {𝑡 = 0},
where ̃𝑔 = 𝐷ℎ

𝑘𝑔, ̃ℎ = 𝐷ℎ
𝑘ℎ and

⎧
⎪⎪
⎨
⎪⎪
⎩

𝑏𝑗 = ∫
1

0
𝑓𝑝𝑗 (𝑠𝐷𝑢(𝑥 + ℎ𝑒𝑘, 𝑡) + (1 − 𝑠)𝐷𝑢(𝑥, 𝑡), 𝑠𝑢𝑡(𝑥 + ℎ𝑒𝑘, 𝑡)

+ (1 − 𝑠)𝑢𝑡(𝑥, 𝑡), 𝑠𝑢(𝑥 + ℎ𝑒𝑘, 𝑡) + (1 − 𝑠)𝑢(𝑥, 𝑡)) 𝑑𝑠,

𝑐 ≔ ∫
1

0
𝑓𝑧(⋯) 𝑑𝑠, 𝑑 ≔ ∫

1

0
𝑓𝑝𝑛+1(⋯) 𝑑𝑠.

As above, we can estimate for large 𝑅 > 0 that
‖ũ‖ = ess sup

0≤𝑡≤𝑇
(‖ũ(𝑡)‖𝐻1(𝐵(0,𝑅)) + ‖ũ′(𝑡)‖𝐿2(𝐵(0,𝑅))) ≤ 𝐶,

the constant 𝐶 depending only on ‖ ̃𝑔‖𝐻1(𝐵(0,2𝑅)) ≤ 𝐶‖𝑔‖𝐻2(𝐵(0,3𝑅)) and
‖ ̃ℎ‖𝐿2(𝐵(0,2𝑅)) ≤ 𝐶‖ℎ‖𝐻1((0,3𝑅)). The above estimates for 𝑘 = 1, . . . , 𝑛 show
that u∈𝐿∞((0, 𝑇); 𝐻2

loc(ℝ𝑛)) and u′ ∈𝐿∞((0, 𝑇); 𝐻1
loc(ℝ𝑛)). Finally, we use the

PDE 𝑢𝑡𝑡 −Δ𝑢+𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) = 0 to estimate ∫𝐵(0,𝑅) 𝑢2𝑡𝑡 𝑑𝑥 and so conclude that
u″ ∈ 𝐿∞((0, 𝑇); 𝐿2loc(ℝ𝑛)). □

12.2.2. Short time existence. Consider again the problem

(5) {𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) = 0 in ℝ𝑛 × (0, 𝑇]
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.

We hereafter drop the restrictive assumption (2) that the nonlinearity 𝑓 be Lip-
schitz continuous and instead just suppose that 𝑓 is a given smooth function.
Our goal is proving there is a unique solution, existing for at least some short
time interval [0, 𝑇]. We will need more smoothness on the initial data, requir-
ing 𝑔 ∈ 𝐻𝑘(ℝ𝑛), ℎ ∈ 𝐻𝑘−1(ℝ𝑛) for a possibly large integer 𝑘 (depending on
𝑛).

We first introduce some new estimates for the Sobolev space 𝐻𝑘(ℝ𝑛):

THEOREM 2 (Sobolev inequalities for 𝐻𝑘). Suppose that the functions 𝑢1, . . . ,
𝑢𝑚 belong to𝐻𝑘(ℝ𝑛), where 𝑘 > 𝑛

2 .
(i) If |𝛽1| +⋯ + |𝛽𝑚| ≤ 𝑘, then

(6) ‖𝐷𝛽1𝑢1⋯𝐷𝛽𝑚𝑢𝑚‖𝐿2(ℝ𝑛) ≤ 𝐶
𝑚
∏
𝑗=1

‖𝑢𝑗‖𝐻𝑘(ℝ𝑛)

for a constant 𝐶 = 𝐶(𝑛,𝑚, 𝑘).
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(ii) Let 𝑓 ∶ ℝ𝑚 → ℝ be a smooth function satisfying 𝑓(0) = 0. Then
𝑓(𝑢1, . . . , 𝑢𝑚)∈ 𝐻𝑘(ℝ𝑛) and

(7) ‖𝑓(𝑢1, . . . , 𝑢𝑚)‖𝐻𝑘(ℝ𝑛) ≤ Φ(‖𝑢1‖𝐻𝑘(ℝ𝑛), . . . , ‖𝑢𝑚‖𝐻𝑘(ℝ𝑛)),
whereΦ is a continuous function, nondecreasing in each argument and
depending only upon 𝑓, 𝑘, 𝑛,𝑚.

Proof.
1. We leave the proof of (6) to the reader: see Problem 12.
2. Let 0 < |𝛼| ≤ 𝑘. Then 𝐷𝛼𝑓(𝑢1, . . . , 𝑢𝑚) can be written as a finite sum of

terms of the form
𝐴𝐷𝛽1𝑢𝑗1 ⋯𝐷𝛽𝑙𝑢𝑗𝑙 ,

where 𝐴 depends on the partial derivatives of 𝑓 of order at most 𝑘 evaluated at
(𝑢1, . . . , 𝑢𝑚), 𝑙 ≤ 𝑘, 0 ≤ |𝛽𝑗| ≤ |𝛼|, and 𝛽1 +⋯+ 𝛽𝑙 = 𝛼.

Recall from Theorem 6 in §5.6.3 that 𝑘 > 𝑛
2 implies the estimate

‖𝑢‖𝐿∞(ℝ𝑛) ≤ 𝐶‖𝑢‖𝐻𝑘(ℝ𝑛).
Therefore ‖𝐴‖𝐿∞ is bounded by a term depending only upon 𝑓 and ‖𝑢𝑗‖𝐻𝑘 (𝑗 =
1, . . . , 𝑚). According then to estimate (6),

‖𝐴𝐷𝛽1𝑢𝑗1 ⋯𝐷𝛽𝑙𝑢𝑗𝑙‖𝐿2
is bounded by an expression involving only ‖𝑢𝑗‖𝐻𝑘 , for 𝑗 = 1, . . . , 𝑚. Since
𝑓(0) = 0, we can similarly estimate ‖𝑓(𝑢1, . . . , 𝑢𝑚)‖𝐿2 . This establishes (7). □

We next demonstrate that if we select the time 𝑇 > 0 sufficiently small,
depending upon the initial data 𝑔, ℎ, we can find a solution existing on ℝ𝑛 ×
(0, 𝑇]:

THEOREM 3 (Short time existence). Assume 𝑓 ∶ ℝ𝑛 × ℝ × ℝ → ℝ is smooth,
𝑓(0, 0, 0) = 0. Suppose also 𝑔 ∈ 𝐻𝑘(ℝ𝑛), ℎ ∈ 𝐻𝑘−1(ℝ𝑛) for 𝑘 > 𝑛

2 + 1.
There exists a time 𝑇 > 0 such that the initial-value problem

(8) {
𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝐷𝑢, 𝑢𝑡, 𝑢) = 0 in ℝ𝑛 × (0, 𝑇]

𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}
has a unique weak solution u, with

u ∈ 𝐿∞(0, 𝑇;𝐻𝑘(ℝ𝑛)), u′ ∈ 𝐿∞(0, 𝑇;𝐻𝑘−1(ℝ𝑛)).

The time𝑇 of existence provided by the proof depends in a complicated way
upon both 𝑓 and ‖𝑔‖𝐻𝑘(ℝ𝑛), ‖ℎ‖𝐻𝑘−1(ℝ𝑛) and can be very short if ‖𝑔‖𝐻𝑘(ℝ𝑛) and
‖ℎ‖𝐻𝑘−1(ℝ𝑛) are large. We will see in §12.5 that solutions of even the simpler
semilinear wave equation need not exist for all time.
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Proof.

1. Let

𝑋 ≔ {u ∈ 𝐿∞(0, 𝑇;𝐻1(ℝ𝑛)) ∣ u′ ∈ 𝐿∞(0, 𝑇; 𝐿2(ℝ𝑛)) }

with the norm

‖u‖ ≔ ess sup
0≤𝑡≤𝑇

(‖u(𝑡)‖𝐻1(ℝ𝑛) + ‖u′(𝑡)‖𝐿2(ℝ𝑛)).

We introduce also the stronger norm

⦀u⦀ ≔ ess sup
0≤𝑡≤𝑇

(‖u(𝑡)‖𝐻𝑘(ℝ𝑛) + ‖u′(𝑡)‖𝐻𝑘−1(ℝ𝑛)).

For 𝜆 > 0 define

𝑋𝜆 ≔ {u ∈ 𝑋 ∣ ⦀u⦀ ≤ 𝜆,u(0) = 𝑔,u′(0) = ℎ }.

If v ∈ 𝑋𝜆, we write u = 𝐴[v] to mean that u solves the linear initial-value
problem

(9) {
𝑢𝑡𝑡 − Δ𝑢 = −𝑓(𝐷𝑣, 𝑣𝑡, 𝑣) in ℝ𝑛 × (0, 𝑇]
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.

Define

𝐸𝑘(𝑡) ≔ ‖u(𝑡)‖2𝐻𝑘(ℝ𝑛) + ‖u′(𝑡)‖2𝐻𝑘−1(ℝ𝑛)

and

𝐹𝑘(𝑡) ≔ ‖v(𝑡)‖2𝐻𝑘(ℝ𝑛) + ‖v′(𝑡)‖2𝐻𝑘−1(ℝ𝑛).
2. We claim now that we have the estimate

(10) 𝐸𝑘(𝑡) ≤ 𝐸𝑘(0) + 𝐶∫
𝑡

0
Ψ(𝐹𝑘(𝑠)) 𝑑𝑠 (0 ≤ 𝑡 ≤ 𝑇)

for some continuous and monotone function Ψ depending only upon 𝑛, 𝑘 and
𝑓.

To prove (10), let |𝛼| ≤ 𝑘−1 and apply𝐷𝛼 = 𝐷𝛼
𝑥 to the PDE (9), to discover

𝑤𝑡𝑡 − Δ𝑤 = −𝐷𝛼(𝑓(𝐷𝑣, 𝑣𝑡, 𝑣))
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for 𝑤 ≔ 𝐷𝛼𝑢. Therefore we can use estimate (7), with 𝑘 − 1 in place of 𝑘 and
with 𝑚 = 𝑛 + 2, to compute

𝑑
𝑑𝑡 ∫ℝ𝑛

(𝑤2
𝑡 + |𝐷𝑤|2) 𝑑𝑥

= 2∫
ℝ𝑛
𝑤𝑡𝑤𝑡𝑡 + 𝐷𝑤 ⋅ 𝐷𝑤𝑡 𝑑𝑥

= 2∫
ℝ𝑛
𝑤𝑡(𝑤𝑡𝑡 − Δ𝑤) 𝑑𝑥

= −2∫
ℝ𝑛
𝑤𝑡𝐷𝛼𝑓(𝐷𝑣, 𝑣𝑡, 𝑣) 𝑑𝑥

≤ ∫
ℝ𝑛
𝑤2
𝑡 + |𝐷𝛼𝑓(𝐷𝑣, 𝑣𝑡, 𝑣)|2 𝑑𝑥

≤ ∫
ℝ𝑛
𝑤2
𝑡 𝑑𝑥 + 𝐶Φ2(‖𝑣𝑥1‖𝐻𝑘−1(ℝ𝑛), . . . , ‖𝑣𝑥𝑛‖𝐻𝑘−1(ℝ𝑛), ‖𝑣𝑡‖𝐻𝑘−1(ℝ𝑛), ‖𝑣‖𝐻𝑘−1(ℝ𝑛))

≤ ∫
ℝ𝑛
𝑤2
𝑡 𝑑𝑥 + Ψ(𝐹𝑘(𝑡)),

for some appropriate function Ψ. Apply Gronwall’s inequality and then sum
the above over all |𝛼| ≤ 𝑘 − 1 to deduce (10).

3. We assert next that if 𝜆 > 0 is large enough and 𝑇 > 0 is small enough,
then

𝐴 ∶ 𝑋𝜆 → 𝑋𝜆.

To see this, observe that (10) implies

(11) ⦀u⦀2 ≤ ‖𝑔‖2𝐻𝑘(ℝ𝑛) + ‖ℎ‖2𝐻𝑘−1(ℝ𝑛) + 𝐶𝑇Ψ(⦀v⦀2)

for some function Ψ. Let

𝜆2 ≔ 2(‖𝑔‖2𝐻𝑘(ℝ𝑛) + ‖ℎ‖2𝐻𝑘−1(ℝ𝑛))

and then fix 𝑇 > 0 so small that

𝐶𝑇Ψ(𝜆2) ≤ 𝜆2
2 .

Then (11) forces ⦀𝐴[v]⦀2 ≤ 𝜆2, and consequently 𝐴[v] = u ∈ 𝑋𝜆.
4. Next we claim that if 𝜆 is large enough and 𝑇 is small enough, then

(12) ‖𝐴[v] − 𝐴[v̂]‖ ≤ 1
2‖v − v̂‖

for all v, v̂ ∈ 𝑋𝜆.
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To confirm this, let us write u = 𝐴[v], û = 𝐴[v̂]. Put w ≔ u − û. Then

𝑑
𝑑𝑡 ∫ℝ𝑛

|𝐷𝑤|2 + 𝑤2
𝑡 + 𝑤2 𝑑𝑥

= 2∫
ℝ𝑛
𝑤𝑡(𝑓(𝐷 ̂𝑣, ̂𝑣𝑡, ̂𝑣) − 𝑓(𝐷𝑣, 𝑣𝑡, 𝑣) + 𝑤) 𝑑𝑥

≤ ∫
ℝ𝑛
𝑤2
𝑡 + 𝑤2 𝑑𝑥 + 𝐶∫

ℝ𝑛
|𝐷 ̂𝑣 − 𝐷𝑣|2 + | ̂𝑣𝑡 − 𝑣𝑡|2 + | ̂𝑣 − 𝑣|2 𝑑𝑥,

the constant 𝐶 depending on ‖𝐷 ̂𝑣, ̂𝑣𝑡, ̂𝑣, 𝐷𝑣, 𝑣𝑡, 𝑣‖𝐿∞ . This quantity is bound-
ed since the functions v, v̂ belong to 𝑋𝜆 and 𝑘 > 𝑛

2 + 1. Invoking Gronwall’s
inequality, we deduce that

max
0≤𝑡≤𝑇

∫|𝐷𝑤|2 + |𝑤𝑡|2 + 𝑤2 𝑑𝑥

≤ 𝐶∫
𝑇

0
∫
ℝ𝑛
|𝐷𝑣 − 𝐷 ̂𝑣|2 + |𝑣𝑡 − ̂𝑣𝑡|2 + |𝑣 − ̂𝑣|2 𝑑𝑥𝑑𝑡

≤ 𝐶𝑇‖𝑣 − ̂𝑣‖2.

We can now select 𝑇 small enough to ensure (12).
5. Select any u0 ∈ 𝑋𝜆. According to the proof of Banach’s Theorem from

§9.2.1, if we inductively define u𝑘+1 ≔ 𝐴[u𝑘] for 𝑘 = 0, . . . , then u𝑘 → u in 𝑋
and

𝐴[u] = u.
Furthermore, since ⦀u𝑘⦀ ≤ 𝜆, we have u ∈ 𝑋𝜆. Uniqueness follows from
(12). □

Note carefully the strategy of this proof. We showed that for small 𝑇 > 0
the operator𝐴 is a strict contraction in the weaker norm ‖⋅‖ and also preserves
certain estimates in the stronger norm⦀⋅⦀. Consequently the iteration scheme
from Banach’s Theorem provides a sequence that converges in 𝑋 , to a fixed
point that actually lies in the better space 𝑋𝜆. We did not have to show that 𝐴
is a strict contraction in the stronger norm.

12.3. SEMILINEARWAVE EQUATIONS

This section and the next section discuss the initial-value problem for semilin-
ear wave equations:

(1) {
𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝑢) = 0 in ℝ𝑛 × (0,∞)

𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.
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We will prove much stronger existence theorems than those in §12.2 not only
because the nonlinear term 𝑓(𝑢) is simpler than 𝑓(𝑢, 𝐷𝑢, 𝑢𝑡) but also because
we have for (1) the conserved energy functional

𝐸(𝑡) ≔ ∫
ℝ𝑛

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝐹(𝑢) 𝑑𝑥,

unavailable for the general quasilinear wave equations. Our main goal is dis-
covering when solutions exist for all times 𝑡 ≥ 0.

12.3.1. Sign conditions. Our first existence theorem holds for nonlinearities
such that 𝑓(𝑧) and 𝑧 have the same sign.

THEOREM 1 (Sign condition on 𝑓). Suppose 𝑓 is smooth and
(2) 𝑧𝑓(𝑧) ≥ 0 (𝑧 ∈ ℝ).
Assume 𝑔 ∈ 𝐻1(ℝ𝑛), ℎ ∈ 𝐿2(ℝ𝑛), 𝐹(𝑔) ∈ 𝐿1(ℝ𝑛).

Then the initial-value problem (1) has a global weak solution u existing for
all times, with

{u ∈ 𝐿2loc((0,∞); 𝐿2(ℝ𝑛)) ∩ 𝐿∞((0,∞);𝐻1(ℝ𝑛))
u′ ∈ 𝐿∞((0,∞); 𝐿2(ℝ𝑛)), 𝐹(u) ∈ 𝐿∞((0,∞); 𝐿1(ℝ𝑛)).

Furthermore, we have the energy inequality
(3) 𝐸(𝑡) ≤ 𝐸(0) for all times 𝑡 ≥ 0.

Note that we do not assert equality in (3): our solution is not known to be
smooth enough for us to calculate rigorously that ̇𝐸 ≡ 0.

Change of notation. Starting with the following proof, we transition away
from boldface notation, indicating a mapping of time 𝑡 into a space of functions
of 𝑥, and will instead hereafter regard our solution as a function 𝑢 = 𝑢(𝑥, 𝑡) of
both variables 𝑥 and 𝑡 together.

Proof.
1. According to the sign condition (2), 𝐹(𝑧) = ∫𝑧

0 𝑓(𝑤) 𝑑𝑤 is nondecreasing
for 𝑧 ≥ 0 and is nonincreasing for 𝑧 ≤ 0. Select a sequence of smooth functions
𝐹𝑘 ∶ ℝ → ℝ so that

𝐹𝑘 ≥ 0, 𝐹𝑘 → 𝐹 pointwise, 𝐹𝑘 ≤ 𝐹, 𝐹𝑘 ≡ 𝐹 on [−𝑘, 𝑘]
and 𝑓𝑘 ≔ 𝐹′𝑘 is Lipschitz continuous, with 𝑧𝑓𝑘(𝑧) ≥ 0 for all 𝑧 ∈ ℝ.

We solve the problems

(4) {
𝑢𝑘𝑡𝑡 − Δ𝑢𝑘 + 𝑓𝑘(𝑢𝑘) = 0 in ℝ𝑛 × (0,∞)

𝑢𝑘 = 𝑔, 𝑢𝑘𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.
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Since 𝑓𝑘 is Lipschitz continuous, there exists according to Theorem 1 in §12.2
a solution 𝑢𝑘 satisfying

{𝑢
𝑘, 𝐷𝑢𝑘, 𝑢𝑘𝑡 ∈ 𝐶([0,∞); 𝐿2(ℝ𝑛)),
𝐷2
𝑥𝑢𝑘, 𝐷𝑥𝑢𝑘𝑡 , 𝑢𝑘𝑡𝑡 ∈ 𝐿∞loc((0,∞); 𝐿2(ℝ𝑛)).

2. This is enough regularity to allow us to calculate for almost every time
𝑡 that

̇𝐸𝑘(𝑡) =
𝑑
𝑑𝑡 ∫ℝ𝑛

1
2((𝑢

𝑘
𝑡 )2 + |𝐷𝑢𝑘|2) + 𝐹𝑘(𝑢𝑘) 𝑑𝑥 = 0.

Therefore

(5) 𝐸𝑘(𝑡) = 𝐸𝑘(0) = ∫
ℝ𝑛

1
2(ℎ

2 + |𝐷𝑔|2) + 𝐹𝑘(𝑔) 𝑑𝑥.

Now 𝐹𝑘(𝑔) → 𝐹(𝑔) pointwise as 𝑘 → ∞, and 0 ≤ 𝐹𝑘(𝑔) ≤ 𝐹(𝑔). Since 𝐹(𝑔) ∈
𝐿1, we can apply the Dominated Convergence Theorem to deduce

𝐸𝑘(0) → ∫
ℝ𝑛

1
2(|𝐷𝑔|

2 + |ℎ|2) + 𝐹(𝑔) 𝑑𝑥 = 𝐸(0).

Since 𝐹𝑘 ≥ 0, we also have the bound

(6) max
0≤𝑡≤𝑇

‖𝑢𝑘𝑡 , 𝐷𝑢𝑘‖𝐿2(ℝ𝑛) ≤ 𝐶

and consequently for each time 𝑇 > 0

(7) max
0≤𝑡≤𝑇

‖𝑢𝑘‖𝐿2(ℝ𝑛) ≤ 𝐶.

We extract a subsequence (which we reindex and still denote “𝑢𝑘”) such that

{𝑢
𝑘 → 𝑢 strongly in 𝐿2loc(ℝ𝑛 × (0,∞)) and a.e.,
𝐷𝑢𝑘, 𝑢𝑘𝑡 ⇀ 𝐷𝑢, 𝑢𝑡 weakly in 𝐿2loc(ℝ𝑛 × (0,∞)).

3. Next, multiply the PDE (4) by 𝑢𝑘 and integrate over ℝ𝑛 × (0, 𝑇):

∫
𝑇

0
∫
ℝ𝑛
|𝐷𝑢𝑘|2 − (𝑢𝑘𝑡 )2 + 𝑢𝑘𝑓𝑘(𝑢𝑘) 𝑑𝑥𝑑𝑡 = ∫

ℝ𝑛
𝑢𝑘𝑡 𝑢𝑘 𝑑𝑥

|||

𝑡=𝑇

𝑡=0
.

Since 𝑢𝑘𝑓𝑘(𝑢𝑘) ≥ 0, (6) and (7) imply the estimate

(8) ∫
𝑇

0
∫
ℝ𝑛
|𝑢𝑘𝑓𝑘(𝑢𝑘)| 𝑑𝑥𝑑𝑡 ≤ 𝐶.

4. We next assert that the functions {𝑔𝑘 ≔ 𝑓𝑘(𝑢𝑘)}∞𝑘=1 are uniformly inte-
grable. This means that for each 𝜀 > 0, there exists 𝛿 > 0 such that if 𝐸 is a
measurable subset of ℝ𝑛 × (0, 𝑇) and |𝐸| ≤ 𝛿, then ∬𝐸 |𝑔𝑘| 𝑑𝑥𝑑𝑡 ≤ 𝜀 for all 𝑘.



630 12. Nonlinear Wave Equations

To confirm this, we calculate using (8) that

∬
𝐸
|𝑔𝑘| 𝑑𝑥𝑑𝑡 =∬

𝐸∩{|ᵆ𝑘|≥𝜆}
|𝑓𝑘(𝑢𝑘)| 𝑑𝑥𝑑𝑡 +∬

𝐸∩{|ᵆ𝑘|≤𝜆}
|𝑓𝑘(𝑢𝑘)| 𝑑𝑥𝑑𝑡

≤ 1
𝜆∬𝐸

|𝑢𝑘𝑓𝑘(𝑢𝑘)| 𝑑𝑥𝑑𝑡 + |𝐸|max
|𝑦|≤𝜆

|𝑓𝑘(𝑦)|

≤ 1
𝜆𝐶(𝑇) + |𝐸|max

|𝑦|≤𝜆
|𝑓𝑘(𝑦)|.

Take 𝜆 so large that 𝐶(𝑇)
𝜆 ≤ 𝜀

2 . Then for all but finitely many 𝑘

∬
𝐸
|𝑔𝑘| 𝑑𝑥𝑑𝑡 ≤ 𝜀

2 + |𝐸|max
|𝑦|≤𝜆

|𝑓(𝑦)| ≤ 𝜀,

provided |𝐸| ≤ 𝛿 for 𝛿 > 0 sufficiently small.
5. We claim now that

(9) 𝑓𝑘(𝑢𝑘) → 𝑓(𝑢) in 𝐿1loc(ℝ𝑛).
To see this, again write 𝑔𝑘 ≔ 𝑓𝑘(𝑢𝑘), put 𝑔 ≔ 𝑓(𝑢), and fix 𝑅 > 0, 𝜀 > 0. In
view of the uniform integrability proved in step 4, we can select 𝛿 > 0 so that
|𝐸| ≤ 𝛿 implies ∫𝐸 |𝑔𝑘| 𝑑𝑥 ≤ 𝜀 for 𝑘 = 1, . . . . According to Egoroff’s Theorem
(§E.2), there exists a measurable set 𝐸 so that |𝐸| ≤ 𝛿 and 𝑔𝑘 → 𝑔 uniformly on
𝐵(0, 𝑅) − 𝐸. Therefore

lim sup
𝑘,𝑙→∞

∫
𝐵(0,𝑅)

|𝑔𝑘 − 𝑔𝑙| 𝑑𝑥 ≤ lim sup
𝑘,𝑙→∞

∫
𝐸
|𝑔𝑘 − 𝑔𝑙| 𝑑𝑥 ≤ 2𝜀.

This is true for each 𝜀 > 0. Consequently {𝑔𝑘}∞𝑘=1 is a Cauchy sequence in
𝐿1(𝐵(0, 𝑅)) and so converges to some ̂𝑔 ∈ 𝐿1(𝐵(0, 𝑅)). Since 𝑔𝑘 → 𝑔 a.e., we
deduce 𝑔 = ̂𝑔.

6. Because

𝑢𝑘𝑡𝑡 − Δ𝑢𝑘 + 𝑓𝑘(𝑢𝑘) = 0 in ℝ𝑛 × (0,∞),
we deduce upon multiplying by a smooth test function and passing to limits
that

(10) 𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝑢) = 0 in ℝ𝑛 × (0,∞).
Furthermore

∫
ℝ𝑛
𝑢2𝑡 + |𝐷𝑢|2 𝑑𝑥 ≤ lim inf

𝑘→∞
∫
ℝ𝑛
(𝑢𝑘𝑡 )2 + |𝐷𝑢𝑘|2 𝑑𝑥;

and according to Fatou’s Lemma (§E.3),

∫
ℝ𝑛
𝐹(𝑢) 𝑑𝑥 ≤ lim inf

𝑘→∞
∫
ℝ𝑛
𝐹𝑘(𝑢𝑘) 𝑑𝑥.



12.3. Semilinear Wave Equations 631

These last two inequalities together imply 𝐸(𝑡) ≤ 𝐸(0). □

12.3.2. Three space dimensions. Nonlinear wave equations in three space
dimensions are physically the most important and turn out to admit useful 𝐿∞
estimates owing to the special form of the solution to the linear nonhomoge-
nous problem provided by the retarded potential formula (44) from §2.4.2.

So let us now look at the initial-value problem

(11) {
𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝑢) = 0 in ℝ3 × (0,∞)

𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ3 × {𝑡 = 0}.

We henceforth always assume that 𝑓 ∶ ℝ → ℝ is smooth, with 𝑓(0) = 0, and
that 𝑔, ℎ ∈ 𝐶∞

𝑐 (ℝ3).

THEOREM 2 (Short time existence and blow-up in 𝐿∞).
(i) There exists a time 𝑇 > 0 and a unique smooth solution 𝑢 of the initial-

value problem (11) on ℝ3 × (0, 𝑇).
(ii) If the maximal time 𝑇∗ of existence of this smooth solution is finite, then

(12) lim
𝑡→𝑇∗

‖𝑢(⋅, 𝑡)‖𝐿∞(ℝ3) = ∞.

Assertion (12) is important since (unlike Theorem 3 in §12.2.2) it provides
a simple criterion for the failure of the solution to exist beyond time 𝑇∗. We
will see in Theorem 3 below and also in §12.4 that we can sometimes bound
the 𝐿∞ norm of solutions and so ensure existence for all time.

Proof.
1. We will look for a solution 𝑢 having the form

𝑢 = 𝑣 + 𝑤,

where 𝑣 solves the homogeneous wave equation

(13) { 𝑣𝑡𝑡 − Δ𝑣 = 0 in ℝ3 × (0,∞)
𝑣 = 𝑔, 𝑣𝑡 = ℎ on ℝ3 × {𝑡 = 0}

and 𝑤 solves

{
𝑤𝑡𝑡 − Δ𝑤 = −𝑓(𝑢) in ℝ3 × (0,∞)
𝑤 = 𝑤𝑡 = 0 on ℝ3 × {𝑡 = 0}.

Formula (44) from §2.4.2 lets us write

𝑤(𝑥, 𝑡) = − 1
4𝜋 ∫

𝐵(𝑥,𝑡)

𝑓(𝑢(𝑦, 𝑡 − |𝑦 − 𝑥|))
|𝑦 − 𝑥| 𝑑𝑦.
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Hence our desired solution 𝑢 must solve the nonlinear integral identity

(14) 𝑢(𝑥, 𝑡) = 𝑣(𝑥, 𝑡) − 1
4𝜋 ∫

𝐵(𝑥,𝑡)

𝑓(𝑢∗)
|𝑥 − 𝑦| 𝑑𝑦 (𝑥 ∈ ℝ3, 𝑡 > 0),

where for each fixed (𝑥, 𝑡) we write
(15) 𝑢∗(𝑦) ≔ 𝑢(𝑦, 𝑡 − |𝑦 − 𝑥|) (𝑦 ∈ 𝐵(𝑥, 𝑡)).

2. Introduce the collection of functions
𝑋 ≔ { 𝑢 ∈ 𝐶([0, 𝑇] × ℝ3) ∣ 𝑢(⋅, 0) = 𝑔, ‖𝑢 − 𝑣‖𝐿∞ ≤ 1 },

where 𝑣 solves the linear, homogeneous problem (13). Since 𝑔, ℎ are smooth,
so is 𝑣. Thus there exists a constant 𝐶1 such that
(16) ‖𝑢‖𝐿∞((0,𝑇)×ℝ3) ≤ 𝐶1
for all 𝑢 ∈ 𝑋 .

We define the nonlinear mapping 𝐴 ∶ 𝑋 → 𝐶([0, 𝑇] × ℝ3) by

𝐴[𝑢](𝑥, 𝑡) ≔ 𝑣(𝑥, 𝑡) − 1
4𝜋 ∫

𝐵(𝑥,𝑡)

𝑓(𝑢∗)
|𝑥 − 𝑦| 𝑑𝑦.

Then if 𝑢, �̂� ∈ 𝑋 ,

‖𝐴[𝑢] − 𝐴[�̂�]‖𝐿∞((0,𝑇)×ℝ3) ≤ sup
𝑥∈ℝ3,0≤𝑡≤𝑇

( 1
4𝜋 ∫

𝐵(𝑥,𝑡)

|𝑓(𝑢∗) − 𝑓(�̂�∗)|
|𝑥 − 𝑦| 𝑑𝑦)

≤ 𝐶 sup
𝑥∈ℝ3,0≤𝑡≤𝑇

∫
𝐵(𝑥,𝑡)

|𝑢∗ − �̂�∗|
|𝑥 − 𝑦| 𝑑𝑦

≤ 𝐶‖𝑢 − �̂�‖𝐿∞((0,𝑇)×ℝ3) sup
𝑥∈ℝ3,0≤𝑡≤𝑇

∫
𝐵(𝑥,𝑡)

𝑑𝑦
|𝑥 − 𝑦|

≤ 𝐶𝑇2‖𝑢 − �̂�‖𝐿∞((0,𝑇)×ℝ3),
the constant 𝐶 in the second line depending upon max|𝑤|≤𝐶1 |𝑓′(𝑤)|. For the
last inequality in this calculation we noted that ∫𝐵(0,𝑟)

𝑑𝑦
|𝑦| = 𝐶𝑟2.

Fix 𝑇 so small that𝐴 is a strict contraction. Observing also that𝐴 ∶ 𝑋 → 𝑋
if 𝑇 is small, we see from Banach’s Theorem (§9.2.1) that 𝐴 has a unique fixed
point 𝑢, which consequently solves the integral identities (14).

3. We can apply the same method to estimate the first and even higher
derivatives of 𝑢. To see this, write �̃� ≔ 𝐷ℎ

𝑘𝑢 for a difference quotient, 𝑘 = 1, 2,
3 (§5.8.2). Then

{
�̃�𝑡𝑡 − Δ�̃� + 𝑐�̃� = 0 in ℝ3 × (0, 𝑇]

�̃� = ̃𝑔, �̃�𝑡 = ̃ℎ on ℝ3 × {𝑡 = 0}.

where ̃𝑔 ≔ 𝐷ℎ
𝑘𝑔, ̃ℎ ≔ 𝐷ℎ

𝑘ℎ and 𝑐 ≔ ∫1
0 𝑓′(𝑠𝑢(𝑥 + ℎ𝑒𝑘, 𝑡) + (1 − 𝑠)𝑢(𝑥, 𝑡)) 𝑑𝑠. The

function 𝑐 is bounded, since 𝑢 is bounded.
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As above,

(17) �̃�(𝑥, 𝑡) = ̃𝑣(𝑥, 𝑡) − 1
4𝜋 ∫

𝐵(𝑥,𝑡)

𝑐∗�̃�∗
|𝑥 − 𝑦| 𝑑𝑦,

where

{
̃𝑣𝑡𝑡 − Δ ̃𝑣 = 0 in ℝ3 × (0,∞)
̃𝑣 = ̃𝑔, ̃𝑣𝑡 = ̃ℎ on ℝ3 × {𝑡 = 0}.

In particular, ̃𝑣 is smooth, and consequently (17) implies

‖�̃�(⋅, 𝑡)‖𝐿∞ ≤ 𝐶 + 𝐶∫
𝑡

0
‖�̃�(⋅, 𝑠)‖𝐿∞ 𝑑𝑠 (0 ≤ 𝑡 ≤ 𝑇).

We invoke Gronwall’s inequality (§E.2) next to estimate the 𝐿∞-norms of 𝐷𝑢.
We can similarly bound 𝑢𝑡. Writing �̃� = 𝑢𝑥𝑘 or 𝑢𝑡, we see that �̃� is a weak
solution of

�̃�𝑡𝑡 − Δ�̃� + 𝑓′(𝑢)�̃� = 0.
We can now apply our difference quotient argument to this PDE to derive 𝐿∞
bounds on 𝐷2𝑢. By induction we can similarly estimate all the partial deriva-
tives of 𝑢 in terms of the 𝐿∞-norm of 𝑢.

4. Now let 𝑇∗ denote the maximal time of existence of a smooth solution.
If 𝑇∗ < ∞, but (12) fails, we can as above estimate all the derivatives of 𝑢 on
ℝ3 × [0, 𝑇∗) and therefore extend the solution beyond this time. □

12.3.3. Subcritical power nonlinearities. We now turn our attention to the
nonlinear wave equation in three dimensions with a power-type nonlinearity:

(18) {
𝑢𝑡𝑡 − Δ𝑢 + |𝑢|𝑝−1𝑢 = 0 in ℝ3 × (0,∞)

𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ3 × {𝑡 = 0},

the energy for which is

𝐸(𝑡) ≔ ∫
ℝ3

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + |𝑢|𝑝+1

𝑝 + 1 𝑑𝑦.

We assume 𝑔, ℎ ∈ 𝐶∞
𝑐 (ℝ3).

Our goal now is building a global solution for 1 ≤ 𝑝 < 5 .

THEOREM 3 (Subcritical existence theorem). If 1 < 𝑝 < 5, then there exists a
unique global smooth solution of (18).

Section 12.4 will introduce more sophisticated techniques to handle the
critical case 𝑝 = 5.
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Proof.
1. In view of Theorem 2, we may assume we have a smooth solution 𝑢

existing on ℝ3 × (0, 𝑇) for some 𝑇 > 0. We need to show that
‖𝑢‖𝐿∞(ℝ3×(0,𝑇)) ≤ 𝐶

for some constant 𝐶 = 𝐶(𝑇).
Let

{
𝑣𝑡𝑡 − Δ𝑣 = 0 in ℝ3 × (0,∞)
𝑣 = 𝑔, 𝑣𝑡 = ℎ on ℝ3 × {𝑡 = 0},

so that as in the previous proof

𝑢(𝑥, 𝑡) = 𝑣(𝑥, 𝑡) − 1
4𝜋 ∫

𝐵(𝑥,𝑡)

|𝑢∗|𝑝−1𝑢∗
|𝑥 − 𝑦| 𝑑𝑦.

Recall from (15) our notation that 𝑢∗(𝑦) ≔ 𝑢(𝑦, 𝑡−|𝑦−𝑥|) for 𝑦 ∈ 𝐵(𝑥, 𝑡). Since
𝑔, ℎ are smooth, 𝑣 is bounded on ℝ3 × [0, 𝑇]. Therefore
(19) |𝑢(𝑥, 𝑡)| ≤ 𝐶 + 𝐼(𝑥, 𝑡) (𝑥 ∈ ℝ3, 0 ≤ 𝑡 ≤ 𝑇)
for

𝐼(𝑥, 𝑡) ≔ ∫
𝐵(𝑥,𝑡)

|𝑢∗|𝑝
|𝑥 − 𝑦| 𝑑𝑦.

2. Then

(20) 𝐼(𝑥, 𝑡) ≤ (∫
𝐵(𝑥,𝑡)

|𝑢∗|2
|𝑥 − 𝑦|2 𝑑𝑦)

1/2

(∫
𝐵(𝑥,𝑡)

|𝑢∗|2(𝑝−1) 𝑑𝑦)
1/2

.

Hardy’s inequality (Theorem 7 in §5.8.4) implies

(21) ∫
𝐵(𝑥,𝑡)

|𝑢∗|2
|𝑦 − 𝑥|2 𝑑𝑦 ≤ 𝐶∫

𝐵(𝑥,𝑡)
|𝐷𝑢∗|2 + (𝑢∗)2

𝑡2 𝑑𝑦.

Now
𝐷𝑢∗ = 𝐷𝑢 − 𝜈𝑢𝑡,

for 𝜈 = 𝑦−𝑥
|𝑦−𝑥| . Consequently the energy flux identity (3) in §12.1.2 implies

(22) ∫
𝐵(𝑥,𝑡)

|𝐷𝑢∗|2 𝑑𝑦 = 1
√2

∫
Γ(𝑥,𝑡)

|𝑢𝑡𝜈 − 𝐷𝑢|2 𝑑𝑆 ≤ 𝐸(0).

Recalling next Poincare’s inequality (7) in §5.8.1, we see that

∫
𝐵(𝑥,𝑡)

|𝑢∗ − (𝑢∗)𝑥,𝑡|2 𝑑𝑦 ≤ 𝐶𝑡2∫
𝐵(𝑥,𝑡)

|𝐷𝑢∗|2 𝑑𝑦,

for the average (𝑢∗)𝑥,𝑡 ≔ ⨍𝐵(𝑥,𝑡) 𝑢∗ 𝑑𝑦. Hence

(23) 1
𝑡2 ∫𝐵(𝑥,𝑡)

(𝑢∗)2 𝑑𝑦 ≤ 𝐶∫
𝐵(𝑥,𝑡)

|𝐷𝑢∗|2 𝑑𝑦 + 𝐶𝑡|(𝑢∗)𝑥,𝑡|2.
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We now compute that

(24)

|(𝑢∗)𝑥,𝑡| ≤
𝐶
𝑡3 ∫Γ(𝑥,𝑡)

|𝑢| 𝑑𝑆 ≤ 𝐶
𝑡3 (∫𝐾(𝑥,𝑡)

|𝑢𝑡| 𝑑𝑦𝑑𝑠 +∫
𝐵(𝑥,𝑡)

|𝑔| 𝑑𝑦)

≤ 𝐶
𝑡3 (∫𝐾(𝑥,𝑡)

|𝑢𝑡|2 𝑑𝑦𝑑𝑠)
1
2

|𝐾(𝑥, 𝑡)|
1
2 + 𝐶‖𝑔‖𝐿∞

≤ 𝐶
𝑡
1
2
𝐸(0)

1
2 + 𝐶‖𝑔‖𝐿∞ .

This estimate, combined with (20)-(23), gives

(25) 𝐼(𝑥, 𝑡) ≤ 𝐶 (∫
𝐵(𝑥,𝑡)

|𝑢∗|2(𝑝−1)𝑑𝑦)
1/2

.

3. Suppose now that 1 < 𝑝 ≤ 4. Then 2(𝑝 − 1) ≤ 6 = 2∗, and therefore the
Sobolev inequalities (§5.6.3) imply

‖𝑢∗𝑝−1‖𝐿2(𝐵(𝑥,𝑡)) ≤ 𝐶‖𝑢∗‖𝑝−1𝐻1(𝐵(𝑥,𝑡)) ≤ 𝐶.

Consequently (19) and (25) yield

|𝑢(𝑥, 𝑡)| ≤ 𝐶,

and we have derived the required estimate on ‖𝑢‖𝐿∞(ℝ3×(0,𝑇)).
The next case is 4 < 𝑝 < 5. Then 2(𝑝 − 1) = 2(𝑝 − 4) + 6 = 2(𝑝 − 4) + 2∗,

and the foregoing calculations show that

𝐼(𝑥, 𝑡) ≤ 𝐶 (∫
𝐵(0,𝑡)

|𝑢∗|2(𝑝−1)𝑑𝑦)
1/2

≤ 𝐶‖𝑢‖𝑝−4𝐿∞ .

Therefore (19) implies

|𝑢(𝑥, 𝑡)| ≤ 𝐶 + 𝐶‖𝑢‖𝑝−4𝐿∞ ≤ 𝐶 + 1
2‖𝑢‖𝐿∞ ,

the last inequality valid since 0 < 𝑝 − 4 < 1. This again provides a bound on
‖𝑢‖𝐿∞(ℝ3×(0,𝑇)). □

We will see in Problem 15 that the proof can be modified to show for the
critical power 𝑝 = 5 that there exists a global smooth solution provided the
energy 𝐸(0) is small enough. The next section introduces more advanced tech-
niques, to construct a solution even for large energy when 𝑝 = 5.
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12.4. CRITICAL POWER NONLINEARITY

We consider now the initial-value problem

(1) {𝑢𝑡𝑡 − Δ𝑢 + 𝑢5 = 0 in ℝ3 × (0,∞)
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ3 × {𝑡 = 0},

with corresponding energy

(2) 𝐸(𝑡) ≔ ∫
ℝ3

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝑢6

6 𝑑𝑦.

We continue to suppose 𝑔, ℎ ∈ 𝐶∞
𝑐 (ℝ3). Our task is showing that there is a

smooth solution, even for this critical power 𝑝 = 5 case for which the methods
of the previous section fail.

We will first need more detailed information about the linear wave equa-
tion:

THEOREM 1 (Estimates for wave equation in three dimensions). Let 𝑣 solve
the linear initial-value problem

(3) { 𝑣𝑡𝑡 − Δ𝑣 = 𝑓 in ℝ3 × (0,∞)
𝑣 = 𝑔, 𝑣𝑡 = ℎ on ℝ3 × {𝑡 = 0}.

For each 𝑇 > 0 we have the estimate

(4)
sup
0≤𝑡≤𝑇

‖𝑣(⋅, 𝑡)‖𝐿6(ℝ3) + ‖𝑣‖𝐿4(0,𝑇;𝐿12(ℝ3))

≤ 𝐶(‖𝐷𝑔‖𝐿2(ℝ3) + ‖ℎ‖𝐿2(ℝ3) + ‖𝑓‖𝐿1(0,𝑇;𝐿2(ℝ3)))
for a constant 𝐶 = 𝐶(𝑇).

Proof.
1. Approximating 𝑓, 𝑔, ℎ by smooth functions if necessary, we may assume

𝑣 is smooth. We then compute for

𝑎(𝑡) ≔ (∫
ℝ3
𝑣2𝑡 + |𝐷𝑣|2 𝑑𝑥)

1
2

that
2 ̇𝑎(𝑡)𝑎(𝑡) = 2∫

ℝ3
(𝑣𝑡𝑡 − Δ𝑣)𝑣𝑡 𝑑𝑥

= 2∫
ℝ3
𝑓𝑣𝑡 𝑑𝑥 ≤ 2𝑎(𝑡)‖𝑓(⋅, 𝑡)‖𝐿2 .

Therefore

sup
0≤𝑡≤𝑇

‖𝐷𝑣(⋅, 𝑡)‖𝐿2 ≤ 𝐶(‖𝐷𝑔‖𝐿2 + ‖ℎ‖𝐿2 + ‖𝑓‖𝐿1(0,𝑇;𝐿2)).
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Since for 𝑛 = 3 dimensions, 2∗ = 6, the Sobolev inequalities (§5.6.3) provide
the stated estimate for sup0≤𝑡≤𝑇 ‖𝑣‖𝐿6 .

2. The proof of the 𝐿4(0, 𝑇; 𝐿12) bound for 𝑣 is beyond the scope of this text-
book. See Sogge [So] for details and also Shatah–Struwe [S-S]. □

Recalling the energy flux calculation appearing §12.1, we introduce the fol-
lowing

NOTATION. Given (𝑥0, 𝑇) ∈ ℝ3 × (0,∞) and 0 < 𝑠 < 𝑇, write

𝜙(𝑠) = 𝜙(𝑠, 𝑥0, 𝑇) ≔
1
√2

∫
Γ(𝑥0,𝑡0)∩{𝑠≤𝑡<𝑇}

1
2|𝑢𝑡𝜈 − 𝐷𝑢|2 + 𝑢6

6 𝑑𝑆

for the energy flux through the curved surface Γ(𝑥0, 𝑇) for times between 𝑠 and
𝑇.

THEOREM 2 (𝐿6-energy flux estimate). If 𝑢 is a smooth solution of 𝑢𝑡𝑡 −Δ𝑢+
𝑢5 = 0 in ℝ3 × [0, 𝑇), we have the estimate

(5) ∫
𝐵(𝑥0,𝑇−𝑠)

𝑢6 𝑑𝑥 ≤ 𝐶𝜙(𝑠)
1
3

for each point 𝑥0 ∈ ℝ3 and each time 0 ≤ 𝑠 < 𝑇.

Theorem 2 is important since it implies, as we will later see, that the full
energy density 1

2 (𝑢
2
𝑡+|𝐷𝑢|2)+ 1

6𝑢
6 cannot “concentrate” near (𝑥0, 𝑇). The proof

depends upon a nonlinear variant of the scaling invariance identity introduced
for the linear wave equation in §8.6.

Proof.
1. We may assume 𝑥0 = 0 and suppose for the time being that 𝑠 = 0. In-

spired by Example 4 of §8.6, we multiply the PDE□𝑢+𝑢5 = 0 by the multiplier

𝑚 ≔ (𝑡 − 𝑇)𝑢𝑡 + 𝑥 ⋅ 𝐷𝑢 + 𝑢.
After some rewriting, we derive the Morawetz-type identity

(6) 𝑝𝑡 − divq = −𝑢
6

3 ,

for

(7) 𝑝 ≔ (𝑡 − 𝑇) (𝑢
2
𝑡 + |𝐷𝑢|2

2 + 𝑢6
6 ) + 𝑥 ⋅ 𝐷𝑢𝑢𝑡 + 𝑢𝑢𝑡

and

(8) q ≔ ((𝑡 − 𝑇)𝑢𝑡 + 𝑥 ⋅ 𝐷𝑢 + 𝑢)𝐷𝑢 + (𝑢
2
𝑡 − |𝐷𝑢|2

2 − 𝑢6
6 ) 𝑥.
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Select a time 0 < 𝜏 < 𝑇. We integrate (6) over the truncated backward wave
cone 𝐾(0, 𝑇) ∩ {0 ≤ 𝑡 ≤ 𝜏}, ending up with three terms corresponding respec-
tively to integrations over the curved side Γ(0, 𝑇) ∩ {0 ≤ 𝑡 ≤ 𝜏}, the bottom
𝐵(0, 𝑇) × {𝑡 = 0} and the top 𝐵(0, 𝑇 − 𝜏) × {𝑡 = 𝜏}. The latter term goes to zero
as 𝜏 → 𝑇. Thus we discover

(9) 𝐴 − 𝐵 = −∫
𝐾(0,𝑇)

𝑢6
3 𝑑𝑥𝑑𝑡 ≤ 0

for

𝐴 ≔ 1
√2

∫
Γ(0,𝑇)

𝑝 − q ⋅ 𝜈 𝑑𝑆, 𝐵 ≔ ∫
𝐵(0,𝑇)

𝑝(⋅, 0) 𝑑𝑥,

where 𝜈 ≔ 𝑥
|𝑥| .

2. We now claim that

(10) 𝐴 = 1
√2

∫
Γ(0,𝑇)

(𝑡 − 𝑇) |||𝑢𝑟 − 𝑢𝑡 +
𝑢
|𝑥|

|||
2
𝑑𝑆 + 1

2 ∫𝜕𝐵(0,𝑇)
𝑢2(⋅, 0) 𝑑𝑆

for 𝑢𝑟 ≔ 𝐷𝑢 ⋅ 𝑥
|𝑥| . To confirm this, we first observe that |𝑥| = 𝑇 − 𝑡 on Γ(0, 𝑇)

and then check after a calculation using (7), (8) that

(11) 𝑝 − q ⋅ 𝜈 = −|𝑥|(𝑢𝑡 − 𝑢𝑟)2 + 𝑢(𝑢𝑡 − 𝑢𝑟) on Γ(0, 𝑇).

We transform the surface integral over the curved surface Γ(0, 𝑇) to an integral
over the ball 𝐵(0, 𝑇), by putting

(12) 𝑢∗(𝑦) ≔ 𝑢(𝑦, 𝑇 − |𝑦|).

Then 𝑢∗𝑟 = 𝑦
|𝑦| ⋅ 𝐷𝑢

∗ = 𝑢𝑟 − 𝑢𝑡, and so (11) implies

(13)
𝐴 = −∫

𝐵(0,𝑇)
|𝑦|(𝑢∗𝑟)2 + 𝑢∗𝑢∗𝑟 𝑑𝑦

= −∫
𝐵(0,𝑇)

|𝑦| (𝑢∗𝑟 +
𝑢∗
|𝑦|)

2
𝑑𝑦 +∫

𝐵(0,𝑇)

(𝑢∗)2
|𝑦| + 𝑢∗𝑢∗𝑟 𝑑𝑦.

Since div( 𝑦
|𝑦|) =

2
|𝑦| in ℝ3, we can compute

∫
𝐵(0,𝑇)

(𝑢∗)2
|𝑦| 𝑑𝑦 = 1

2 ∫𝐵(0,𝑇)
(𝑢∗)2 div( 𝑦|𝑦|) 𝑑𝑦

= −∫
𝐵(0,𝑇)

𝑢∗𝑢∗𝑟 𝑑𝑦 +
1
2 ∫𝜕𝐵(0,𝑇)

(𝑢∗)2 𝑑𝑆.

Plugging this identity into (13) and converting back to the original variables
gives us the formula (10).
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3. Next we assert that

(14) 𝐵 ≤ −𝑇∫
𝐵(0,𝑇)

𝑢6
6 𝑑𝑥 + 1

2 ∫𝜕𝐵(0,𝑇)
𝑢2(⋅, 0) 𝑑𝑆.

To see this, notice first that

𝐵 = ∫
𝐵(0,𝑇)

(−𝑇) (𝑢
2
𝑡 + |𝐷𝑢|2

2 + 𝑢6
6 ) + (𝑥 ⋅ 𝐷𝑢 + 𝑢)𝑢𝑡 𝑑𝑥.

Now if |𝑥| ≤ 𝑇, then

|(𝑥 ⋅ 𝐷𝑢 + 𝑢)𝑢𝑡| ≤
𝑇𝑢2𝑡
2 + |𝑥|2

2𝑇 (𝐷𝑢 ⋅ 𝑥|𝑥| +
𝑢
|𝑥|)

2

≤ 𝑇𝑢2𝑡
2 + 𝑇

2
|||𝐷𝑢 +

𝑥
|𝑥|2𝑢

|||
2
.

Consequently

𝐵 ≤ −𝑇∫
𝐵(0,𝑇)

𝑢6
6 𝑑𝑥 + 𝑇

2 ∫𝐵(0,𝑇)
|||𝐷𝑢 +

𝑥
|𝑥|2𝑢

|||
2
− |𝐷𝑢|2 𝑑𝑥

= −𝑇∫
𝐵(0,𝑇)

𝑢6
6 𝑑𝑥 + 𝑇

2 ∫𝐵(0,𝑇)
𝑢2
|𝑥|2 +

2
|𝑥|𝑢𝑢𝑟 𝑑𝑥.

Since div( 𝑦
|𝑦|2 ) =

1
|𝑦|2 inℝ3, we calculate as in step 2 that the last integral equals

1
2 ∫𝜕𝐵(0,𝑇) 𝑢

2 𝑑𝑆. This proves (14).
4. Combining (9), (10) and (14), we deduce that

(15)

𝑇∫
𝐵(0,𝑡0)

𝑢6 𝑑𝑥 ≤ 𝐶∫
Γ(0,𝑇)

(𝑇 − 𝑡) |||𝑢𝑟 − 𝑢𝑡 +
𝑢
|𝑥|

|||
2
𝑑𝑆

≤ 𝐶𝑇𝜙(0) + 𝐶∫
Γ(0,𝑇)

𝑢2
|𝑥| 𝑑𝑆

≤ 𝐶𝑇𝜙(0) + 𝐶 (∫
Γ(0,𝑇)

𝑢6 𝑑𝑆)
1/3

(∫
Γ(0,𝑇)

|𝑥|−3/2 𝑑𝑆)
2/3

.

Since ∫Γ(0,𝑇) |𝑥|−3/2 𝑑𝑆 = 𝐶𝑇3/2, we deduce finally that

∫
𝐵(0,𝑇)

𝑢6 𝑑𝑥 ≤ 𝐶𝜙(0)1/3.

This is the inequality (5) for 𝑠 = 0, and the general case that 0 ≤ 𝑠 < 𝑇 follows
similarly. □

We present next the major assertion that our critical power wave equation
has a smooth solution existing globally in time:
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THEOREM 3 (Global existence for 𝑢5 nonlinearity). Assume that 𝑓, 𝑔 are
smooth functions with compact support.

Then there is a unique smooth solution of the initial-value problem (1) exist-
ing for all time.

Proof.
1. Assume that 0 < 𝑇 < ∞ and that 𝑢 is a smooth, compactly supported

solution existing on ℝ3 × [0, 𝑇). We will show that
(16) 𝑢 ∈ 𝐿∞(ℝ3 × [0, 𝑇)),
in which case our results from §12.3 imply that 𝑢 can be smoothly extended
beyond time 𝑇.

2. We first assert that if we knew
(17) 𝑢 ∈ 𝐿4(0, 𝑇; 𝐿12(ℝ3)),
then (16) would hold. To see this, differentiate the PDE □𝑢 + 𝑢5 = 0 to find
□𝑣 + 5𝑢4𝑣 = 0, for 𝑣 ≔ 𝑢𝑥𝑘 (𝑘 = 1, 2, 3). The linear estimate (4) provides the
bound

sup
0≤𝑡≤𝜏

‖𝐷𝑢‖𝐿6 ≤ 𝐶 + 𝐶∫
𝜏

0
‖𝑢4𝐷𝑢‖𝐿2 𝑑𝑡

for 0 ≤ 𝜏 ≤ 𝑇.
Now

‖𝑢4𝐷𝑢‖𝐿2 ≤ ‖𝐷𝑢‖𝐿6‖𝑢‖4𝐿12 ;
and consequently

sup
0≤𝑡≤𝜏

‖𝐷𝑢‖𝐿6 ≤ 𝐶 + 𝐶 sup
0≤𝑡≤𝜏

‖𝐷𝑢‖𝐿6 ∫
𝜏

0
‖𝑢‖4𝐿12 𝑑𝑡 ≤ 𝐶 + 1

2 sup
0≤𝑡≤𝜏

‖𝐷𝑢‖𝐿6 ,

provided 𝜏 > 0 is so small that

∫
𝜏

0
‖𝑢‖4𝐿12 𝑑𝑡 ≤ 𝛿 ≔ 1

2𝐶 .

Since 𝑢 ∈ 𝐿4(0, 𝑇; 𝐿12), we can select 𝜏 = 𝑇
𝑚 > 0 such that

∫
(𝑘+1)𝜏

𝑘𝜏
‖𝑢‖4𝐿12 𝑑𝑡 ≤ 𝛿 for 𝑘 = 1, . . . , 𝑚 − 1.

We can then iteratively apply the foregoing argument on the time intervals
[0, 𝜏], [𝜏, 2𝜏], . . . , [(𝑚 − 1)𝜏, 𝑇), eventually to deduce

sup
0≤𝑡<𝑇

‖𝐷𝑢‖𝐿6 ≤ 𝐶.

Since 𝑢 has compact support, this implies ‖𝑢‖𝐿∞((0,𝑇)×ℝ3) ≤ 𝐶 and so (16) is
valid.
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3. Next we show for each point 𝑥0 ∈ ℝ3 that

(18) lim
𝑠→𝑇

∫
𝐵(𝑥0,𝑇−𝑠)

𝑢6 𝑑𝑥 = 0.

Indeed the key estimate (5) provided by Theorem 2 asserts

∫
𝐵(𝑥0,𝑇−𝑠)

𝑢6 𝑑𝑥 ≤ 𝐶𝜙(𝑠)
1
3

for the energy flux 𝜙(𝑠). But according to Theorem 2 in §12.2, 𝜙(𝑠) = 𝑒(𝑠) −
lim𝑟→0 𝑒(𝑟) for

𝑒(𝑡) ≔ ∫
𝐵(𝑥0,𝑇−𝑡)

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝑢6

6 𝑑𝑥.

Since 𝑡 ↦ 𝑒(𝑡) is nonincreasing, it follows that lim𝑠→𝑇 𝜙(𝑠) = 0 and conse-
quently that (18) holds. (Notice in this argument that we do not need to know
that lim𝑟→0 𝑒(𝑟) = 0, although the next step shows this is in fact true.)

4. We assert now that (18) implies

(19) lim
𝑠→𝑇

∫
𝐵(𝑥0,𝑇−𝑠)

𝑢2𝑡 + |𝐷𝑢|2 𝑑𝑥 = 0

for each point 𝑥0. To confirm this, let us first show that (18) implies

(20) 𝑢 ∈ 𝐿4(0, 𝑇; 𝐿12(𝐵(𝑥0, 𝑇 − 𝑡))).
To prove this, we first observe that owing to the linear estimate (4),

(21) ‖𝑢‖𝐿4(𝑠,𝜏,𝐿12(𝐵(𝑥0,𝑇−𝑡))) ≤ 𝐶 + 𝐶∫
𝜏

𝑠
‖𝑢5‖𝐿2(𝐵(𝑥0,𝑇−𝑡)) 𝑑𝑡

for each 𝑠 ≤ 𝜏 < 𝑇. The interpolation inequality ‖𝑢‖𝐿10 ≤ ‖𝑢‖1/5𝐿6 ‖𝑢‖4/5𝐿12 (§B.2)
implies

‖𝑢5‖𝐿2 = ‖𝑢‖5𝐿10 ≤ ‖𝑢‖𝐿6‖𝑢‖4𝐿12 .
Consequently,

∫
𝜏

𝑠
‖𝑢5‖𝐿2(𝐵(𝑥0,𝑇−𝑡)) 𝑑𝑡 ≤ sup

𝑠≤𝑡≤𝑇
‖𝑢‖𝐿6(𝐵(𝑥0,𝑇−𝑡))∫

𝜏

𝑠
‖𝑢‖4𝐿12(𝐵(𝑥0,𝑇−𝑡)) 𝑑𝑡.

It follows then from (18) and (21) that given any 𝜖 > 0 we can select a time
0 < 𝑠 < 𝑇 such that

‖𝑢‖𝐿4(𝑠,𝜏;𝐿12(𝐵(𝑥0,𝑇−𝑡))) ≤ 𝐶 + 𝜖‖𝑢‖4𝐿4(𝑠,𝜏;𝐿12(𝐵(𝑥0,𝑇−𝑡)))
for all 𝑠 ≤ 𝜏 < 𝑇. This expression has the form

𝜙(𝜏) ≤ 𝐶1 + 𝜖𝜙(𝜏)4 (𝑠 ≤ 𝜏 < 𝑇)



642 12. Nonlinear Wave Equations

with 𝜙(𝑠) = 0. It follows that
𝜙(𝜏) ≤ 2𝐶1 (𝑠 ≤ 𝜏 < 𝑇)

provided that 𝜖 is sufficiently small. This proves (20).
But then (20) lets us apply the method of step 2 to 𝑣 ≔ 𝑢𝑥𝑘 (𝑘 = 1, 2, 3) and

𝑣 ≔ 𝑢𝑡. This reasoning provides the bound
sup
0≤𝑡<𝑇

‖𝐷𝑢, 𝑢𝑡‖𝐿6(𝐵(𝑥0,𝑇−𝑡)) ≤ 𝐶,

which in turn gives us (19).
5. Next we improve slightly on (20): we claim that for each 𝑥0 ∈ ℝ3 there

exists 𝛿 = 𝛿(𝑥0) > 0 such that
(22) 𝑢 ∈ 𝐿4(0, 𝑇; 𝐿12(𝐵(𝑥0, 𝑇 − 𝑡 + 𝛿))).

To prove this, notice first that (18) and (19) together imply that given any
constant 𝜖 > 0, we can find 0 < 𝑠 < 𝑇 for which

(23) ∫
𝐵(𝑥0,𝑇−𝑠)

𝑢2𝑡 + |𝐷𝑢|2 + 𝑢6 𝑑𝑥 ≤ 𝜖.

Then

(24) ∫
𝐵(𝑥0,𝑇−𝑠+𝛿)

𝑢2𝑡 + |𝐷𝑢|2 + 𝑢6 𝑑𝑥 ≤ 2𝜖

for some small 𝛿 > 0. Consequently, a standard energy calculation shows

sup
𝑠≤𝑡<𝑇

∫
𝐵(𝑥0,𝑇−𝑡+𝛿)

𝑢6 𝑑𝑥 ≤ 𝐶𝜖.

The techniques introduced above in step 4 then establish (22).
6. In summary so far: for each point 𝑥0, there exists 𝛿 = 𝛿(𝑥0) > 0 such

that 𝑢 verifies (22). As 𝑢 has compact support, we can find finitely many points
{𝑥𝑘}𝑁𝑘=1 such that spt 𝑢(⋅, 𝑇) ⊂ ⋃𝑁

𝑘=1 𝐵(𝑥𝑘, 𝛿(𝑥𝑘)). It follows that

𝑢 ∈ 𝐿4(0, 𝑇; 𝐿12(ℝ3)).
Then step 2 implies 𝑢 ∈ 𝐿∞(ℝ3 × [0, 𝑇)). As noted in step 1, proving this was
our goal. □

12.5. NONEXISTENCE OF SOLUTIONS

We next identify some circumstances under which the semilinear nonlinear
wave equation□𝑢+𝑓(𝑢) = 0 does not have a solution existing for all time. Our
method will be to introduce appropriate integral quantities depending on the
time variable 𝑡, for which we can then derive differential inequalities, involving
convexity, that lead to contradictions.
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12.5.1. Nonexistence for negative energy. We study first the initial-value
problem

(1) {
𝑢𝑡𝑡 − Δ𝑢 + 𝑓(𝑢) = 0 in ℝ𝑛 × (0,∞)

= 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.
We always assume that 𝑔, ℎ ∈ 𝐶∞

𝑐 (ℝ𝑛) and that 𝑓(0) = 0. Hence a smooth
solution, if it exists, will have compact support in space for each time, according
to Theorem 3 in §12.1.2.

THEOREM 1 (Nonexistence for negative energy). Assume that for some con-
stant 𝜆 > 2 we have the inequality
(2) 𝑧𝑓(𝑧) ≤ 𝜆𝐹(𝑧) (𝑧 ∈ ℝ).
Suppose also that the energy is negative:

(3) 𝐸(0) = ∫
ℝ𝑛

1
2(|𝐷𝑔|

2 + ℎ2) + 𝐹(𝑔) 𝑑𝑥 < 0.

Then there cannot exist for all times 𝑡 ≥ 0 a smooth solution 𝑢 of (1).

Therefore the solution constructed in the proof of Theorem 2 in §12.3.2
cannot in general continue for all time.

Proof.
1. Define

𝐼(𝑡) ≔ 1
2 ∫ℝ𝑛

𝑢2 𝑑𝑥.

Then

(4)
𝐼″ = ∫

ℝ𝑛
𝑢2𝑡 + 𝑢𝑢𝑡𝑡 𝑑𝑥 = ∫

ℝ𝑛
𝑢2𝑡 + 𝑢(Δ𝑢 − 𝑓(𝑢)) 𝑑𝑥

= ∫
ℝ𝑛
𝑢2𝑡 − |𝐷𝑢|2 − 𝑢𝑓(𝑢) 𝑑𝑥.

The integration by parts is justified, since 𝑢 has compact support in space for
each time.

According to the conservation of energy, we have

𝐸(𝑡) = ∫
ℝ𝑛

1
2(𝑢

2
𝑡 + |𝐷𝑢|2) + 𝐹(𝑢) 𝑑𝑥 = 𝐸(0)

for each time 𝑡 > 0. Add and subtract (2 + 4𝛼)𝐸(0) to (4):

𝐼″ = (2 + 2𝛼)∫
ℝ𝑛
𝑢2𝑡 𝑑𝑥 + 2𝛼∫

ℝ𝑛
|𝐷𝑢|2 𝑑𝑥

+∫
ℝ𝑛
(2 + 4𝛼)𝐹(𝑢) − 𝑢𝑓(𝑢) 𝑑𝑥 − (2 + 4𝛼)𝐸(0).
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Select 𝛼 > 0 so that 2+4𝛼 = 𝜆, where 𝜆 is the constant in hypothesis (2). Then
the last integral term is nonnegative, and hence

(5) 𝐼″ ≥ (2 + 2𝛼)∫
ℝ𝑛
𝑢2𝑡 𝑑𝑥 − 𝜆𝐸(0).

Since 𝐼′ = ∫𝑢𝑢𝑡 𝑑𝑥, inequality (5) implies

(6) (1 + 𝛼)(𝐼′)2 ≤ (1 + 𝛼) (∫
ℝ𝑛
𝑢2 𝑑𝑥) (∫

ℝ𝑛
𝑢2𝑡 𝑑𝑥) ≤ 𝐼(𝐼″ − 𝛽),

for 𝛽 ≔ −𝜆𝐸(0) > 0.
2. Put

𝐽 ≔ 𝐼−𝛼.
Then (6) lets us compute

(7) 𝐽″ = 𝛼(𝛼 + 1)𝐼−(𝛼+2)(𝐼′)2 − 𝛼𝐼−(𝛼+1)𝐼″ ≤ −𝛼𝛽𝐼−(𝛼+1) = −𝛼𝛽𝐽1+1/𝛼.
This shows that 𝐽 is a concave function of 𝑡. Suppose now that 𝐽′(𝑡0) < 0 for
some time 𝑡0 > 0. Then the concavity of 𝐽 implies

𝐽(𝑡) ≤ 𝐽(𝑡0) + (𝑡 − 𝑡0)𝐽′(𝑡0) (𝑡 ≥ 0),
and this inequality provides the contradiction that 𝐽(𝑡) < 0 for large times 𝑡.
Assume instead that 𝐽′ ≥ 0 for all 𝑡 ≥ 0. Then from (7) it follows that

𝐽″ ≤ −𝛼𝛽𝐽1+1/𝛼(0) ≕ −𝛾.
We have 𝛾 > 0, since our negative energy hypothesis (3) implies 𝑔 ≢ 0. Thus

𝐽′(𝑡) ≤ 𝐽′(0) − 𝛾𝑡 < 0
for large 𝑡, and we again reach a contradiction. □

12.5.2. Nonexistence for small initial data. Satisfying the negative energy
hypothesis (3) in the previous subsection requires that 𝑔 not be too small. Re-
markably, certain semilinear wave equations do not possess solutions existing
for all times 𝑡 > 0, even for certain arbitrarily small and smooth initial data
𝑔, ℎ.

As an example, consider this initial-value problem in three space dimen-
sions:

(8) {𝑢𝑡𝑡 − Δ𝑢 − |𝑢|𝑝 = 0 in ℝ3 × (0,∞)
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ3 × {𝑡 = 0}.

Take any smooth initial data with

(9) ∫
ℝ3
𝑔 𝑑𝑥 > 0, ∫

ℝ3
ℎ 𝑑𝑥 > 0
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and spt 𝑔, spt ℎ ⊂ 𝐵(0, 𝑅). We will deduce from these conditions alone that
there is no solution, provided the exponent 𝑝 > 1 is small enough.

THEOREM 2 (Nonexistence for small data). Assume that

1 < 𝑝 < 1 + √2.
Then under the above conditions on 𝑔 and ℎ, the initial-value problem (8) does
not have a smooth solution 𝑢 existing for all times 𝑡 ≥ 0.

This statement should be contrasted with the global existence of smooth
solutions of □𝑢 + |𝑢|𝑝−1𝑢 = 0 in ℝ3 × (0,∞) shown in §12.3 and §12.4 for
1 ≤ 𝑝 ≤ 5.

Proof.
1. We assume to the contrary that 𝑢 is in fact a solution and derive a con-

tradiction. Since the initial data have support within 𝐵(0, 𝑅), Theorem 3 from
§12.1.2 implies that 𝑢(⋅, 𝑡) is supported within the ball 𝐵(0, 𝑅 + 𝑡).

Put
𝐼(𝑡) = ∫

ℝ3
𝑢𝑑𝑥.

Then
𝐼″ = ∫

ℝ3
𝑢𝑡𝑡 𝑑𝑥 = ∫

ℝ3
|𝑢|𝑝 𝑑𝑥.

Since 𝑢(⋅, 𝑡) vanishes outside the ball 𝐵(0, 𝑅 + 𝑡), we have

𝐼 = ∫
𝐵(0,𝑅+𝑡)

𝑢𝑑𝑥 ≤ (∫
ℝ3
|𝑢|𝑝 𝑑𝑥 )

1/𝑝
|𝐵(0, 𝑅 + 𝑡)|1−1/𝑝;

and therefore

(10) 𝐼″ ≥ 𝑐𝐼𝑝(1 + 𝑡)−3(𝑝−1)

for a constant 𝑐 > 0.
2. We next introduce the solution 𝑣 of the linear wave equation

(11) { 𝑣𝑡𝑡 − Δ𝑣 = 0 in ℝ3 × (0,∞)
𝑣 = 𝑔, 𝑣𝑡 = ℎ on ℝ3 × {𝑡 = 0}.

According to the retarded potential formula (44) in §2.4.2, we have

𝑢(𝑥, 𝑡) = 𝑣(𝑥, 𝑡) + 1
4𝜋 ∫

𝐵(𝑥,𝑡)

|𝑢|𝑝(𝑦, 𝑡 − |𝑦 − 𝑥|)
|𝑦 − 𝑥| 𝑑𝑦 ≥ 𝑣(𝑥, 𝑡).

Now (11) and (9) imply

∫
ℝ𝑛
𝑣 𝑑𝑥 = 𝑐1 + 𝑐2𝑡
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for constants 𝑐1, 𝑐2 > 0. Furthermore, since we are working in 𝑛 = 3 space
dimensions, Huygens’ principle tells us that 𝑣 has support within the annular
region 𝐴 ≔ 𝐵(0, 𝑡 + 𝑅) − 𝐵(0, 𝑡 − 𝑅), which has volume |𝐴| ≤ 𝐶(1 + 𝑡)2. Hence

𝑐1 + 𝑐2𝑡 = ∫
𝐴
𝑣 𝑑𝑥 ≤ ∫

𝐴
𝑢𝑑𝑥

≤ 𝐶 (∫
ℝ3
|𝑢|𝑝 𝑑𝑥)

1/𝑝
(1 + 𝑡)2(1−1/𝑝).

It follows that
𝐼″ = ∫

ℝ3
|𝑢|𝑝 𝑑𝑥 ≥ 𝑐(1 + 𝑡)2−𝑝

for some constant 𝑐 > 0. Since 𝐼(0), 𝐼′(0) > 0, we deduce that
(12) 𝐼 ≥ 𝑐(1 + 𝑡)4−𝑝.

3. Let 𝜀 > 0 and as follows combine (10) and (12):
𝐼″ ≥ 𝑐𝐼1+𝜀𝐼𝑝−1−𝜀(1 + 𝑡)−3(𝑝−1)

≥ 𝑐𝐼1+𝜀(1 + 𝑡)(4−𝑝)(𝑝−1−𝜀)(1 + 𝑡)−3(𝑝−1)

= 𝑐𝐼1+𝜀(1 + 𝑡)−𝜇

for 𝜇 ≔ (𝑝 − 1)2 + 𝜀(4 − 𝑝). Since 1 < 𝑝 < 1 + √2, we can fix 𝜀 > 0 so small
that
(13) 0 < 𝜇 < 2.
Since 𝐼′ > 0,

𝐼″𝐼′ ≥ 𝑐𝐼′𝐼1+𝜀(1 + 𝑡)−𝜇;
and thus

((𝐼′)2)′ ≥ 𝑐(𝐼2+𝜀(1 + 𝑡)−𝜇)′ + 𝑐𝜇𝐼2+𝜀(1 + 𝑡)−𝜇+1 ≥ 𝑐(𝐼2+𝜀(1 + 𝑡)−𝜇)′.
Consequently
(14) (𝐼′)2(𝑡) ≥ (𝐼′)2(0) + 𝑐(𝐼2+𝜀(1 + 𝑡)−𝜇 − 𝐼2+𝜀(0)).

Now (12) implies 𝐼2+𝜀(𝑡)(1 + 𝑡)−𝜇 ≥ 2𝐼2+𝜀(0) for large enough times, say,
𝑡 ≥ 𝑡0. Therefore we can deduce from (14) that

(𝐼′)2 ≥ 𝑐𝐼2+𝜀(1 + 𝑡)−𝜇

provided 𝑡 ≥ 𝑡0. Then

(𝐼−𝜀/2)′ = −𝜀2𝐼
− 𝜀

2−1𝐼′ ≤ −𝑐𝜀2 (1 + 𝑡)−𝜇/2.
Integrating, we see that

0 ≤ 𝐼−𝜀/2(𝑡) ≤ 𝐼−𝜀/2(𝑡0) −
𝑐𝜀
2 ∫

𝑡

𝑡0

𝑑𝑠
(1 + 𝑠)𝜇/2 .
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This is a contradiction, since 𝜇 < 2 according to (13) and so the integral on the
right diverges as 𝑡 → ∞. □

12.6. PROBLEMS

The following problem set includes questions on both linear and nonlinear
wave equations, as well as the related nonlinear Schrödinger equation. All
given functions are assumed smooth, unless otherwise stated.

1. Assume 𝑢 has compact support in space and solves the quasilinear wave
equation

𝑢𝑡𝑡 −
𝑛
∑
𝑖=1
(𝐿𝑝𝑖(𝐷𝑢))𝑥𝑖 = 0 in ℝ𝑛 × (0,∞).

Determine the appropriate energy 𝐸(𝑡) and show ̇𝐸 ≡ 0.
2. Let 𝑢 solve the Klein–Gordon equation

(∗) {
𝑢𝑡𝑡 − Δ𝑢 +𝑚2𝑢 = 0 in ℝ𝑛 × (0,∞)

𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ𝑛 × {𝑡 = 0}.

(a) Show that the energy

𝐸(𝑡) ≔ 1
2 ∫ℝ𝑛

𝑢2𝑡 + |𝐷𝑢|2 +𝑚2𝑢2 𝑑𝑥 (𝑡 ≥ 0)

is constant in time.
(b) Modify the proof in §4.3.1 showing asymptotic equipartition of energy

for the wave equation to prove that

lim
𝑡→∞

∫
ℝ𝑛
|𝐷𝑢|2 +𝑚2𝑢2 𝑑𝑥 = 𝐸(0).

3. Suppose𝑢 solves the initial value problem (∗) from Problem 2 for the Klein–
Gordon equation. Write ̄𝑥 = (𝑥, 𝑥𝑛+1) for 𝑥 ∈ ℝ𝑛 and define

�̄�( ̄𝑥, 𝑡) ≔ 𝑢(𝑥, 𝑡) cos(𝑚𝑥𝑛+1).

(a) Show that �̄� solves the wave equation □�̄� = 0 in ℝ𝑛+1 × (0,∞).
(b) Derive a formula for the solution of the initial-value problem for the

Klein–Gordon equation when 𝑛 = 1. (This is a variant of the method
of descent, introduced in §2.4.1.)
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4. Assume 𝑢 solves
𝑢𝑡𝑡 − Δ𝑢 + 𝑑𝑢𝑡 = 0 in ℝ𝑛 × (0,∞),

which for 𝑑 > 0 is a damped wave equation. Find a simple exponential
term that, when multiplied by 𝑢, gives a solution 𝑣 of

𝑣𝑡𝑡 − Δ𝑣 + 𝑐𝑣 = 0
for a constant 𝑐 < 0. (This is the opposite of the sign for the Klein–Gordon
equation.)

5. Check that for each given 𝑦 ∈ ℝ𝑛, 𝑦 ≠ 0, the function 𝑢 = 𝑒𝑖(𝑥⋅𝑦−𝜍𝑡) solves
the Klein–Gordon equation

𝑢𝑡𝑡 − Δ𝑢 +𝑚2𝑢 = 0

provided 𝜎 = (|𝑦|2+𝑚2)
1
2 . The phase velocity of this plane wave solution is

𝜍
|𝑦| > 1. Why does this not contradict the assertions in §12.1 that the speed
of propagation for solutions is less than or equal to one?

6. Suppose

{𝑢𝑡𝑡 − Δ𝑢 = 0 in ℝ3 × (0,∞)
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ3 × {𝑡 = 0},

where 𝑔, ℎ have compact support. Show there exists a constant 𝐶 such that
|𝑢(𝑥, 𝑡)| ≤ 𝐶/𝑡 (𝑥 ∈ ℝ3, 𝑡 > 0).

(Hint: Use the representation formula for the solution from §2.4.1.)
7. Let 𝑢 solve

{𝑢𝑡𝑡 − Δ𝑢 = 0 in ℝ2 × (0,∞)
𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ2 × {𝑡 = 0},

where 𝑔, ℎ have compact support. Show that

|𝑢(𝑥, 𝑡)| ≤ 𝐶/𝑡
1
2 (𝑥 ∈ ℝ2, 𝑡 > 0)

for some constant 𝐶.
8. Suppose 𝑢𝜀 solves the linear wave equation in 𝑛 = 2 space dimensions,

with the initial conditions 𝑢𝜀𝑡 = ℎ ≡ 0 and

𝑢𝜀 = 𝑔𝜀 ≔ {𝑒
−𝜀 (𝑟−2)2

(𝑟−1)(3−𝑟) if 1 < 𝑟 < 3
0 otherwise,

where 𝑟 = |𝑥|. Show that although |𝑔𝜀| ≤ 1, we have
max

ℝ2×[0,4]
|𝑢𝜀| → ∞ as 𝜀 → 0.

(Hint: Use (26) in §2.4.1 to compute 𝑢𝜀(0, 𝑡) for 𝑡 > 3.)
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9. (Kelvin transform for wave equation) The hyperbolic Kelvin transform
𝒦𝑢 = �̄� of a function 𝑢 ∶ ℝ𝑛 × ℝ → ℝ is

�̄�(𝑥, 𝑡) ≔ 𝑢( ̄𝑥, ̄𝑡) ||| ̄𝑥|2 − ̄𝑡2||
𝑛−1
2 = 𝑢 ( 𝑥

|𝑥|2 − 𝑡2 ,
𝑡

|𝑥|2 − 𝑡2 )
1

||𝑥|2 − 𝑡2|
𝑛−1
2
,

provided |𝑥|2 ≠ 𝑡2, where

̄𝑥 = 𝑥
|𝑥|2 − 𝑡2 , ̄𝑡 = 𝑡

|𝑥|2 − 𝑡2 .

Show that if □𝑢 = 0, then □�̄� = 0.
(Compare with Problem 11 in Chapter 2.)

10. Assume that 𝑢 and 𝑣 solve the system

(∗) {(𝑢 − 𝑣)𝑡 = 2𝑎 sin(ᵆ+𝑣2 )
(𝑢 + 𝑣)𝑥 = 2

𝑎 sin(
ᵆ−𝑣
2 )

where 𝑎 ≠ 0. Show that both 𝑤 ≔ 𝑢 and 𝑤 ≔ 𝑣 solve the sine-Gordon
equation in the form

𝑤𝑥𝑡 = sin𝑤.

Why is this equivalent to the PDE □𝑤 = sin𝑤?
11. (Continuation) Alternatively, given a solution 𝑣 of the sine-Gordon equa-

tion, we can try to solve the system (∗) to build a second solution 𝑢. This
procedure is called a Bäcklund transformation.

Start with the trivial solution 𝑣 ≡ 0, and use the Bäcklund transfor-
mation to compute for each choice of the parameter 𝑎 another solution
𝑢. (Hint: First show 𝑢 must have the form 𝑓(𝑎𝑡 + 𝑥/𝑎). Also show that
(tan(𝑢/4))𝑡 = 𝑎 tan(𝑢/4).)

12. Prove the Sobolev-type inequality (6) in §12.2.2.
(Hints: If 𝑢 ∈ 𝐻𝑘 and 𝛽 is a multiindex with |𝛽| ≤ 𝑘, we have the

estimate ‖𝐷𝛽𝑢‖𝐿𝑝 ≤ 𝐶‖𝑢‖𝐻𝑘 , where 𝑝 satisfies (a) 𝑝 = ∞ if 1
2 −

𝑘
𝑛 +

|𝛽|
𝑛 < 0;

(b) 2 ≤ 𝑝 < ∞ if 1
2 −

𝑘
𝑛 +

|𝛽|
𝑛 = 0; and (c) 1

𝑝 =
1
2 −

𝑘−|𝛽|
𝑛 if 1

2 −
𝑘
𝑛 +

|𝛽|
𝑛 > 0.

Assume that the multiindices |𝛽1|, . . . , |𝛽𝑟| satisfy (a) above, |𝛽𝑟+1|, . . . , |𝛽𝑠|
satisfy (b), and |𝛽𝑠+1|, . . . , |𝛽𝑚| satisfy (c). Estimate ‖𝐷𝛽1𝑢1⋯𝐷𝛽𝑚𝑢𝑚‖2𝐿2 .)

13. A smooth functionu ∶ ℝ𝑛×[0,∞) → ℝ𝑚,u = (𝑢1, . . . , 𝑢𝑚), is called awave
map into the unit sphere 𝑆𝑚−1 = 𝜕𝐵(0, 1) ⊂ ℝ𝑚 provided that everywhere
in ℝ𝑛 × [0,∞), |u| = 1 and u𝑡𝑡 − Δu is perpendicular to 𝑆𝑚−1 at u.

Show that therefore u solves the system of PDE

u𝑡𝑡 − Δu = (|𝐷u|2 − |u𝑡|2)u.



650 12. Nonlinear Wave Equations

14. Prove that if u is a wave map into the unit sphere, with compact support in
space, we have conservation of energy:

𝑑
𝑑𝑡 ∫ℝ𝑛

|u𝑡|2 + |𝐷u|2 𝑑𝑥 = 0.

15. (Small energy for 𝑝 = 5) Adapt the proof of Theorem 3 in §12.3.3 to show
the existence of a smooth solution of

{
𝑢𝑡𝑡 − Δ𝑢 + 𝑢5 = 0 in ℝ3 × (0,∞)

𝑢 = 𝑔, 𝑢𝑡 = ℎ on ℝ3 × {𝑡 = 0},

provided the energy 𝐸(0) is sufficiently small.
(Hint: Modify estimate (24) in §12.3.3 by introducing the 𝐿6-norm of 𝑔.)
Many techniques developed for semilinear wave equations have coun-

terparts for nonlinear Schrödinger (NLS) equations, to which we devote
the remaining exercises.

16. Let 𝑢 be a complex-valued solution of the nonlinear Schrödinger equation

(∗) 𝑖𝑢𝑡 + Δ𝑢 = 𝑓(|𝑢|2)𝑢 in ℝ𝑛 × (0,∞).

Here 𝑓 ∶ ℝ → ℝ. Demonstrate that if 𝜉 ∈ ℝ𝑛, then

𝑤(𝑥, 𝑡) ≔ 𝑒
𝑖
4 (2𝜉⋅𝑥−|𝜉|

2𝑡)𝑢(𝑥 − 𝜉𝑡, 𝑡)

also solves the NLS equation. This shows the Galilean invariance of solu-
tions.

17. Assume 𝑢 solves the nonlinear Schrödinger equation (∗) from Problem 16
and decays rapidly, along with its derivatives, as |𝑥| → ∞. Derive these
identities:

𝑑
𝑑𝑡 ∫ℝ𝑛

|𝑢|2 𝑑𝑥 = 0 (conservation of mass),

𝑑
𝑑𝑡 ∫ℝ𝑛

|𝐷𝑢|2 + 𝐹(|𝑢|2) 𝑑𝑥 = 0 (conservation of energy),

where 𝐹′ = 𝑓, and

𝑑
𝑑𝑡 ∫ℝ𝑛

�̄�𝐷𝑢 − 𝑢𝐷�̄�
2𝑖 𝑑𝑥 = 0 (conservation of momentum).

Remember that |𝑢|2 = 𝑢�̄�.
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18. (Continuation)
(a) Under the hypotheses of the previous problem, derive the identity

𝑑2
𝑑𝑡2 ∫ℝ𝑛

|𝑥|2|𝑢|2 𝑑𝑥

= 8∫
ℝ𝑛
|𝐷𝑢|2 𝑑𝑥 + 4𝑛∫

ℝ𝑛
𝑓(|𝑢|2)|𝑢|2 − 𝐹(|𝑢|2) 𝑑𝑥.

(b) Use (a) to show that there does not exist a solution of the cubic-NLS
equation

𝑖𝑢𝑡 + Δ𝑢 + |𝑢|2𝑢 = 0 in ℝ𝑛 × (0,∞)
existing for all times 𝑡 ≥ 0, if

𝐸(0) = ∫
ℝ𝑛
|𝐷𝑢(𝑥, 0)|2 − |𝑢(𝑥, 0)|4

2 𝑑𝑥 < 0

and 𝑛 ≥ 2. (R. Glassey, J. Math. Physics 18 (1977), 1794–1797)
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