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#### Abstract

We derive Itô-type change of variable formulas for smooth functionals of irregular paths with nonzero $p$ th variation along a sequence of partitions, where $p \geq 1$ is arbitrary, in terms of fractional derivative operators. Our results extend the results of the Föllmer-Itô calculus to the general case of paths with 'fractional' regularity. In the case where $p$ is not an integer, we show that the change of variable formula may sometimes contain a nonzero 'fractional' Itô remainder term and provide a representation for this remainder term. These results are then extended to functionals of paths with nonzero $\phi$-variation and multidimensional paths. Using these results, we derive an isometry property for the pathwise Föllmer integral in terms of $\phi$-variation.
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Hans Föllmer derived [15] a pathwise formulation of the Itô formula and laid the grounds for the development of a pathwise approach to Itô calculus, which has been developed in different directions [1, 2, 5, 8, 11, 12, 22, 28].

Föllmer's original approach focuses on functions of paths with finite quadratic variation along a sequence of partitions. In a recent work Cont and Perkowski [11] extended the Föllmer-Itô formula [15] to function(al)s of paths with variation of order $p \in 2 \mathbb{N}$ along a sequence of partitions and obtained functional change of variable formulas, applicable to functionals of fractional Brownian motion and other fractional processes with arbitrarily low regularity (i.e., any Hurst exponent $H>0)$. These results involve pathwise integrals defined as limits of compensated left Riemann sums, which are in turn related to rough integrals associated with a "reduced" rough path [11].

As the notion of $p$ th order variation may be defined for any $p>0$, an interesting question is to investigate how the results in [11 extend to 'fractional' case $p \notin \mathbb{N}$. In particular one may ask whether the change of variable formula contains a fractional remainder term in this case and whether the definition of the compensated integral needs to be adjusted.

[^0]We investigate these questions using the tools of fractional calculus [27]. Given that fractional derivative operators are (nonlocal) integral operators, one challenge is to obtain nonanticipative, 'local' formulas which have similar properties to those obtained in the integer case [11. We are able to do so using a 'local' notion of fractional derivative and exhibit conditions under which these change of variable formulas contain (or not) a 'fractional Itô remainder term'. In most cases there is no remainder term; we also discuss some cases where a nonzero remainder term appears and give a representation for this term.

These results are first derived for smooth functions then extended to functionals, using the concept of vertical derivative [10. We extend these results to the case of paths with finite $\phi$-variation [19] for a class of functions $\phi$ and we obtain an isometry formula for the pathwise integral in terms of $\phi$-variation, extending the results of [1, 11] to the fractional case. Finally, we extend these results to the multidimensional case.

Our change of variable formulas are purely analytical and pathwise in nature, but applicable to functionals of fractional Brownian motions and other fractional processes with arbitrary Hurst exponent, leading in this case to nonanticipative 'Itô' formulas for functionals of such processes. However, as probabilistic assumptions play no role in the derivation of our results, we have limited the discussion of such examples.

Zähle [30] defined a pathwise integral using a Young-type condition based on fractional regularity of the integrand and integrator. In the case of Hölder continuous functions this corresponds to Hölder exponents with sum strictly greater than 1, i.e., a Young-type condition. Our approach extends beyond the domain of validity of Young integration and we are able to treat borderline cases where the sum of Hölder exponents is one.

Outline. Section 1recalls some results on pathwise calculus for functions of irregular paths (Section 1.1) and fractional derivative operators and associated fractional Taylor expansions (Section 1.2). Section 2 contains our main results on change of variable formulas for function(al)s of paths with fractional regularity. We first give a change of variable formula without remainder term for time-independent functions (Theorem 2.6), followed by a discussion of an example where a remainder term may appear (Example 2.8). We then provide a formula for computing this fractional remainder term using an auxiliary space (Theorem 2.11). Section 2.2 extends these results to the case of path-dependent functionals using the Dupire derivative, to the case where the $p$ th variation is replaced by the more general concept of $\phi$-variation [19]. In Section 3 we derive a pathwise isometry formula extending a result of [1 to the case of $\phi$-variation. Finally, in Section 4 we discuss extensions to the multidimensional case. These extensions are not immediate, as the space $V_{p}(\pi)$ is not a vector space.

## 1. Preliminaries

1.1. Pathwise calculus for paths with finite $p$ th variation. We define, following [11, 15], the concept of $p$ th variation along a sequence of partitions $\pi_{n}=$ $\left\{t_{0}^{n}, \ldots, t_{N\left(\pi_{n}\right)}^{n}\right\}$ with $t_{0}^{n}=0<\cdots<t_{k}^{n}<\cdots<t_{N\left(\pi_{n}\right)}^{n}=T$. Define the oscillation of $S \in C([0, T], \mathbb{R})$ along $\pi_{n}$ as

$$
\operatorname{osc}\left(S, \pi_{n}\right):=\max _{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \max _{r, s \in\left[t_{j}, t_{j+1}\right]}|S(s)-S(r)|
$$

We write $\left[t_{j}, t_{j+1}\right] \in \pi_{n}$ to indicate that $t_{j}$ and $t_{j+1}$ are immediate successors in $\pi_{n}$ (i.e., $t_{j}<t_{j+1}$ and $\pi_{n} \cap\left(t_{j}, t_{j+1}\right)=\emptyset$ ).

Definition 1.1 ( $p$ th variation along a sequence of partitions). Let $p>0$. A continuous path $S \in C([0, T], \mathbb{R})$ is said to have a $p$ th variation along a sequence of partitions $\pi=\left(\pi_{n}\right)_{n \geq 1}$ if $\operatorname{osc}\left(S, \pi_{n}\right) \rightarrow 0$ and the sequence of measures

$$
\mu^{n}:=\sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \delta\left(\cdot-t_{j}\right)\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p}
$$

converges weakly to a measure $\mu$ without atoms. In that case we write $S \in V_{p}(\pi)$ and $[S]^{p}(t):=\mu([0, t])$ for $t \in[0, T]$, and we call $[S]^{p}$ the pth variation of $S$.

Remark 1.2. Functions in $V_{p}(\pi)$ do not necessarily have finite $p$-variation in the usual sense. Recall that the $p$-variation of a function $f \in C([0, T], \mathbb{R})$ is defined as [13]

$$
\|f\|_{\mathrm{p}-\mathrm{var}}:=\left(\sup _{\pi \in \Pi([0, T])} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi}\left|f\left(t_{j+1}\right)-f\left(t_{j}\right)\right|^{p}\right)^{1 / p},
$$

where the supremum is taken over the set $\Pi([0, T])$ of all partitions $\pi$ of $[0, T]$. A typical example is the Brownian motion $B$, which has quadratic variation $[B]^{2}(t)=$ $t$ along any refining sequence of partitions almost surely while at the same time having infinite 2 -variation almost surely [13, 29]:

$$
\mathbb{P}\left(\|B\|_{2 \text {-var }}=\infty\right)=1
$$

If $S \in V_{p}(\pi)$ and $q>p$, then $S \in V_{q}(\pi)$ with $[S]^{q} \equiv 0$.
$S \in C([0, T], \mathbb{R})$ belongs to $V_{p}(\pi)$ if and only if there exists a continuous function [ $S]^{p}$ such that

$$
\begin{equation*}
\forall t \in[0, T], \quad \sum_{\substack{\left[t_{j}, t_{j}+1\right] \in \pi_{n} \\ t_{j} \leq t}}\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p} \xrightarrow{n \rightarrow \infty}[S]^{p}(t) . \tag{1}
\end{equation*}
$$

If this property holds, then the convergence in (1) is uniform.
Example 1.3. If $B$ is a fractional Brownian motion with Hurst index $H \in(0,1)$ and $\pi_{n}=\left\{k T / n: k \in \mathbb{N}_{0}\right\} \cap[0, T]$, then $B \in V_{1 / H}(\pi)$ and $[B]^{1 / H}(t)=t \mathbb{E}\left[\left|B_{1}\right|^{1 / H}\right]$, see [24,26].

For $p \in 2 \mathbb{N}$, the following change of variable formula for $f \in C^{p}(\mathbb{R}, \mathbb{R})$ was shown in (11):
$\forall S \in V_{p}(\pi), \quad f(S(t))-f(S(0))=\int_{0}^{t} f^{\prime}(S(s)) \mathrm{d} S(s)+\frac{1}{p!} \int_{0}^{t} f^{(p)}(S(s)) \mathrm{d}[S]^{p}(s)$,
where the integral
(2) $\int_{0}^{t} f^{\prime}(S(s)) \mathrm{d} S(s):=\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \sum_{k=1}^{p-1} \frac{f^{(k)}\left(S\left(t_{j}\right)\right)}{k!}\left(S\left(t_{j+1} \wedge t\right)-S\left(t_{j} \wedge t\right)\right)^{k}$
is defined as a (pointwise) limit of compensated Riemann sums.

Remark 1.4 (Relation with Young integration and rough integration). As $p$-variation can be infinite for $S \in V_{p}(\pi)$, the pathwise integral appearing in the formula cannot be defined as a Young integral. Compensated Riemann sums such as (2) also appear in the construction of 'rough integrals' [16, 18. For $X \in$ $C^{\alpha}([0, T], \mathbb{R})$ with $\alpha \in(0,1), q=\left\lfloor\alpha^{-1}\right\rfloor$ one can define the pathwise integral (2) as a rough integral with respect to a 'reduced' rough path $\left(\mathbb{X}_{s, t}^{1}, \mathbb{X}_{s, t}^{2}, \ldots, \mathbb{X}_{s, t}^{q}\right)_{0 \leq s \leq t \leq T}$, where $\mathbb{X}_{s, t}^{k}:=(X(t)-X(s))^{k} / k!$.
1.2. Fractional derivatives and fractional Taylor expansions. Several different notions of fractional derivatives exist in the literature [21, 25, 27] and it is not clear which ones are the right tools for a given context. Our goal here is to shed some light on the advantages of different notions of fractional derivative. Much of this material may be found in the literature [27]. We have provided proofs for some useful properties whose proof we have not been able to find in the literature.
Definition 1.5 (Riemann-Liouville fractional integral). Let $\alpha>0$. The left Riemann-Liouville fractional integral of order $\alpha$ is defined by

$$
I_{a^{+}}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} f(t) d t
$$

for real functions $f$ for which the integral is well-defined for $x>a \in \mathbb{R}$. Similarly, the right Riemann-Liouville fractional integral is given by

$$
I_{b^{-}}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(t-x)^{\alpha-1} f(t) d t
$$

for $x<b \in \mathbb{R}$.
Remark 1.6. The fractional integral is always well-defined for $f \in L^{1}(a, b)$ with $I_{a^{+}}^{\alpha} f \in L^{1}(a, b)$. This allows for blow up at the boundaries $a, b$.

This may be used to define a (nonlocal) fractional derivative associated with some base point [21,25].
Definition 1.7 (Riemann-Liouville fractional derivative). Let $a<b$. Let $f \in$ $L^{1}([a, b])$ and $n \leq \alpha<n+1$ for some integer $n \in \mathbb{N}$. Then left Riemann-Liouville fractional derivative of order $\alpha$ with base point $a$ on $[a, b]$ is defined by

$$
D_{a^{+}}^{\alpha} f:=\left(\frac{d}{d x}\right)^{n+1} I_{a^{+}}^{n+1-\alpha} f
$$

if $n$th order derivative of $I_{a^{+}}^{n+1-\alpha} f$ exists and is absolutely continuous on $[a, b]$. Similarly, the right Riemann-Liouville fractional derivative of order $\alpha$ with base point $b$ on $[a, b]$ is given by

$$
D_{b^{-}}^{\alpha} f:=\left(-\frac{d}{d x}\right)^{n+1} I_{b^{-}}^{n+1-\alpha} f
$$

Remark 1.8. When $\alpha$ is an integer, the fractional derivative coincides with the classical derivative, i.e., $D_{a^{+}}^{n} f=f^{(n)}$.

The Riemann-Liouville derivative has several shortcomings. One of them is that the fractional derivative of a constant is not zero. To overcome this, one can consider a modification of Riemann-Liouville fractional derivative which is called the Caputo derivative.

Definition 1.9 (Caputo derivative). Suppose $f$ is a real function and $n+1 \geq \alpha>n$. We define the left and right Caputo fractional derivatives of order $\alpha$ at $x \in(a, b)$ by

$$
\begin{gathered}
C_{a^{+}}^{\alpha} f(x)=D_{a^{+}}^{\alpha}\left[f(t)-\sum_{k=0}^{n} \frac{f^{(k)}(a)}{k!}(t-a)^{k}\right](x), \\
C_{b^{-}}^{\alpha} f(x)=D_{b^{-}}^{\alpha}\left[f(t)-\sum_{k=0}^{n} \frac{(-1)^{k} f^{(k)}(b)}{k!}(b-t)^{k}\right](x)
\end{gathered}
$$

if the derivatives exist. Here $f^{(k)}$ denotes the $k$ th derivative of $f$.
We provide some basic properties of fractional derivatives in the appendix for the completeness. Associated with the Caputo derivative is a fractional Taylor expansion.
Proposition 1.10. Let $f \in C^{n}([a, b])$ and $n+1 \geq \alpha>n$. If $f$ admits a Caputo derivative of order $\alpha$ on $[a, b]$ and $C_{a^{+}}^{\alpha} f \in L^{1}([a, b])$, then we have

$$
f(x)=\sum_{k=0}^{n} f^{(k)}(a) \frac{(x-a)^{k}}{k!}+\frac{1}{\Gamma(\alpha)} \int_{a}^{x} C_{a^{+}}^{\alpha} f(t)(x-t)^{\alpha-1} d t
$$

and

$$
f(x)=\sum_{k=0}^{n} f^{(k)}(b) \frac{(x-b)^{k}}{k!}+\frac{1}{\Gamma(\alpha)} \int_{x}^{b} C_{b^{-}}^{\alpha} f(t)(t-x)^{\alpha-1} d t .
$$

As we were not able to find a proof of this expansion in the literature, we provide a detailed proof in the appendix.
1.3. Local fractional derivative. The above derivative operators are nonlocal operators. We now introduce the concept of local fractional derivative.
Definition 1.11 (Local fractional derivative). Suppose $f$ is left fractional differentiable of order $\alpha$ on $[a, a+\delta]$ for some positive $\delta$, then the left local fractional derivative of order $\alpha$ of function $f$ at point $a$ is given by

$$
f^{(\alpha+)}(a)=\lim _{y \rightarrow a, y \geq a} C_{a+}^{\alpha}(y)
$$

when the limit exists. We can similarly define the right local fractional derivative of order $\alpha$ of function $f$ at a point $a$ by

$$
f^{(\alpha-)}(a)=\lim _{y \rightarrow a, y \leq a} C_{a-}^{\alpha}(y)
$$

when the limit exists.
Example 1.12. We give a simple example of Caputo fractional derivative and local derivative here. Consider $f(x)=|x|^{\alpha}$ and $0<\beta \leq \alpha<1$. Then we have

$$
\begin{aligned}
C_{a^{+}}^{\beta} f(x) & =\frac{d}{d x}\left(\frac{1}{\Gamma(1-\beta)} \int_{a}^{x} \frac{|t|^{\alpha}-|a|^{\alpha}}{(x-t)^{\beta}} d t\right) \\
& =\frac{1}{\Gamma(1-\beta)} \frac{d}{d x}\left(\int_{a}^{x}|t|^{\alpha}(x-t)^{-\beta} d t-|a|^{\alpha} \frac{(x-a)^{1-\beta}}{1-\beta}\right) \\
& =\left.\left.\frac{1}{\Gamma(1-\beta)} \frac{d}{d x}\left|\int_{\frac{a}{x}}^{1}\right| t\right|^{\alpha}|1-t|^{-\beta} d t|x|^{\alpha-\beta+1}\left|-\frac{1}{\Gamma(1-\beta)}\right| a\right|^{\alpha}(x-a)^{-\beta} \\
& =\frac{1}{\Gamma(1-\beta)}\left(|a|^{\alpha}(x-a)^{-\beta} \frac{a-x}{x}+(\alpha-\beta+1)|x|^{\alpha-\beta} \int_{\frac{a}{x}}^{1}|t|^{\alpha}|1-t|^{-\beta} d t\right) .
\end{aligned}
$$

So we can see directly that $f^{(\beta+)}(a)=0$ for any $a \neq 0$ or $\beta<\alpha$ but $f^{(\alpha+)}(0)=$ $\Gamma(\alpha+1)$. It can be seen further that for all $a \geq 0, C_{a^{+}}^{\alpha} f$ is continuous on $[a, \infty]$ but for $a<0, C_{a^{+}}^{\alpha} f$ has singularity at point 0 . In particular, for $\beta=\alpha$, we have

$$
C_{a^{+}}^{\alpha} f(x)=\frac{1}{\Gamma(1-\beta)} \int_{\frac{a}{x}}^{1} g(t)-g\left(\frac{a}{x}\right) d t \quad \text { with } \quad g(t)=\left|\frac{t}{1-t}\right|^{\alpha}
$$

Remark 1.13. Using integration by parts formula, we actually have

$$
D_{a^{+}}^{\alpha} f(x)=\sum_{k=0}^{n-1} \frac{f^{(k)}(a)(x-a)^{k-\alpha-n}}{\Gamma(k+2-\alpha)}+D_{a^{+}}^{(\alpha-n)} f^{(n)}(x) .
$$

Hence $C_{a^{+}}^{\alpha} f(x)=C_{a^{+}}^{(\alpha-n)} f^{(n)}(x)$ so the existence of one side will imply the existence of the other side. Taking limits yields $f^{(\alpha+)}(x)=\left(f^{(n)}\right)^{((n-\alpha)+)}(x)$. This is important in the proofs below.

Corollary 1.14 (Fractional Taylor formula). Let $n+1 \geq \alpha>n$ and $f \in C^{n}([a, b])$ admitting a left (resp. right) local fractional derivative of order $\alpha$ at a. There for $x \in[a, b]$

$$
\begin{align*}
& f(x)=\sum_{k=0}^{n} f^{(k)}(a) \frac{(x-a)^{k}}{k!}+\frac{1}{\Gamma(\alpha+1)} f^{(\alpha+)}(a)(x-a)^{\alpha}+o\left(|x-a|^{\alpha}\right),  \tag{3}\\
& f(x)=\sum_{k=0}^{n} f^{(k)}(b) \frac{(x-b)^{k}}{k!}+\frac{1}{\Gamma(\alpha+1)} f^{(\alpha-)}(b)(b-x)^{\alpha}+o\left(|x-b|^{\alpha}\right) . \tag{4}
\end{align*}
$$

The proof is given in Appendix A.2. A similar mean value theorem holds for the nonlocal fractional derivative. The following result, which we state for completeness, is a consequence of Proposition 1.10.
Corollary 1.15. Let $f \in C^{n}([a, b])$ and $n+1 \geq \alpha>n$. Suppose Caputo fractional derivative of order $\alpha$ of $f$ is continuous on $[a, b]$. Then for $x \in[a, b]$, there exists $\xi \in[a, x]$ such that

$$
f(x)=\sum_{k=0}^{n} f^{(k)}(a) \frac{(x-a)^{k}}{k!}+\frac{1}{\Gamma(\alpha+1)} C_{a^{+}}^{\alpha} f(\xi)(x-a)^{\alpha} .
$$

A similar formula holds for the Caputo right derivative.
Proposition 1.16. Let $\alpha \notin \mathbb{N}$ and $f \in C^{\alpha}([a, b])$. If $f^{(\alpha+)}$ exists everywhere on $[a, b]$ then $f^{(\alpha+)}=0$ almost everywhere on $[a, b]$.

A rather complex proof of this proposition is given in 4, Corollary 3]. We here give a simple proof of this property using only properties of monotone functions.
Proof. We first consider the case $0<\alpha<1$. By Corollary 1.14 we actually have

$$
f(y)=f(x)+g(x)(y-x)^{\alpha}+o\left(|y-x|^{p}\right) \quad \text { with } \quad g=\frac{1}{\Gamma(\alpha+1)} f^{(\alpha+)} .
$$

Hence for any sequence $y_{n} \rightarrow x, y_{n}>x$, we have

$$
\lim _{n \rightarrow \infty} \frac{f\left(y_{n}\right)-f(x)}{\left(y_{n}-x\right)^{\alpha}}=g(x)
$$

Now let $E^{+}=\{x \in \mathbb{R}: g(x)>0\}$. If $\mathcal{L}\left(E^{+}\right)>0$, then there exists a compact set $K \in E^{+}$with $\mathcal{L}(K)>0$ where $\mathcal{L}$ denotes the Lebesgue measure on the real line.

Consider the open set $\cup_{x \in K}\left(x, x+\delta_{x}\right)$ in $\mathbb{R}$, where $\delta_{x}$ is the largest number so that $f(y)>f(x), \forall y \in\left(x, x+\delta_{x}\right)$. We can then write $\cup_{x \in K}\left(x, x+\delta_{x}\right)=\cup_{k=1}^{\infty} I_{k}$ for some open interval $I_{k}$. There exists $I_{r}$ such that $\mathcal{L}\left(K \cap \bar{I}_{r}\right)>0$. In fact, for each point in $K$, it is either in the set $\cup_{k=1}^{\infty} I_{k}$ or it is a boundary point of some interval $I_{k}$. We may augment $I_{k}$ to an interval $\tilde{I}_{k}$ including zero or one of both of its boundary points so that $\tilde{I}_{k}$ are disjoint and $K \subset \cup_{k=1}^{\infty} \tilde{I}_{k}$, and such that the right boundary point is not in $\tilde{I}_{k}$ if it belongs to $K$. Then we find $I_{r}$ such that $\mathcal{L}\left(K \cap \tilde{I}_{r}\right)>0$. Hence $\mathcal{L}\left(K \cap \bar{I}_{r}\right)>0$. We may also assume that there are no points in $K$ isolated from the right, since the set of all such points is of measure zero.

For any $\bar{x}<\bar{y} \in K \cap \bar{I}_{r}$, there exists $x_{0} \in K \cap[\bar{x}, \bar{y}]$ such that

$$
x_{0}=\underset{x \in K \cap[\bar{x}, \bar{y}]}{\operatorname{argmax}}\{f(x)\} .
$$

If $x_{0} \neq \bar{y}$, then there exists $y_{0} \in\left(x_{0}, x_{0}+\delta_{x_{0}}\right) \cap K \cap[\bar{x}, \bar{y}]$ since we assume there are no right-isolated points in $K$. Then we have $f\left(y_{0}\right)>f\left(x_{0}\right)$, which is a contradiction. Hence $x_{0}=\bar{y}$ and we have $f(\bar{y})>f(\bar{x}), \forall \bar{x}<\bar{y} \in K \cap \bar{I}_{r}$.

Now define $\bar{f}: \bar{I}_{r} \rightarrow \mathbb{R}$ such that $\bar{f}=f$ on $K \cap \bar{I}_{r}$ and $\bar{f}$ is linear outside of $K \cap \bar{I}_{r}$. In fact, let $\tilde{x} \in \bar{I}_{r}$, if $\tilde{x} \notin K$, then $\tilde{x} \in\left(z_{0}, z_{1}\right)$ with $z_{0}, z_{1} \in K$. Thus $\bar{f}\left(z_{1}\right) \geq \bar{f}\left(z_{0}\right)$, and we can linearly interpolate to define $\bar{f}(\tilde{x})$ as an increasing function. Hence this extension $\bar{f}$ is differentiable almost everywhere on $\bar{I}_{r}$.

Now we go back to the function $f$ on set $K . \bar{f}$ is a.e. differentiable on $K$ and we can simply suppose here $\bar{f}$ is differentiable and $f=\bar{f}$ on $K$ whose Lebesgue measure is positive. Now choose a point $x_{1} \in K$, either $x_{1}$ is right-isolated in $K$ which is eliminated from $K$ before or it is a right-accumulation point in $K$. For the latter case, we would have

$$
g\left(x_{1}\right)=\lim _{n \rightarrow \infty} \frac{f\left(y_{n}\right)-f\left(x_{1}\right)}{\left(y_{n}-x\right)^{p}}=\lim _{n \rightarrow \infty} \frac{\bar{f}\left(y_{n}\right)-\bar{f}\left(x_{1}\right)}{\left(y_{n}-x_{1}\right)^{p}}=0,
$$

for any sequence $\left\{y_{n}\right\}$ in $K$ with $y_{n} \rightarrow x_{1}$. We then get $g=0$ a.e. on $K$, which is a contradiction. Hence $\mathcal{L}\left(E^{+}\right)=0$. Similarly, $\mathcal{L}\left(E^{-}\right)=0$. Hence $f^{(p+)}=0$ a.e. on $\mathbb{R}$.

If $m<\alpha<m+1$ for some integer $m>0$, since we have $f^{(\alpha+)}=\left(f^{(m)}\right)^{(\alpha-m+)}$, we may conclude again that $f^{(\alpha+)}(x)=0$ a.e. on $\mathbb{R}$.

Remark 1.17. For Proposition 1.16, we actually only need a weaker condition on the function $f$, namely that

$$
\lim _{y \rightarrow x, y>x} \frac{f^{(m)}(y)-f^{(m)}(x)}{|y-x|^{\beta}}
$$

exists for $x \in \mathbb{R}$ with $m=\lfloor\alpha\rfloor$ and $\alpha=m+\beta$, which may be thought as classical definition of $\alpha$ th order derivative. We call

$$
\lim _{x \rightarrow a, x>a} \frac{f^{(m)}(x)-f^{(m)}(a)}{|x-a|^{\beta}}
$$

the 'classical' left fractional derivative of order $\alpha$ if it exists. However, when this limit exists, it is not guaranteed that $f$ admits a local fractional derivative.

We can actually state a stronger result.
Proposition 1.18. For $f \in C^{\alpha}$, the Hausdorff dimension of the set

$$
E_{f}=\left\{x \in \mathbb{R}: \liminf _{y \rightarrow x, y>x} \frac{\left|f^{(m)}(y)-f^{(m)}(x)\right|}{|y-x|^{\beta}}>0\right\}
$$

is at most $\beta=\alpha-\lfloor\alpha\rfloor$.
Proof. WLOG, we suppose $m=0$ and $0<\alpha<1$, then $\beta=\alpha$. For each $\epsilon, \delta$, we define the set $E_{\epsilon+}^{\delta}$ to be the subset of $E$ such that for all $x \in E_{\epsilon+}^{\delta}$, we have

$$
f(y)>f(x)+\epsilon(y-x)^{\alpha}, \forall x<y<x+\delta
$$

We only need to show the Hausdorff dimension of the set $E_{\epsilon+}^{\delta}$ is at most $\alpha$. Furthermore, we can restrict the set $E_{\epsilon+}^{\delta}$ on the interval $[0, \delta]$. Hence we will work on $[0, \delta]$ with $E_{\epsilon+}^{\delta}$.

First of all, suppose the Hausdorff dimension of the set $E_{\epsilon+}^{\delta}$ is larger than $\alpha$. In this case, we consider partitions $\left\{0, \frac{\delta}{k}, \cdots, \frac{(k-1) \delta}{k}, \delta\right\}$ for $k \in \mathbb{N}$. In each interval $\left[\frac{i \delta}{k}, \frac{(i+1) \delta}{k}\right]$, we choose the leftmost and rightmost points of the set $E_{\epsilon+}^{\delta}$ and denote this interval as $I_{k}^{i}$ (if exists). Then $\cup_{i=0}^{k-1} I_{k}^{i}$ covers the set $E_{\epsilon+}^{\delta}$ and by the definition of Hausdorff measure, we know that $\sum_{i=0}^{k-1}\left|I_{k}^{i}\right|^{\alpha} \rightarrow \infty$ as $k \rightarrow \infty$. Now let $a_{k}^{i}$ be the left boundary point of $I_{k}^{i}$ and $b_{k}^{i}$ be the right boundary point of $I_{k}^{i}$. Now for any two points $a<b \in\left\{a_{k}^{i}, b_{k}^{i}, i=0, \cdots, k-1\right\}$, we have

$$
f(b) \geq f(a)+\epsilon(b-a)^{\alpha}
$$

since $f$ is continuous and we can approximate $a, b$ by points in $E_{\epsilon+}^{\delta}$. Then we have

$$
\begin{aligned}
f\left(b_{k}^{k-1}\right)-f\left(a_{k}^{0}\right) & =\sum_{i=1}^{k-1} f\left(b_{k}^{i}\right)-f\left(a_{k}^{i}\right)+f\left(a_{k}^{i}\right)-f\left(b_{k}^{i-1}\right)+f\left(b_{k}^{0}\right)-f\left(a_{k}^{0}\right) \\
& \geq \epsilon \sum_{i=0}^{k-1}\left|I_{k}^{i}\right|^{\alpha} \rightarrow \infty
\end{aligned}
$$

which gives a contradiction when $k \rightarrow \infty$.

## 2. Fractional Itô calculus

We now consider noninteger $p>2$ and derive Itô-type change of variable formulas for paths with nonzero $p$ th variation along a sequence of partitions $\left\{\pi_{n}\right\}_{n \in \mathbb{N}}$, first for functions (Section 2.1) then for path-dependent functionals (Section 2.2). In each case the focus is the existence of a 'fractional' Itô remainder term: we will see that the existence of a nonzero Itô term depends on the fine structure of the function and its fractional derivative.
2.1. Change of variable formula. We first derive an Itô-type change of variable formula for functions of paths with $p$ th variation along a sequence of partitions $\left\{\pi_{n}\right\}_{n \in \mathbb{N}}$.

Let $S \in V_{p}(\pi)$ be a path which admits $p$ th order variation along some sequence of partitions $\left\{\pi_{n}\right\}_{n \in \mathbb{N}}$. We make the following assumptions.
Assumption 2.1. For any $k \in \mathbb{R}$, we have

$$
\int_{0}^{T} \mathbf{1}_{\{S(t)=k\}} d[S]_{\pi}^{p}=0 .
$$

Let $m=\lfloor p\rfloor$.
Assumption 2.2. $f \in C^{m}(\mathbb{R})$ and admits a left local fractional derivative of order $p$ everywhere.

Assumption 2.3. The complement of the set
$\Gamma_{f}=\left\{x \in \mathbb{R}: \exists U \ni x\right.$ open, $(a, b) \mapsto\left(C_{a^{+}}^{p} f\right)(b)$ is continuous on $\left.\{(\bar{a}, \bar{b}) \in U \times U: \bar{a} \leq \bar{b}\}\right\}$ is locally finite, i.e., for any compact set $K \in \mathbb{R}$, the set $\Gamma_{f}^{c} \cap K$ has only finite number of points.

We first give a simple lemma regarding the set $\Gamma_{f}$.
Lemma 2.4. The left local fractional derivative of order $p$ of $f$ is equal to zero on $\Gamma_{f}: \forall x \in \Gamma_{f}, f^{(p+)}(x)=0$.
Proof. Let $x \in \Gamma_{f}$. There exists $x \in U$ open such that $(a, b) \mapsto C_{a+}^{p} f(b)$ is continuous on $\{(a, b) \in U \times U: a \leq b\}$. Hence $f^{(p+)}$ is continuous on $U$. Since $f^{(p+)}$ is zero a.e., $f^{(p+)}(x)=0$.

Assumption 2.1 will be satisfied if the weighted occupation measure $\gamma_{S}$ defined by

$$
\gamma_{S}(A)=\int_{0}^{T} \mathbf{1}_{\{S(t) \in A\}} d[S]_{\pi}^{p}(t)
$$

is atomless. Assumption 2.1 is satisfied in particular if $\gamma_{S}$ has a Lebesgue density [17], which corresponds to a local time of order $p$ [11. However, as the following example shows, Assumption 2.1 may fail to be satisfied even if the path has a nonzero $p$ th order variation.

Example 2.5 (A counterexample). We now give an example of path failing to satisfy Assumption [2.1, in the spirit of [12, Example 3.6]. 1

Let $p>2$ and define the intervals

$$
\begin{equation*}
I_{1}^{1}=\left(\frac{1}{3}, \frac{2}{3}\right), \quad I_{2}^{1}=\left(\frac{1}{9}, \frac{2}{9}\right), \quad I_{2}^{2}=\left(\frac{7}{9}, \frac{8}{9}\right), \cdots, I_{j}^{i}, j=1, \cdots, 2^{i-1} \tag{5}
\end{equation*}
$$

and let $C=[0,1] \backslash \cup_{i=1}^{\infty} \cup_{j=1}^{2^{i-1}} I_{j}^{i}$, which is the Cantor ternary set [3]. Let $c:[0,1] \rightarrow$ $\mathbb{R}_{+}$be the associated Cantor function, which is defined by

$$
c(x)= \begin{cases}\sum_{n=1}^{\infty} \frac{a_{n}}{2^{n}}, & x=\sum_{n=1}^{\infty} \frac{2 a_{n}}{3^{n}} \in C, \quad a_{n} \in\{0,1\} \\ \sup _{y \leq x, y \in C} c(y), & x \in[0,1] \backslash C .\end{cases}
$$

We can see it is a nondecreasing function increasing only on the Cantor set $C$.

[^1]Consider the function

$$
S(t)=\left|2^{\log _{3}\left(2 \cdot \min _{u \in C}|t-u|\right)}\right|^{\frac{1}{p}} .
$$

We are going to construct a sequence of partitions such that the $p$ th variation of $S$ along this sequence will be the Cantor function $c$. In this case, we will see

$$
\int_{0}^{1} \mathbf{1}_{\{S(t)=0\}} d[S]^{p}=\int_{0}^{1} \mathbf{1}_{t \in C} d c(t)=c(1)-c(0)=1
$$

which shows Assumption 2.1 is not satisfied.
We begin with the partition $\left\{\pi_{j, n}^{i}\right\}$, which denotes the $n$th partition in the interval $I_{j}^{i}$ and let $\pi_{n}=\cup_{i=1}^{n} \cup_{j} \pi_{j, n}^{i}$. Define $t_{j, n}^{i, 0}=\inf I_{j}^{i}$ and

$$
t_{j, n}^{i, k+1}=\inf \left\{t>t_{j, n}^{i, k}: S(t) \in\left(\frac{1}{k_{n}} \sup _{t \in I_{j}^{i}} S(t)\right) \mathbb{Z}\right\}
$$

then $t_{j, n}^{i, 2 k_{n}}=\sup I_{j}^{i} . k_{n}$ is an integer to be determined. We then do the calculation

$$
\sum_{k=0}^{2 k_{n}-1}\left|S\left(t_{j, n}^{i, k+1}\right)-S\left(t_{j, n}^{i, k}\right)\right|^{p}=\sum_{k=0}^{2 k_{n}-1}\left|\frac{1}{k_{n}} 2^{-\frac{i}{p}}\right|^{p}=2^{1-i} k_{n}^{1-p}
$$

Then the sum over the $n$th partition will be

$$
\sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}} 2^{1-i} k_{n}^{1-p}=n \cdot k_{n}^{1-p}
$$

Choosing $k_{n}=\left\lfloor n^{\frac{1}{p-1}}\right\rfloor$ we obtain

$$
n k_{n}^{1-p} \geq n \cdot\left(n^{\frac{1}{p-1}}\right)^{1-p}=1
$$

and

$$
n k_{n}^{1-p} \leq n \cdot\left(n^{\frac{1}{p-1}}-1\right)^{1-p}=\left(1-n^{\frac{1}{1-p}}\right)^{1-p} \xrightarrow{n \rightarrow \infty} 1
$$

Hence we see

$$
[S]_{\pi}^{p}(1)=1
$$

Furthermore, since

$$
2^{1-i} k_{n}^{1-p} \xrightarrow{n \rightarrow \infty} 0,
$$

we see that $[S]_{\pi}^{p}$ will not change on the interval $I_{j}^{i}$ and by symmetry, we finally can show that $[S]^{p}=c$, the Cantor function.

Theorem 2.6 extends the result of [11 to the case of functions with fractional regularity.

Theorem 2.6. Let $S \in V_{p}(\pi)$ satisfy Assumption 2.1. If $f$ is a continuous function satisfying Assumptions 2.2 and 2.3 for $m=\lfloor p\rfloor$, then

$$
\forall t \in[0, T], \quad f(S(t))=f(S(0))+\int_{0}^{t} f^{\prime}(S(u)) d S(u)
$$

where the last term is a limit of compensated Riemann sums of order $m=\lfloor p\rfloor$ :

$$
\int_{0}^{t} f^{\prime}(S(u)) d S(u)=\lim _{n \rightarrow \infty} \sum_{t_{i} \in \pi_{n}} \sum_{j=1}^{m} \frac{f^{(j)}\left(S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{j}
$$

Proof. By classical Taylor's formula with integral remainder of integer order $m$, we have

$$
\begin{aligned}
& f(S(t))-f(S(0))=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} f\left(S\left(t \wedge t_{i+1}\right)\right)-f\left(S\left(t \wedge t_{i}\right)\right) \\
& =\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}}\left(f\left(S\left(t \wedge t_{i+1}\right)\right)-f\left(S\left(t \wedge t_{i}\right)\right)-\cdots\right. \\
& \left.\quad-\frac{f^{(m)}\left(S\left(t \wedge t_{i}\right)\right)}{m!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{n}\right) \\
& \quad+\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \sum_{j=1}^{m} \frac{f^{(j)}\left(S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{j} \\
& =\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t \wedge t_{i}\right)\right)\right)\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} d r+L^{n}
\end{aligned}
$$

where $L^{n}=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \sum_{j=1}^{m} \frac{f^{(j)}\left(S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{j}$. Our aim is to estimate the limit of the quantity
$R^{n}:=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t \wedge t_{i}\right)\right)\right)\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} d r$,
and show this quantity converges to 0 so our result holds. In order to obtain an estimate, we divided the partitions into three parts: $C_{\epsilon}^{n}=\left\{\left[t_{i}, t_{i+1}\right] \in \pi_{n}: \mid S(t \wedge\right.$ $\left.t_{i}\right)-k \mid \leq \epsilon$ for some $\left.k \in \Gamma_{f}^{c}\right\}, C_{1, \epsilon}^{n}=\left\{\left[t_{i}, t_{i+1}\right] \in \pi_{n} \backslash C_{\epsilon}^{n}: S\left(t \wedge t_{i}\right) \leq S\left(t \wedge t_{i+1}\right)\right\}$ and $C_{2, \epsilon}^{n}=\left\{\left[t_{i}, t_{i+1}\right] \in \pi_{n} \backslash C_{\epsilon}^{n}: S\left(t \wedge t_{i+1}\right)<S\left(t \wedge t_{i}\right)\right\}$ for arbitrary $\epsilon>0$.
(1) On $C_{\epsilon}^{n}$ : Denote

$$
R_{\epsilon}^{n}:=\sum_{\left[t_{i}, t_{i+1}\right] \in C_{\epsilon}^{n}} \frac{1}{\Gamma(m)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t \wedge t_{i}\right)\right)\right)\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} d r
$$

By Hölder continuity of $f$ and continuity of $S$, there exists a constant $M>0$ such that

$$
\begin{aligned}
\left|R_{\epsilon}^{n}\right| & \leq \sum_{\left[t_{i}, t_{i+1}\right] \in C_{\epsilon}^{n}} M\left|S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right|^{p} \\
& \leq \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} M g_{\epsilon}\left(S\left(t \wedge t_{i}\right)\right)\left|S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right|^{p}
\end{aligned}
$$

For example $M=\frac{\Gamma(p-m+1)\|f\|_{C p}}{\Gamma(p+1)}$. Here $g_{\epsilon}$ is a continuous function taking value 1 on $[k-\epsilon, k+\epsilon]$ for each $k \in \Gamma_{f}^{c}$ and value 0 outside of $\cup_{k \in \Gamma_{f}^{c}}[k-2 \epsilon, k+$ $2 \epsilon]$ with $\left\|g_{\epsilon}\right\|_{\infty} \leq 1$. When $\epsilon$ is small enough, we may assume $[k-2 \epsilon, k+2 \epsilon]$ are disjoint. Then by definition of the $p$ th order variation, we see that

$$
\limsup _{n \rightarrow \infty}\left|R_{\epsilon}^{n}\right| \leq \int_{0}^{t} M g_{\epsilon}(S(r)) d[S]^{p}(r)
$$

Letting $\epsilon \rightarrow 0$, we obtain from Assumption 2.1 that

$$
\lim _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty}\left|R_{\epsilon}^{n}\right| \leq \sum_{k \in \Gamma_{f}^{c}} \int_{0}^{t} M 1_{\{S(r)=k\}} d[S]^{p}(r)=0
$$

(2) Outside $C_{\epsilon}^{n}$ : Since $S \in V^{p}(\pi)$, there exists $N_{\epsilon} \in \mathbb{N}$ such that for all $n>N_{\epsilon}$, we have for all $\left[t_{i}, t_{i+1}\right] \in \pi_{n}$

$$
\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right| \leq \frac{\epsilon}{2}
$$

Thus for $\left[t_{i}, t_{i+1}\right] \notin C_{\epsilon}^{n}$, we have $\left(S\left(t_{i+1}\right)-k\right)\left(S\left(t_{i}\right)-k\right)>0$ for all $k \in \Gamma_{f}^{c}$ and $S\left(t_{i}\right), S\left(t_{i+1}\right)$ is away from $\Gamma_{f}^{c}$ with at least $\frac{\epsilon}{2}$ distance, which means we have the following estimate

$$
\begin{equation*}
\left|C_{a_{1}^{+}}^{p} f\left(b_{1}\right)-C_{a_{2}^{+}}^{p} f\left(b_{2}\right)\right| \leq \omega_{\epsilon}\left(\sqrt{\left(a_{1}-a_{2}\right)^{2}+\left(b_{1}-b_{2}\right)^{2}}\right) \tag{6}
\end{equation*}
$$

for some modulus of continuity $\omega_{\epsilon}, a_{1}, a_{2}, b_{1}, b_{2} \in\left[S\left(t_{i}\right), S\left(t_{i+1}\right)\right]$ or [ $S\left(t_{i+1}\right), S\left(t_{i}\right)$ ] and $a_{1} \leq b_{1}, a_{2} \leq b_{2}$ by Assumptions 2.2 and 2.3.
(3) We now consider the set $C_{1, \epsilon}^{n}$. Let $\alpha=p-m$ and denote

$$
R_{1, \epsilon}^{n}:=\sum_{\left[t_{i}, t_{i+1}\right] \in C_{1, \epsilon}^{n}} \frac{1}{\Gamma(m)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t \wedge t_{i}\right)\right)\right)\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} d r
$$

We have by Proposition 1.10

$$
\begin{aligned}
R_{1, \epsilon}^{n} & =\sum_{\left[t_{i}, t_{i+1}\right] \in C_{1, \epsilon}^{n}} \frac{1}{\Gamma(m)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} \frac{1}{\Gamma(\alpha)} \int_{S_{t \wedge t_{i}}}^{r} \frac{C_{S\left(t \wedge t_{i}\right)}^{p} f(s)}{(r-s)^{1-\alpha}} d s d r \\
& =\sum_{\left[t_{i}, t_{i+1}\right] \in C_{1, \epsilon}^{n},} \frac{1}{\Gamma(m) \Gamma(\alpha)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)} \int_{s}^{S_{t \wedge t_{i+1}}}\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} \frac{C_{S\left(t \wedge t_{i}\right)^{+}}^{p} f(s)}{(r-s)^{1-\alpha}} d r d s \\
& =\sum_{\left[t_{i}, t_{i+1}\right] \in C_{1, \epsilon}^{n}} \frac{1}{\Gamma(p)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(S\left(t \wedge t_{i+1}\right)-s\right)^{p-1} C_{S\left(t \wedge t_{i}+\right.}^{p} f(s) d s .
\end{aligned}
$$

As $S\left(t_{i}\right) \in \Gamma_{f}$ by Lemma 2.4 we have $f^{(p+)}\left(S\left(t_{i}\right)\right)=C_{S\left(t_{i}\right)^{+}}^{p} f\left(S\left(t_{i}\right)\right)=0$. Then by inequality (6) we have

$$
\begin{aligned}
& \left|\int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(S\left(t \wedge t_{i+1}\right)-s\right)^{p-1} C_{S\left(t \wedge t_{i}\right)}^{p} f(s) d s\right| \\
& \quad \leq \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(S\left(t \wedge t_{i+1}\right)-s\right)^{p-1} \omega_{\epsilon}\left(s-S\left(t \wedge t_{i}\right)\right) d s \\
& \quad \leq \frac{1}{p} \omega_{\epsilon}\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p} .
\end{aligned}
$$

Thus we obtain

$$
\left|R_{1, \epsilon}^{n}\right| \leq \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{\omega_{\epsilon}\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)}{\Gamma(p+1)}\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p} .
$$

Since $\operatorname{osc}\left(S, \pi_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, we have $\lim _{n \rightarrow \infty}\left|R_{1, \epsilon}^{n}\right|=0$.
(4) On the set $C_{2, \epsilon}^{n}$ : Denote

$$
R_{2, \epsilon}^{n}=\sum_{\left[t_{i}, t_{i+1}\right] \in C_{2, \epsilon}^{n}} \frac{1}{\Gamma(m)} \int_{S\left(t \wedge t_{i}\right)}^{S\left(t \wedge t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t \wedge t_{i}\right)\right)\right)\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} d r
$$

By Proposition 1.10 $R_{2, \epsilon}^{n}$ can be expressed as

$$
\sum_{\left[t_{i}, t_{i+1}\right] \in C_{2, \epsilon}} \frac{1}{\Gamma(m) \Gamma(\alpha)} \int_{S\left(t \wedge t_{i+1}\right)}^{S\left(t \wedge t_{i}\right)} \int_{S\left(t \wedge t_{i+1}\right)}^{s}\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} \frac{C_{r+}^{p} f(s)}{\left(S\left(t \wedge t_{i}\right)-s\right)^{1-\alpha}} d r d s
$$

Again by inequality (6), we will have

$$
\begin{aligned}
\left|C_{r+}^{p} f(s)\right| & \leq \omega_{\epsilon}\left(\sqrt{\left(r-S\left(t \wedge t_{i+1}\right)\right)^{2}+\left(s-S\left(t \wedge t_{i+1}\right)\right)^{2}}\right) \\
& \leq \omega_{\epsilon}\left(\sqrt{2}\left|S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right|\right)
\end{aligned}
$$

Hence, we can obtain the estimate

$$
\begin{aligned}
& \left|\int_{S\left(t \wedge t_{i+1}\right)}^{S_{t \wedge t_{i}}} \int_{S\left(t \wedge t_{i+1}\right)}^{s}\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} \frac{C_{r+}^{p} f(s)}{\left(S\left(t \wedge t_{i}\right)-s\right)^{1-\alpha}} d r d s\right| \\
& \quad \leq \int_{S\left(t \wedge t_{i+1}\right)}^{S_{t \wedge t_{i}}} \int_{S\left(t \wedge t_{i+1}\right)}^{s}\left(S\left(t \wedge t_{i+1}\right)-r\right)^{m-1} \frac{\omega_{\epsilon}\left(\sqrt{2}\left|S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right|\right)}{\left(S\left(t \wedge t_{i}\right)-s\right)^{1-\alpha}} d r d s \\
& \quad \leq \frac{1}{m \alpha} \omega_{\epsilon}\left(\sqrt{2}\left|S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right|\right)\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p} .
\end{aligned}
$$

Thus we obtain that $\lim _{n \rightarrow \infty}\left|R_{2, \epsilon}^{n}\right|=0$.
Thus, we have $R^{n}=R_{\epsilon}^{n}+R_{1, \epsilon}^{n}+R_{2, \epsilon}^{n}$ and

$$
\lim _{n \rightarrow \infty}\left|R^{n}\right| \leq \lim _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty}\left|R_{\epsilon}^{n}\right|+\left|R_{1, \epsilon}^{n}\right|+\left|R_{2, \epsilon^{n}}\right|=0 .
$$

Hence we see $\lim _{n \rightarrow \infty} L^{n}$ exists and we denote it as $\int_{0}^{t}(f(S(u))) d S(u)$, which gives the result.

Remark 2.7. We cannot expect the Itô formula in the fractional case to have the same form as in the integer case, i.e., there might be no Itô term in the fractional case even if Assumption 2.1 does not hold. For Example 2.5, we can show that for $2<p<3$ and $f(x)=|x|^{p}$, the Itô term still vanishes even though we have

$$
\int_{0}^{1} f^{(p+)}(S(t)) d[S]^{p}(t)=\frac{1}{\Gamma(p+1)} \int_{0}^{1} \mathbf{1}_{\{S(t)=0\}} d c(t)=\frac{c(1)-c(0)}{\Gamma(p+1)}=\frac{1}{\Gamma(p+1)}
$$

since $\{S(t)=0\}=C$ is the support of the function $c$. In this case, we will show that

$$
0=f(S(1))-f(S(0))=\int_{0}^{1} f^{\prime}(S(u)) d S(u)
$$

In fact, we will need to calculate

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} f^{\prime}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)+\frac{1}{2} f^{\prime \prime}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)^{2},
$$

which is in fact the 'rough integral' of $f^{\prime}$ along the reduced order- $p$ Itô rough path associated with $S$ [11]. Splitting the terms across each $I_{j}^{i}$ we have

$$
\begin{aligned}
& \sum_{k=0}^{k_{n}-1} p\left(S\left(t_{j, n}^{i, k}\right)\right)^{p-1} \frac{1}{k_{n}} 2^{-\frac{i}{p}}-\sum_{k=k_{n}}^{2 k_{n}-1} p\left(S\left(t_{j, n}^{i, k}\right)\right)^{p-1} \frac{1}{k_{n}} 2^{-\frac{i}{p}} \\
& \quad=-p\left(S\left(t_{j, n}^{i, k_{n}}\right)\right)^{p-1} \frac{1}{k_{n}} 2^{-\frac{i}{p}}=-p \cdot\left(2^{-\frac{i}{p}}\right)^{p-1} \cdot \frac{2^{-\frac{i}{p}}}{k_{n}}
\end{aligned}
$$

Thus

$$
\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} f^{\prime}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)=\sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}}-p \cdot \frac{2^{-i}}{k_{n}}=-\frac{n p}{2 k_{n}} .
$$

Now we consider the term involving the second derivative. On $I_{j}^{i}$, we have

$$
\begin{aligned}
& \sum_{\left[t_{j, n}^{i, k}, t_{j, n}^{, k+1}\right] \in \pi_{j, n}^{i}} \frac{1}{2} f^{\prime \prime}\left(S\left(t_{j, n}^{i, k}\right)\right)\left(S\left(t_{j, n}^{i, k+1}\right)-S\left(t_{j, n}^{i, k}\right)\right)^{2} \\
& = \\
& =\sum_{\left[t_{j, n}^{i, k}, t_{j, n}^{, k+1}\right] \in \pi_{j, n}^{i}} \frac{p(p-1)}{2}\left(S\left(t_{j, n}^{i, k}\right)\right)^{p-2} \frac{2^{-\frac{2 i}{p}}}{k_{n}^{2}} \\
& = \\
& =\frac{1}{2}\left(\sum_{k=0}^{k_{n}-1} p(p-1) k^{p-2} \frac{2^{-i}}{k_{n}^{p}}+\sum_{k=1}^{k_{n}} p(p-1) k^{p-2} \frac{2^{-i}}{k_{n}^{p}}\right)
\end{aligned}
$$

Summing the second-order terms over $\pi_{n}$ we obtain:

$$
\frac{n p(p-1)}{4} \frac{2 \sum_{k=1}^{k_{n}} k^{p-2}-k_{n}^{p-2}}{k_{n}^{p}}
$$

Adding together the first-order term $-\frac{n p}{2 k_{n}}$, we need to calculate

$$
\lim _{n \rightarrow \infty} \frac{n p}{4}\left((p-1) \frac{2 \sum_{k=1}^{k_{n}} k^{p-2}-k_{n}^{p-2}}{k_{n}^{p}}-\frac{2}{k_{n}}\right) .
$$

We thus observe that

$$
\lim _{n \rightarrow \infty} \frac{n p}{4}(p-1) \frac{1}{k_{n}^{2}}=\lim _{n \rightarrow \infty} \frac{n p}{4}(p-1) \frac{1}{n^{\frac{2}{p-1}}} .
$$

Since $\frac{2}{p-1}>1$ this implies

$$
\lim _{n \rightarrow \infty} \frac{n p}{4}(p-1) \frac{1}{k_{n}^{2}}=0 .
$$

Hence it remains to consider

$$
\lim _{n \rightarrow \infty} \frac{n p}{2}\left((p-1) \frac{\sum_{k=1}^{k_{n}} k^{p-2}}{k_{n}^{p}}-\frac{1}{k_{n}}\right)
$$

Using the inequality

$$
\frac{k_{n}^{p-1}}{p-1}=\int_{0}^{k_{n}} x^{p-2} d x \leq \sum_{k=1}^{k_{n}} k^{p-2} \leq \int_{1}^{k_{n}+1} x^{p-2} d x=\frac{\left(k_{n}+1\right)^{p-1}-1}{p-1}
$$

we obtain first

$$
\lim _{n \rightarrow \infty} \frac{n p}{2}\left((p-1) \frac{\sum_{k=1}^{k_{n}} k^{p-2}}{k_{n}^{p}}-\frac{1}{k_{n}}\right) \geq \lim _{n \rightarrow \infty} \frac{n p}{2}\left((p-1) \frac{k_{n}^{p-1}}{(p-1) k_{n}^{p}}-\frac{1}{k_{n}}\right)=0
$$

and second
(7) $\lim _{n \rightarrow \infty} \frac{n p}{2}\left((p-1) \frac{\sum_{k=1}^{k_{n}} k^{p-2}}{k_{n}^{p}}-\frac{1}{k_{n}}\right) \leq \lim _{n \rightarrow \infty} \frac{n p}{2}\left(\frac{\left(k_{n}+1\right)^{p-1}-1-k_{n}^{p-1}}{k_{n}^{p}}\right)$.

Noting that $\lim _{n \rightarrow \infty} n k_{n}^{1-p}=1$ and $k_{n} \rightarrow \infty$, we see the right-hand side of inequality (7) equals to

$$
\lim _{k_{n} \rightarrow \infty} p \frac{k_{n}^{p-1}}{2}\left(\frac{\left(k_{n}+1\right)^{p-1}-1-k_{n}^{p-1}}{k_{n}^{p}}\right)=\frac{p}{2} \lim _{x \rightarrow \infty} \frac{(x+1)^{p-1}-1-x^{p-1}}{x} .
$$

By L'Hôpital's rule, above limit equals to

$$
\begin{aligned}
\lim _{x \rightarrow \infty} & \frac{p(p-1)}{2}\left((x+1)^{p-2}-x^{p-2}\right) \\
& =\frac{p(p-1)}{2} \lim _{x \rightarrow \infty} x^{p-2}\left(\left(1+\frac{1}{x}\right)^{p-2}-1\right)=\frac{p(p-1)}{2} \lim _{x \rightarrow \infty} x^{p-2} \frac{p-2}{x}=0
\end{aligned}
$$

since $p-2<1$. Thus in this case we see the remainder term is zero, which is different from the integer case. Hence we see that the pathwise change of variable formula in Theorem 2.6 may hold even if Assumption 2.1 does not hold.

We now give an example of path with the same $p$ th variation as above but leading to a nonzero remainder term in the change of variable formula.

Example 2.8. Define the intervals $I_{j}^{i}$ as in (5). Then we define $\left.S\right|_{I_{j}^{i}}$ by induction on $i$. Let $g(t)=2 \min \{t, 1-t\}$ on $[0,1]$ and 0 otherwise. For $a<b$, we define $g(t,[a, b])=g\left(\frac{t-a}{b-a}\right)$.

First for $i=1$, we divide the interval $I_{j}^{i}$ into $r_{i}$ smaller intervals $I_{j, k}^{i}, k=1, \cdots, r_{i}$ such that $\left|I_{j, k}^{i}\right|=\frac{\left|I_{j}^{i}\right|}{r_{i}}$ and two of each are nonintersecting. On each interval $I_{j, k}^{i}$, we define $S(t)=2^{-i} g\left(t, I_{j, k}^{i}\right)$ for $k=1, \cdots, r_{i}, j=1, \cdots, 2^{i-1}$. In other words, $S$ is defined as the limit

$$
S(t)=\sum_{i=1}^{\infty} \sum_{j=1}^{2^{i-1}} \sum_{k=1}^{r_{i}} 2^{-i} g\left(t, I_{j, k}^{i}\right) .
$$

Let $\pi_{n}=\left(\tau_{l}^{n}\right)$ be the dyadic Lebesgue partition associated with $S$ :

$$
\tau_{0}^{n}=0, \quad \tau_{l+1}^{n}=\inf \left\{t>\tau_{l}^{n},\left|S(t)-S\left(\tau_{l}^{n}\right)\right|>2^{-n}\right\} .
$$

Hence, we have the calculation

$$
\begin{aligned}
{[S]^{p}(1) } & =\lim _{n \rightarrow \infty} \sum_{\pi_{n}}\left|S\left(\tau_{l+1}^{n}\right)-S\left(\tau_{l}^{n}\right)\right|^{p}=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}} \sum_{k=1}^{r_{i}} 2 \times 2^{-n p} \times 2^{n-i} \\
& =\lim _{n \rightarrow \infty} \sum_{i=1}^{n} r_{i} 2^{-n p+n}
\end{aligned}
$$

By choosing

$$
r_{i}=\left\lfloor 2^{(i-1)(p-1)}\left(2^{p-1}-1\right)\right\rfloor,
$$

so that

$$
1=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} r_{i} 2^{-n p+n}
$$

together with similar to what was discussed in Remark 2.7 we have $[S]^{p}(t)=c(t)$, the Cantor function. Let $f(x)=|x|^{p}, 2<p<\frac{5}{2}$ and $T=1$, we are going to calculate the Itô remainder term for $f(S(1))-f(S(0))$. We calculate the limit

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} p\left(S\left(t_{i}\right)\right)^{p-1}\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)+\frac{p(p-1)}{2}\left(S\left(t_{i}\right)\right)^{p-2}\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)^{2} \\
& \quad=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}} r_{i}\left(-p 2^{-n}\left(2^{-i}\right)^{p-1}+\frac{p(p-1)}{2} 2^{-2 n} c_{n}^{i}\right),
\end{aligned}
$$

where

$$
c_{n}^{i}=2 \sum_{k=1}^{2^{n-i}-1} 2^{-n(p-2)} k^{p-2}+2^{-n(p-2)}\left(2^{n-i}\right)^{p-2} .
$$

We see directly

$$
c_{n}^{i}<2^{1-n(p-2)} \int_{0}^{2^{n-i}} x^{p-2} d x+2^{-n(p-2)}\left(2^{n-i}\right)^{p-2}
$$

Thus,

$$
\frac{p(p-1)}{2} 2^{-2 n} c_{n}^{i}<p 2^{-n-i p+i}+\frac{p(p-1)}{2} 2^{-n p+(n-i)(p-2)} .
$$

This leads to

$$
\begin{aligned}
& \sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}} r_{i}\left(-p 2^{-n}\left(2^{-i}\right)^{p-1}+\frac{p(p-1)}{2} 2^{-2 n} c_{n}^{i}\right) \\
& \quad<\sum_{i=1}^{n-1} 2^{i-1} r_{i}\left(\frac{p(p-1)}{2} 2^{-2 n-i p+2 i}\right)+2^{n-1} r_{n}\left(-p 2^{-n p}+\frac{p(p-1)}{2} 2^{-n p}\right) \\
& \quad<\sum_{i=1}^{n-1} 2^{-p}\left(2^{p-1}-1\right)\left(\frac{p(p-1)}{2} 2^{-2 n+2 i}\right)+2^{-p}\left(2^{p-1}-1\right)\left(-p+\frac{p(p-1)}{2}\right) \\
& \quad=p 2^{-p}\left(2^{p-1}-1\right)\left(\frac{p-1}{2} \frac{1-\left(\frac{1}{4}\right)^{n-1}}{3}+-1+\frac{p-1}{2}\right) .
\end{aligned}
$$

Let $n \rightarrow \infty$, we have

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}} r_{i}\left(-p 2^{-n}\left(2^{-i}\right)^{p-1}+\frac{p(p-1)}{2} 2^{-2 n} c_{n}^{i}\right) \leq p 2^{-p}\left(2^{p-1}-1\right)\left(\frac{2(p-1)}{3}-1\right) .
$$

So if $2<p<\frac{5}{2}$, then $\frac{2(p-1)}{3}-1<0$ and

$$
\int_{0}^{1} f^{\prime}(S(t)) d S(t)<0
$$

The equality $f(S(1))-f(S(0))=0$ shows there should be a nonzero remainder.
However, in this case, we still have

$$
\int_{0}^{1} \mathbf{1}_{\{S(t)=0\}} d[S]_{\pi}^{p}(t)=1 .
$$

So Assumption 2.1 is not satisfied.

In fact, we can provide a formula for the Itô remainder term for this path and function $f=|x|^{p}$. Take $T=1, m=\lfloor p\rfloor$ and $\alpha=p-m$. Let

$$
G_{f}^{p}(a, b)=\frac{1}{(m-1)!|b-a|^{p}} \int_{a}^{b}\left(f^{(m)}(x)-f^{(m)}(a)\right)(b-x)^{m-1} d x
$$

for $a \neq b$ and take the limit value whenever it exists for $a=b$. For the function $f(x)=|x|^{p}$, we can see $G_{f}^{p}$ is defined on $\mathbb{R}^{2} /\{(0,0)\}$ and for $k>0$,

$$
G_{f}^{p}(k a, k b)=G_{f}^{p}(a, b)
$$

which suggests to consider $G_{f}^{p}$ as a function on the unit circle $S^{1}$. We define the projection map $P: \mathbb{R}^{2} /\{(0,0)\} \rightarrow S^{1}$ by $p(x)=\frac{x}{\|x\|}$ and define a sequence of measures by

$$
\tilde{\nu}_{n}:=\frac{1}{N_{n}} \sum_{i=0}^{N_{n}-1} \delta_{P\left(S\left(t_{i}\right), S\left(t_{i+1}\right)\right)}
$$

where $N_{n}$ is the number of intervals in the partition $\pi_{n}$. Furthermore, we define

$$
\hat{G}_{f}^{p}(\theta)=G_{f}^{p}(\cos (\theta), \sin (\theta))
$$

for $\theta \in[0,2 \pi)$. Since the distance between two successive points in partition $\pi_{n}$ is $2^{-n}$, the remainder term $\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} G_{f}^{p}\left(S_{t_{i+1}}, S_{t_{i}}\right)\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p}$ for the partition $\pi_{n}$ can be rewritten as

$$
N_{n} \cdot 2^{-n p} \int \hat{G}_{f}^{p}(x) \tilde{\nu}_{n}(d x)
$$

and we have $N_{n}=\sum_{i=1}^{n} \sum_{j=1}^{2^{i-1}} \sum_{k=1}^{r_{i}} 2^{n-i+1}=2^{n} \sum_{i=1}^{n} r_{i}$. Hence the remainder term is

$$
2^{n-n p} \sum_{i=1}^{n} r_{i} \int \hat{G}_{f}^{p}(x) \tilde{\nu}_{n}(d x)
$$

We have $\lim _{n \rightarrow \infty} 2^{n-n p} \sum_{i=1}^{n} r_{i}=1$. It is easy to see that if we have the weak convergence of $\tilde{\nu}_{n}$, we can obtain the limit expression.

Let us now compute the limit of the sequence $\tilde{\nu}_{n}$. Since $S\left(t_{i}\right)=k 2^{-n}$ for some positive number $k$ and $t_{i} \in \pi_{n}$, the result $\tan \left(P\left(S\left(t_{i}\right), S\left(t_{i+1}\right)\right)\right)$ will be equal to $\frac{k+1}{k}$, which means the limit $\tilde{\nu}$ will be supported on these points. And

$$
\tilde{\nu}\left(\arctan \left(\frac{k+1}{k}\right)\right)=\lim _{n \rightarrow \infty} \tilde{\nu}_{n}\left(\arctan \left(\frac{k+1}{k}\right)\right)=\frac{1}{2^{\left\lceil\log _{2}(k+1)\right\rceil p}} \frac{2^{p-1}-1}{2^{p}-1} .
$$

By symmetry, we have

$$
\tilde{\nu}\left(\arctan \left(\frac{k}{k+1}\right)\right)=\tilde{\nu}\left(\arctan \left(\frac{k+1}{k}\right)\right)=\frac{1}{2^{\left\lceil\log _{2}(k+1)\right\rceil p}} \frac{2^{p-1}-1}{2^{p}-1} .
$$

Hence we have a change of variable formula for the path $S$ defined in Example 2.8 and $f(x)=|x|^{p}$ :

$$
\begin{equation*}
f(S(1))-f(S(0))=\int_{0}^{1} f^{\prime}(S(u)) d S(u)+\int_{S^{1}} \hat{G}_{f}^{p}(x) \tilde{\nu}(d x) \tag{8}
\end{equation*}
$$

The above calculations show that the remainder term may be nonstandard when Assumption 2.1 is not satisfied.

We can give in fact a general method for calculating the remainder term for paths satisfying certain assumptions.

For a function $f$ and $p=m+\alpha$, where $m=\lfloor p\rfloor$, we consider the map $G_{f}^{p}$ : $\left\{(x, y) \in \mathbb{R}^{2}, x \neq y\right\} \mapsto \mathbb{R}$ defined by

$$
\begin{equation*}
G_{f}^{p}(a, b)=\frac{1}{(m-1)!|b-a|^{p}} \int_{a}^{b}\left(f^{(m)}(x)-f^{(m)}(a)\right)(b-x)^{m-1} d x \tag{9}
\end{equation*}
$$

If $f^{(m)}$ is continuous, it is easy to see $G_{f}^{p}$ is a continuous function on $\{(x, y) \in$ $\left.\mathbb{R}^{2}, x \neq y\right\}$.

In order to compute the remainder term in the fractional Itô formula, we 'stratify' the increments across the partition by the values of $G_{f}^{p}$, to build an auxiliary quotient space $X$ which is required to have certain properties.

Assumption 2.9 (Auxiliary quotient space). There exist a space $X$ and a map

$$
P_{f}^{p}:\left\{(x, y) \in \mathbb{R}^{2}, x \neq y\right\} \rightarrow X
$$

such that
(i) For all $x \in X$, the map $G_{f}^{p}$ defined by (9) is constant on $\left(P_{f}^{p}\right)^{-1}(x)$;
(ii) The sequence of measures on $[0, T] \times X$ defined by

$$
\nu_{n}(d t, d x):=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}}\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p} \delta_{t_{i}}(t) \delta_{P_{f}^{p}\left(S\left(t_{i}\right), S\left(t_{i+1}\right)\right)}(x)
$$

converges weakly to a measure $\nu$ on $[0, T] \times X$.
Remark 2.10. The measure $\tilde{\nu}$ in Example 2.8 is actually the measure $\nu([0,1], d x)$ on $X$ defined in Assumption 2.9) In fact, we have

$$
\tilde{\nu}_{n}(d x)=\frac{1}{[S]_{n}^{p}(1)} \nu_{n}([0,1], d x)
$$

where $[S]_{n}^{p}(1)=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}, t_{i} \leq 1}\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p}$. Letting $n \rightarrow \infty$, weak convergence implies

$$
\tilde{\nu}(d x)=\frac{1}{[S]^{p}(1)} \nu([0,1], d x)=\nu([0,1], d x)
$$

Hence Assumption 2.9 is a reasonable condition which covers Example 2.8.
Furthermore, as $S \in V_{p}(\pi)$ is equivalent to the weak convergence of

$$
\nu_{n}(d t, X)=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}}\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p} \delta_{t_{i}}(t),
$$

Assumption 2.9 is in fact stronger than the existence of $p$ th variation along the sequence $\left\{\pi_{n}\right\}$.

One can always choose $X=\mathbb{R}$ but this choice may not be the most tractable for the calculation of the remainder term.

Theorem 2.11. Let $S \in V_{p}(\pi)$ such that there exists $\left(X, P_{f}^{p}\right)$ satisfying Assumption 2.9. There exists a unique map $\hat{G}_{f}^{p}: X \rightarrow \mathbb{R}$ such that $\hat{G}_{f}^{p} \circ P_{f}^{p}=G_{f}^{p}$ and

$$
f(S(t))-f(S(0))=\int_{0}^{t} f^{\prime}(S(u)) d S(u)+\int_{0}^{t} \int_{X} \hat{G}_{f}^{p}(x) \nu(d s, d x),
$$

where $\int_{0}^{t} f^{\prime}(S(u)) d S(u)$ is defined as in Theorem 2.6.

Proof. The existence of $\hat{G}_{f}^{p}$ is given by universality of the quotient map construction. Using a Taylor expansion, we have actually

$$
\begin{aligned}
f(S(t)) & -f(S(0)) \\
= & \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}, t_{i} \leq t} \sum_{j=1}^{m} \frac{f^{(j)}\left(S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{j} \\
& +\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}, t_{i} \leq t} G_{f}^{p}\left(S\left(t \wedge t_{i}\right), S\left(t \wedge t_{i+1}\right)\right)\left|S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right|^{p} .
\end{aligned}
$$

By definition of $\nu_{n}$, we have

$$
\begin{aligned}
f(S(t))-f(S(0))= & \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}, t_{i} \leq t} \sum_{j=1}^{m} \frac{f^{(j)}\left(S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{j} \\
& +\int_{0}^{t} \int_{X} \hat{G}_{f}^{p}(x) \tilde{\nu}_{n}(d s d x)
\end{aligned}
$$

Using the weak convergence of $\nu_{n}$ in Assumption 2.9 yields the desired result.
We can see from Theorem [2.11] that when the Itô remainder term is nonzero, the formula is not in the classical form. Hence we will need more information to describe the Itô remainder term in the fractional case.

Let us go back to zero remainder case. Consider the set $\left(E^{p}\right)^{\prime}$ of all functions satisfying Assumptions 2.2 and 2.3. Then $\left(E^{p}\right)^{\prime}$ is a subset of $C^{p}(\mathbb{R})$. Let $E^{p}$ be the closure of $\left(E^{p}\right)^{\prime}$ in $C^{p}(\mathbb{R})$ equipped with the semi-norms

$$
\sup _{x \in K}\left\{f^{(k)}(x): k=0, \cdots, m\right\}+\sup _{x, y \in K}\left\{\frac{\left|f^{(m)}(y)-f^{(m)}(x)\right|}{|y-x|^{\alpha}}\right\}
$$

where $p=m+\alpha$ with $m<p<m+1$. Then we have the following theorem.
Theorem 2.12. Let $S \in V_{p}(\pi)$ satisfying Assumption 2.1 and $f \in E^{p}$. Then for any $t \in[0, T]$

$$
f(S(t))=f(S(0))+\int f^{\prime}(S(u)) d S(u)
$$

where the integral is a limit of compensated Riemann sums of order $m=\lfloor p\rfloor$ :

$$
\int f^{\prime}(S(u)) d S(u)=\lim _{n \rightarrow \infty} \sum_{t_{i} \in \pi_{n}} \sum_{j=1}^{m} \frac{f^{(j)}\left(S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{j+1}\right)-S\left(t \wedge t_{j}\right)\right)^{j}
$$

Proof. We prove the result for $t=T$ for convenience. The case $t \neq T$ can be obtained by changing all $t_{i}$ to $t \wedge t_{i}$. Suppose $f_{k} \in\left(E^{p}\right)^{\prime}$ and $f_{k} \rightarrow f$ in $C^{p}$. We have
$f(S(T))-f(S(0))=L^{n}+\sum_{t_{i} \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t_{i}\right)\right)\right)\left(S\left(t_{i+1}\right)-r\right)^{m-1} d r$.
Let $K$ be a compact set containing the path of $S([0, T])$. Since $f_{k} \rightarrow f$ in $C^{p}$, we have for every $\epsilon>0$, there exists $N>0$ and for all $k>N$,

$$
\sup _{x, y \in K} \frac{\left|\left(f^{(m)}-f_{k}^{(m)}\right)(y)-\left(f^{(m)}-f_{k}^{(m)}\right)(x)\right|}{|y-x|^{\alpha}} \leq \epsilon .
$$

Hence

$$
\begin{aligned}
& \left|\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left(\left(f^{(m)}-f_{k}^{(m)}\right)(r)-\left(f^{(m)}-f_{k}^{(m)}\right)\left(S\left(t_{i}\right)\right)\right)\left(S\left(t_{i+1}\right)-r\right)^{m-1} d r\right| \\
& \quad \leq \epsilon \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left|r-S\left(t_{i}\right)\right|^{\alpha}\left|S\left(t_{i+1}\right)-r\right|^{m-1} d r \\
& \quad \leq \epsilon \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{m!}\left|S\left(t_{i+1}\right)-S\left(t_{i}\right)\right|^{p} .
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
& \underset{n \rightarrow \infty}{\limsup }\left|\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t_{i}\right)\right)\right)\left(S\left(t_{i+1}\right)-r\right)^{m-1} d r\right| \\
& \quad \leq \limsup _{n \rightarrow \infty}\left|\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left(f_{k}^{(m)}(r)-f_{k}^{(m)}\left(S\left(t_{i}\right)\right)\right)\left(S\left(t_{i+1}\right)-r\right)^{m-1} d r\right| \\
& \quad+\frac{\epsilon}{m!}[S]^{p}(t)
\end{aligned}
$$

for all $k>N$. Since $f_{k} \in E$, we then have
$\underset{n \rightarrow \infty}{\limsup }\left|\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t_{i}\right)\right)\right)\left(S\left(t_{i+1}\right)-r\right)^{m-1} d r\right| \leq \frac{\epsilon}{m!}[S]^{p}(t)$.
Finally letting $\epsilon$ tends to 0 , we have

$$
\lim _{n \rightarrow \infty}\left|\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{\Gamma(m)} \int_{S\left(t_{i}\right)}^{S\left(t_{i+1}\right)}\left(f^{(m)}(r)-f^{(m)}\left(S\left(t_{i}\right)\right)\right)\left(S\left(t_{i+1}\right)-r\right)^{m-1} d r\right|=0
$$

Hence $L^{n}$ converges when $n$ tends to infinity and we have the desired result.
Remark 2.13. It can be seen in the proof of Theorem 2.6 that we only need

$$
\begin{equation*}
\int_{0}^{T} \mathbf{1}_{\{S(t)=k\}} d[S]_{\pi}^{p}(t)=0 \tag{10}
\end{equation*}
$$

for $k \in \Gamma_{f}^{c}$. Denote $P_{f}$ the set of paths satisfying (10) on $\Gamma_{f}^{c}$.
Given a continuous path $S \in V_{p}(\pi)$, then by Fubini's theorem, we actually have that

$$
\int_{\mathbb{R}} \int_{0}^{T} \mathbf{1}_{\{S(t)=k\}} d[S]_{\pi}^{p}(t) d k=0
$$

which means (10) is satisfied by almost all $k \in \mathbb{R}$. Hence we can consider the set $\left(E_{S}^{p}\right)^{\prime}$ of all functions $f$ such that $\Gamma_{f}$ contains all points that do not satisfy condition (10). We can then construct the closure $E_{S}^{p}$ for a given path $S$.

Example 2.14 (Examples of functions belonging to $E^{p}$ ).
(1) All functions $f \in C^{m+1}(\mathbb{R})$.
(2) The function $f(x)=|x-k|^{p}$ for some $k \in \mathbb{R}$. It can be seen in Example 1.12 that $C_{a^{+}}^{p} f(x)$ is continuous on $\{(\bar{a}, \bar{x}) \in U \times U: \bar{a} \leq \bar{x}\}$ for any compact set $U$ contained in $(k, \infty)$ or $(-\infty, k)$, which means $\Gamma_{f}=\mathbb{R} \backslash\{k\}$ and hence is a function in $E_{p}^{\prime} \subset E_{p}$.
(3) The linear combinations of $|x-k|^{p}$. For example $f(x)=\sum_{n=1}^{\infty} \frac{1}{n^{2}}\left|x-x_{n}\right|^{p}$ with $\left\{x_{n}\right\}$ an ordered set of rationals in $[0,1]$.

Remark 2.15. Smooth functions belong to $E^{p}$. Denote by $C^{p+}(\mathbb{R}) \subset E^{p}$ the completion of the smooth function under Hölder norm, i.e., the set of functions $f \in C^{p}$ such that on every compact set $K$ :

$$
\lim _{\delta \rightarrow 0} \sup _{\substack{x, y \in K \\|x-y| \leq \delta}}\left\{\frac{\left|f^{(m)}(x)-f^{(m)}(y)\right|}{|x-y|^{\alpha}}\right\}=0 .
$$

Then for any $q \notin \mathbb{N}>p$, we have $E^{q} \subset C^{q} \subset C^{p+} \subset E_{S}$ for any path $S \in$ $V_{p}(\pi) \cap C([0, T], \mathbb{R})$.

Example 2.16 (Example for $P_{f}$ with $\left.f(x)=|x|^{p}\right)$. Let $B^{H}$ be a fractional Brownian motion with Hurst index $H$ on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $p=1 / H$. Then

$$
\mathbb{E}\left[\int_{0}^{T} \mathbf{1}_{\left\{B^{H}(t)=0\right\}} d t\right]=0 \quad \text { so } \quad \mathbb{P}\left(B^{H} \in P_{f}^{p}\right)=1
$$

Remark 2.17 (Time-dependent case). Along the lines of the proofs of Theorems 2.6 and 2.12, we can generalize these formulas to the time-dependent case with a modified definition of the set $\Gamma_{f}$. For $f \in C^{1, p}([0, T] \times \mathbb{R})$, define the open set

$$
\Gamma_{f}=\{(t, x) \in[0, T] \times \mathbb{R}: \exists \text { open set } U \ni(t, x)
$$

$$
\text { such that } \left.C_{a+}^{p} f(s, b) \text { is continuous on } U \tilde{\times} U\right\}
$$

where $U \tilde{\times} U=\{(s, a, b):(s, a),(s, b) \in U, a \leq b\}$. Then under the assumption

$$
\int_{0}^{T} \mathbf{1}_{\left\{(t, S(t)) \notin \Gamma_{f}\right\}} d[S]_{\pi}^{p}(t)=0,
$$

we have the change of variable formula

$$
f(t, S(t))-f(0, S(0))=\int_{0}^{t} \partial_{t} f(u, S(u)) d u+\int_{0}^{t} D_{x} f(u, S(u)) d S(u)
$$

where $m=\lfloor p\rfloor$ and

$$
\int_{0}^{t} D_{x} f(u, S(u)) d S(u)=\lim _{n \rightarrow \infty} \sum_{t_{i} \in \pi_{n}} \sum_{j=1}^{m} \frac{f^{(j)}\left(t \wedge t_{i}, S\left(t \wedge t_{i}\right)\right)}{j!}\left(S\left(t \wedge t_{i+1}\right)-S\left(t \wedge t_{i}\right)\right)^{j}
$$

Remark 2.18. Our argument also applies to the integer case. For example, when $p=2$, we have $m=\lfloor p\rfloor=2$. For any function $f \in C^{2}, \Gamma_{f}=\mathbb{R}$. Hence we have

$$
\int_{0}^{T} \mathbf{1}_{\left\{S(t) \in \Gamma_{f}^{c}\right\}} d[S]_{\pi}^{p}=0
$$

Thus we have the result

$$
f(S(t))-f(S(0))=\int_{0}^{t} f^{\prime}(S(u)) d S(u)
$$

where

$$
\begin{aligned}
\int_{0}^{t} f^{\prime}(S(u)) d S(u):= & \lim _{n \rightarrow \infty} \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} f^{\prime}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right) \\
& +\frac{1}{2} f^{\prime \prime}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)^{2}
\end{aligned}
$$

However, by changing the definition of $\int_{0}^{t} f^{\prime}(S(u)) d S(u)$ to

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} f^{\prime}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right),
$$

we recover the result in [15]. Similarly, for even integers $p$, a slight change of definition of $\int_{0}^{t} f^{\prime}(S(u)) d S(u)$ recovers the result in [11. Additionally, we can also explore the odd integer by our argument. A similar change of definition of $\int_{0}^{t} f^{\prime}(S(u)) d S(u)$ gives the remainder term

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} \frac{1}{p!} f^{(p)}\left(S\left(t_{i}\right)\right)\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)^{p}
$$

The condition $S \in V_{p}(\pi)$ means that this expression converges absolutely. However, as indicated in the appendix in [11, the limit would be typically zero.
2.2. Extension to path-dependent functionals and $\phi$-variation. The above results may be extended to path functionals using the Dupire derivative [14] and the associated nonanticipative functional calculus [6, 7, 9, 10]. We recall here some concepts from the nonanticipative functional calculus [6, 7, 10].

Denote by $S_{t}(s)=S(s \wedge t)$ the path stopped at $t$. We consider the space $D([0, T], \mathbb{R})$ of càdlàg paths from $[0, T]$ to $\mathbb{R}$. Let

$$
\Lambda_{T}=\left\{\left(t, \omega_{t}\right):(t, \omega) \in[0, T] \times D([0, T], \mathbb{R})\right\}
$$

be the space of stopped paths. This is a complete metric space equipped with

$$
d_{\infty}\left((t, \omega),\left(t^{\prime}, \omega^{\prime}\right)\right):=\sup _{s \in[0, T]}\left|\omega(s \wedge t)-\omega^{\prime}\left(s \wedge t^{\prime}\right)\right|+\left|t-t^{\prime}\right|
$$

We will also need to stop paths 'right before' a given time, and set for $t>0$

$$
\omega_{t-}(s):=\left\{\begin{array}{cl}
\omega(s), & s<t \\
\lim _{r \uparrow t} \omega(r), & s \geq t
\end{array}\right.
$$

while $\omega_{0-}=\omega_{0}$.
Definition 2.19. A nonanticipative functional is a map $F: \Lambda_{T} \rightarrow \mathbb{R}$. Let $F$ be a nonanticipative functional.

- We write $F \in \mathbb{C}_{l}^{0,0}$ if for all $t \in[0, T]$ the map $F(t, \cdot): D([0, T], \mathbb{R}) \rightarrow \mathbb{R}$ is continuous and if for all $(t, \omega) \in \Lambda_{T}$ and all $\epsilon>0$, there exists $\delta>0$ such that for all $\left(t^{\prime}, \omega^{\prime}\right) \in \Lambda_{T}$ with $t^{\prime}<t$ and $d_{\infty}\left((t, \omega),\left(t^{\prime}, \omega^{\prime}\right)\right)<\delta$, we have $\left|F(t, \omega)-F\left(t^{\prime}, \omega^{\prime}\right)\right|<\epsilon$.
- We write $F \in \mathbb{B}\left(\Lambda_{T}\right)$ if for every $t_{0} \in[0, T)$ and every $K>0$ there exists $C_{K, t_{0}}>0$ such that for all $t \in\left[0, t_{0}\right]$ and all $\omega \in D([0, T], \mathbb{R})$ with $\sup _{s \in[0, t]}|\omega(s)| \leq K$, we have $|F(t, \omega)| \leq C_{K, t_{0}}$.
- $F$ is horizontally differentiable at $(t, \omega) \in \Lambda_{T}$ if its horizontal derivative

$$
\mathcal{D} F(t, \omega):=\lim _{h \downarrow 0} \frac{F\left(t+h, \omega_{t}\right)-F\left(t, \omega_{t}\right)}{h}
$$

exists. If it exists for all $(t, \omega) \in \Lambda_{T}$, then $\mathcal{D} F$ is a nonanticipative functional.

- $F$ is vertically differentiable at $(t, \omega) \in \Lambda_{T}$ if its vertical derivative

$$
\nabla_{\omega} F(t, \omega):=\lim _{h \rightarrow 0} \frac{F\left(t, \omega_{t}+h \mathbf{1}_{[t, T]}\right)-F\left(t, \omega_{t}\right)}{h}
$$

exists. If it exists for all $(t, \omega) \in \Lambda_{T}$, then $\nabla_{\omega} F$ is a nonanticipative functional. In particular, we define recursively $\nabla_{\omega}^{k+1} F:=\nabla \nabla_{\omega}^{k} F$ whenever this is well-defined.

- For $p \in \mathbb{N}_{0}$, we say that $F \in \mathbb{C}_{b}^{1, p}\left(\Lambda_{T}\right)$ if $F$ is horizontally differentiable and $p$ times vertically differentiable in every $(t, \omega) \in \Lambda_{T}$, and if $F, \mathcal{D} F, \nabla_{\omega}^{k} F \in$ $\mathbb{C}_{l}^{0,0}\left(\Lambda_{T}\right) \cap \mathbb{B}\left(\Lambda_{T}\right)$ for $k=1, \cdots, p$.

There is no straightforward extension of fractional Caputo derivative for nonanticipative functional. We choose an alternative approach to obtain extension of our change of variable formulas to the path-dependent case.

Definition 2.20 (Vertical Hölder continuity). Let $0<\alpha<1$.

- $F$ is vertically $\alpha$-Hölder continuous on $E \subset \Lambda_{T}$ if

$$
L:=\lim _{\epsilon \rightarrow 0} \sup _{(t, \omega) \in E} \sup _{|h| \leq \epsilon} \frac{\left|F\left(t, \omega_{t}+h \mathbf{1}_{[t, T]}\right)-F\left(t, \omega_{t}\right)\right|}{|h|^{\alpha}}<\infty .
$$

We call $L$ the vertical Hölder coefficient of $F$ over $E$, and we denote $F \in$ $\mathbb{C}^{0, \alpha}(E)$.

- Let $E_{n}=\{(t, \omega) \in \Lambda: d((t, \omega),(0,0))<n\}$. $F$ is locally vertically $\alpha-$ Hölder continuous on $E \subset \Lambda_{T}$ if $F$ is vertically $\alpha$-Hölder continuous on $E_{n}$ for each $n$. We denote $F \in \mathbb{C}_{\text {loc }}^{0, \alpha}(E)$.
- For $m<p<m+1$, we say $F \in \mathbb{C}_{l o c}^{0, p}$ if $\nabla_{\omega}^{m} F \in \mathbb{C}_{l o c}^{0, p-m}$. For $E \subset \Lambda_{T}$, we say $F \in \mathbb{C}^{0, p}(E)$ if $\nabla_{\omega}^{m} F \in \mathbb{C}^{0, p-m}(E)$.

We now give assumptions on the functional $F \in \mathbb{C}_{b}^{1, m} \cap \mathbb{C}_{l o c}^{0, p}$, where $m=\lfloor p\rfloor$.
Assumption 2.21. There exists a sequence of continuous functions $g_{k} \in \mathbb{C}\left(\Lambda_{T}, \mathbb{R}\right)$ with support $E_{k}:=\operatorname{supp}\left(g_{k}\right)$ such that
(1) $E_{k+1} \subset E_{k},\left.g_{k}\right|_{E_{k+1}}=1, g_{k} \leq 1$ and $F \in \mathbb{C}_{l o c}^{0, p}\left(\Lambda_{T} \backslash E_{k}\right)$ for each $k$ with vertical Hölder coefficient $L=0$.
(2) There exists a bounded function $g$ on $\Lambda_{T}$ such that $g_{k} \rightarrow g$ pointwise and

$$
\int_{0}^{T} g\left(\left(t, S_{t}\right)\right) d[S]_{t}^{p}=0
$$

Define the piecewise-constant approximation $S^{n}$ to $S$ along the partition $\pi_{n}$ :

$$
S^{n}(t):=\sum_{\left[t_{i}, t_{i+1}\right] \in \pi_{n}} S\left(t_{j+1}\right) \mathbf{1}_{\left[t_{j}, t_{j+1}\right)}(t)+S(T) \mathbf{1}_{\{T\}}(t) .
$$

Then $\lim _{n \rightarrow \infty}\left\|S^{n}-S\right\|_{\infty}=0$ whenever $\operatorname{osc}\left(S, \pi_{n}\right) \rightarrow 0$.

Theorem 2.22. Let $p \notin \mathbb{N}, m=\lfloor p\rfloor$ and $S \in V_{p}(\pi)$. If $F \in \mathbb{C}_{b}^{1, m} \cap \mathbb{C}_{\text {loc }}^{0, p}$ satisfies Assumption 2.21 then the limit

$$
\int_{0}^{T} \nabla_{\omega} F\left(t, S_{t-}\right) d^{\pi} S(t):=\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \pi_{n}} \sum_{k=1}^{m} \frac{1}{k!} \nabla_{\omega}^{k} F\left(t_{j}, S_{t_{j}-}^{n}\right)\left(S\left(t_{j+1} \wedge t\right)-S\left(t_{j} \wedge t\right)\right)^{k}
$$

exists and we have

$$
F\left(t, S_{t}\right)=F\left(0, S_{0}\right)+\int_{0}^{t} \mathcal{D} F\left(s, S_{s}\right) d s+\int_{0}^{t} \nabla_{\omega} F\left(s, S_{s}\right) d S(s)
$$

Proof. We write

$$
\begin{aligned}
F\left(t, S_{t}^{n}\right)-F\left(0, S_{0}^{n}\right)= & \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left(F\left(t_{j+1} \wedge t, S_{t_{j+1} \wedge t-}^{n}\right)-F\left(t_{j} \wedge t, S_{t_{j} \wedge t-}^{n}\right)\right) \\
& +F\left(t, S_{t}^{n}\right)-F\left(t, S_{t-}^{n}\right) \\
= & \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left(F\left(t_{j+1} \wedge t, S_{t_{j+1} \wedge t-}^{n}\right)-F\left(t_{j} \wedge t, S_{t_{j} \wedge t-}^{n}\right)\right)+o(1) .
\end{aligned}
$$

We only need to consider $j$ with $t_{j+1} \leq t$ since the remainder is $o(1)$ as $n \rightarrow \infty$ by left continuity of $F$. We split the difference into two parts:

$$
\begin{aligned}
& F\left(t_{j+1}, S_{t_{j+1}-}^{n}\right)-F\left(t_{j}, S_{t_{j}-}^{n}\right) \\
& \quad=\left(F\left(t_{j+1}, S_{t_{j+1}-}^{n}\right)-F\left(t_{j}, S_{t_{j}}^{n}\right)\right)+\left(F\left(t_{j}, S_{t_{j}}^{n}\right)-F\left(t_{j}, S_{t_{j}-}^{n}\right)\right)
\end{aligned}
$$

Now since $S_{t_{j}}^{n}=S_{t_{j+1}-}^{n}$ on $\left[0, t_{j+1}\right]$, we have

$$
F\left(t_{j+1}, S_{t_{j+1}-}^{n}\right)-F\left(t_{j}, S_{t_{j}}^{n}\right)=\int_{t_{j}}^{t_{j+1}} \mathcal{D} F\left(u, S_{t_{j}}^{n}\right) d u=\int_{t_{j}}^{t_{j+1}} \mathcal{D} F\left(u, S^{n}\right) d u
$$

since $\mathcal{D} F$ is a nonanticipative functional. Hence we have

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left(F\left(t_{j+1}, S_{t_{j+1}-}^{n}\right)-F\left(t_{j}, S_{t_{j}}^{n}\right)\right)=\int_{0}^{t} \mathcal{D} F\left(u, S_{u}\right) d u
$$

by continuity. It remains to consider the term

$$
F\left(t_{j}, S_{t_{j}}^{n}\right)-F\left(t_{j}, S_{t_{j}-}^{n}\right)=F\left(t_{j}, S_{t_{j}-}^{n, S_{t_{j}, t_{j+1}}}\right)-F\left(t_{j}, S_{t_{j}-}^{n}\right),
$$

where $S_{t_{j}, t_{j+1}}=S\left(t_{j+1}\right)-S\left(t_{j}\right)$ and $S_{t_{j}-}^{n, x}(s):=S_{t_{j}-}^{n}(s)+\mathbf{1}_{\left[t_{j}, T\right]}(s) x$. Now from Taylor's formula and definition of vertical derivative, we obtain

$$
\begin{aligned}
& F\left(t_{j}, S_{t_{j}-}^{n, S_{t_{j}, t_{j+1}}}\right)=F\left(t_{j}, S_{t_{j}-}^{n}\right)+\sum_{k=1}^{m} \frac{\nabla_{\omega}^{k} F\left(t_{j}, S_{t_{j}-}^{n}\right)}{k!}\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{k} \\
& \quad+\frac{1}{(m-1)!} \int_{0}^{S_{t_{j}, t_{j+1}}}\left(\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n, u}\right)-\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n}\right)\right)\left(S_{t_{j}, t_{j+1}}-u\right)^{m-1} d u .
\end{aligned}
$$

From the definition of $\mathbb{C}^{0, p}$, we see that there exists $M>0$ such that

$$
\left|\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n, u}\right)-\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n}\right)\right| \leq M|u|^{p-m}
$$

for each $t_{j}$ when $n$ is large enough. This shows that

$$
\begin{array}{r}
\left|\frac{1}{(m-1)!} \int_{0}^{S_{t_{j}, t_{j+1}}}\left(\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n, u}\right)-\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n}\right)\right)\left(S_{t_{j}, t_{j+1}}-u\right)^{m-1} d u\right| \\
\leq \tilde{M}\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p}
\end{array}
$$

for some constant $\tilde{M}$. Fix $k \in \mathbb{N}$, and divide the partition intervals into two parts. The first part $\pi_{n}^{1}$ contains $\left[t_{j}, t_{j+1}\right]$ such that $\left(t_{j}, S_{t_{j}-}^{n}\right) \in E_{k}$ and the second part $\pi_{n}^{2}$ contains $\left[t_{j}, t_{j+1}\right]$ such that $\left(t_{j}, S_{t_{j}-}^{n}\right) \notin E_{k}$. Then we have

$$
\begin{aligned}
& \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left|\frac{1}{(m-1)!} \int_{0}^{S_{t_{j}, t_{j+1}}}\left(\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-u}^{n, u}\right)-\nabla_{\omega}^{m} F\left(t_{j}, S_{t_{j}-}^{n}\right)\right)\left(S_{t_{j}, t_{j+1}}-u\right)^{m-1} d u\right| \\
& \quad \leq \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{1}} \tilde{M}\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p}+\sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{2}} \tilde{M} L\left(S_{t_{j}-}^{n}, o s c\left(S, \pi_{n}\right)\right)\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p}
\end{aligned}
$$

where

$$
L(\omega, \epsilon):=\sup _{|h| \leq \epsilon} \frac{\left|\nabla_{\omega}^{m} F\left(t, \omega_{t}+h \mathbf{1}_{[t, T]}\right)-\nabla_{\omega}^{m} F\left(t, \omega_{t}\right)\right|}{|h|^{p-m}}
$$

From the definition of vertical Hölder continuity, we have

$$
\lim _{\epsilon \rightarrow 0} \sup _{\omega \in E \backslash E_{k}} L(\omega, \epsilon)=0
$$

for each $k$ with $E$ a bounded subset of $\Lambda_{T}$ containing all stopped paths occurring in this proof. Hence

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{2}} \tilde{M} L\left(S_{t_{j}-}^{n}, \operatorname{osc}\left(S, \pi_{n}\right)\right)\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p}=0
$$

As for the first part, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{1}} \tilde{M}\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p} & \leq \lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \tilde{M} g_{k}\left(\left(t_{j}, S_{t_{j}-}^{n}\right)\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|^{p}\right. \\
& =\int_{o}^{t} \tilde{M} g_{k}\left(\left(t, S_{t}\right)\right) d[S]_{t}
\end{aligned}
$$

by Assumption 2.21, Letting $k$ tend to infinity yields the result.
The notion of $p$ th order variation can be extended to the more general concept of $\phi$-variation 19 for more general functions $\phi: \mathbb{R} \mapsto \mathbb{R}$ :
Definition 2.23 ( $\phi$-variation along a partition sequence). Let $\phi: \mathbb{R} \mapsto \mathbb{R}$ be an even function. A continuous path $S \in \mathbb{C}([0, T], \mathbb{R})$ is said to have a $\phi$-variation along a sequence of partitions $\pi=\left(\pi_{n}\right)_{n \geq 1}$ if $\operatorname{osc}\left(S, \pi_{n}\right) \rightarrow 0$ and the sequence of measures

$$
\mu^{n}:=\sum_{t_{i} \in \pi_{n}}\left|\phi\left(S\left(t_{i+1}\right)-S\left(t_{i}\right)\right)\right| \delta\left(\cdot-t_{i}\right)
$$

converges weakly to a measure $\mu$ without atoms. In this case we write $S \in V_{\phi}(\pi)$ and $[S]^{\phi}(t)=\mu([0, t])$ for $t \in[0, T]$, and we call $[S]^{\phi}$ the $\phi$-variation of $S$.
Remark 2.24. If we consider an expansion of $f$ of the form

$$
f(y)=f(x)+\sum_{k=1}^{m} \frac{f^{(k)}}{k!}(y-x)^{k}+g(x) \phi(y-x)+o(\phi(y-x)),
$$

then following the steps in the proof of Proposition 1.16 we can show that $g=0$ almost everywhere. Hence a regular remainder should not appear in this case.

Under the following condition on the function $f$ we can obtain an extension of Theorem 2.22 to the case of paths with finite $\phi$-variation.
Assumption 2.25. There exists a sequence of open sets $U_{i}$ such that $\bar{U}_{i+1} \subset U_{i}$ for $i=1,2, \cdots$ and $\lim _{\delta \rightarrow 0} \sup _{|x-y| \leq \delta, x, y \in K} \frac{f^{(m)}(y)-f^{(m)}(x)}{\left|\phi^{(m)}(y-x)\right|}=0$ for all compact sets $K \in \mathbb{R} \backslash U_{i}$ and, denoting $C=\cap_{i}^{\infty} \bar{U}_{i}$, we have

$$
\int_{0}^{T} \mathbf{1}_{\{S(t) \in C\}} d[S]_{\pi}^{\phi}(t)=0
$$

We state the following result without proof, the proof being similar to that of Theorem 2.22.

Theorem 2.26. Let $m \in \mathbb{N}$ and $\phi \in C^{m}\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$such that

$$
\lim _{x \rightarrow 0} \frac{\phi(x)}{x^{m}}=0, \quad \lim _{x \rightarrow 0} \frac{\phi(x)}{x^{m+1}}=\infty
$$

If $f \in C^{m}(\mathbb{R})$ is such that Assumption 2.25 is satisfied, we have

$$
f(S(t))-f(S(0))=\int_{0}^{t} f^{\prime}(S(u)) d S(u)
$$

where the integral is defined as a (pointwise) limit of compensated Riemann sums:

$$
\int_{0}^{t} f^{\prime}(S(u)) d S(u)=\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \sum_{k=1}^{m} \frac{f^{(k)}\left(S\left(t_{j}\right)\right)}{k!}\left(S\left(t_{j+1} \wedge t\right)-S\left(t_{j} \wedge t\right)\right)^{k}
$$

## 3. An ISOMETRY FORMULA FOR THE PATHWISE INTEGRAL

Ananova and Cont [1] proved a pathwise analogue of the Itô isometry for the Föllmer integral with respect to paths with finite quadratic variation. This relation was extended to $p \geq 1$ in [11. In the same flavor we derive here an isometry relation for the pathwise integral in terms of the $\phi$-variation, where $\phi: \mathbb{R} \mapsto \mathbb{R}$ is an even function satisfying the following assumptions.

## Assumption 3.1.

(1) $\phi$ is strictly increasing, continuous and $\phi(0)=0$.
(2) $\phi$ is convex on $[0, \infty)$ and $x \mapsto \log \phi(x)$ is a convex function of $\log x$ on $(0, \infty)$.
(3) For $x>0$, the limit

$$
\varphi(x):=\lim _{y \rightarrow 0} \frac{\phi(x y)}{\phi(y)}
$$

exists and the convergence is uniform on bounded sets.
(4) $\infty>p(\phi)=\sup \left\{p: \lim _{x \rightarrow 0} \frac{\phi(x)}{|x|^{p}}=0\right\}>0$.

We first introduce a generalized version of Minkowski's inequality here [23].
Lemma 3.2. If $\phi$ satisfies first two conditions in Assumption 3.1, then for any positive sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ we have

$$
\phi^{-1}\left(\sum \phi\left(a_{n}+b_{n}\right)\right) \leq \phi^{-1}\left(\sum \phi\left(a_{n}\right)\right)+\phi^{-1}\left(\sum \phi\left(b_{n}\right)\right) .
$$

Theorem 3.3. Let $\phi$ be an even function satisfying Assumption 3.1 and $\pi_{n} a$ sequence of partitions of $[0, T]$ with vanishing mesh. Let $S \in V_{\phi}(\pi) \cap C^{\alpha}([0, T], \mathbb{R})$ for some $\alpha>\frac{\sqrt{1+\frac{4}{p(\phi)}}-1}{2}$. Let $F \in \mathbb{C}_{b}^{1,2}\left(\Lambda_{T}\right)$ be Lipschitz-continuous with respect to $d_{\infty}$ with $\nabla_{\omega} F \in \mathbb{C}_{b}^{1,1}\left(\Lambda_{T}\right)$. Then $F(\cdot, S) \in V_{\phi}(\pi)$ and

$$
[F(\cdot, S)]_{\pi}^{\phi}(t)=\int_{0}^{t} \varphi\left(\left|\nabla_{\omega} F\left(s, S_{s}\right)\right|\right) d[S]_{\pi}^{\phi}(s)
$$

Proof. We have the same

$$
R_{F}(s, t):=F\left(t, S_{t}\right)-F\left(s, S_{t}\right)-\nabla_{\omega} F\left(s, S_{s}\right)(S(t)-S(s)), \quad\left|R_{F}(s, t)\right| \leq C|t-s|^{\alpha+\alpha^{2}}
$$

Let $\gamma_{F}(s, t):=\nabla_{\omega} F\left(s, S_{s}\right)(S(t)-S(s))$, we have from Lemma 3.2 that

$$
\begin{align*}
& \phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\
t_{j+1} \leq t}} \phi\left(\left|F\left(t_{j+1}, S_{t_{j+1}}\right)-F\left(t_{j}, S_{t_{j}}\right)\right|\right)\right)  \tag{11}\\
& \leq \phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\
t_{j+1} \leq t}} \phi\left(\left|R_{F}\left(t_{j}, t_{j+1}\right)\right|\right)\right)+\phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\
t_{j+1} \leq t}} \phi\left(\left|\gamma_{F}\left(t_{j}, t_{j+1}\right)\right|\right)\right) \\
& \leq 2 \phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\
t_{j+1} \leq t}} \phi\left(\left|R_{F}\left(t_{j}, t_{j+1}\right)\right|\right)\right) \\
& +\phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\
t_{j+1} \leq t}} \phi\left(\left|F\left(t_{j+1}, S_{t_{j+1}}\right)-F\left(t_{j}, S_{t_{j}}\right)\right|\right)\right)
\end{align*}
$$

and since $R_{F}(s, t) \leq C|t-s|^{\alpha^{2}+\alpha}$, we have

$$
\phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\ t_{j+1} \leq t}} \phi\left(\left|R_{F}\left(t_{j}, t_{j+1}\right)\right|\right)\right) \leq \phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\ t_{j+1} \leq t}} \phi\left(C\left|t_{j+1}-t_{j}\right|^{\alpha+\alpha^{2}}\right)\right)
$$

Furthermore due to $\alpha>\frac{\sqrt{1+\frac{4}{p(\phi)}}-1}{2}$, we know $\alpha+\alpha^{2}>\frac{1}{p(\phi)}$. Hence there exists $\epsilon>0$ such that

$$
\phi\left(C\left|t_{j+1}-t_{j}\right|^{\alpha+\alpha^{2}}\right) \leq \phi\left(C\left|t_{j+1}-t_{j}\right|^{\frac{1}{p(\phi)-\epsilon}}\right) .
$$

Then by the definition of $p(\phi)$, we see that

$$
\phi\left(C\left|t_{j+1}-t_{j}\right|^{\frac{1}{p(\phi)-\epsilon}}\right) \leq \omega\left(\left|t_{j+1}-t_{j}\right|\right) C^{p(\phi)-\epsilon / 2}\left|t_{j+1}-t_{j}\right|^{\frac{p(\phi)-\epsilon / 2}{p(\phi)-\epsilon}},
$$

where $\omega$ is continuous on $\mathbb{R}^{+}$and $\omega(0)=0$. Combine all above, we get

$$
\lim _{n \rightarrow \infty} \phi^{-1}\left(\sum_{\substack{\left.t_{j}, t_{j+1}\right] \in \pi_{n} \\ t_{j+1} \leq t}} \phi\left(\left|R_{F}\left(t_{j}, t_{j+1}\right)\right|\right)\right)=0
$$

and we also have

$$
\lim _{n \rightarrow \infty} \phi^{-1}\left(\sum_{\substack{\left[t_{j}, t_{j+1}\right] \in \pi_{n} \\ t_{j+1} \leq t}} \phi\left(\left|\gamma_{F}\left(t_{j}, t_{j+1}\right)\right|\right)\right)=\phi^{-1}\left(\int_{0}^{t} \varphi\left(\left|\nabla_{\omega} F\left(s, S_{s}\right)\right|\right) d[S]^{\phi}(s)\right) .
$$

In fact, since $\nabla_{\omega} F\left(t, S_{t}\right) \in \mathbb{B}\left(\Lambda_{T}\right)$, there exists $M>0$ such that $\left|\nabla_{\omega} F\left(u, S_{u}\right)\right| \leq M$. For each $\epsilon>0$, there exists $\delta>0$ such that

$$
\left|\frac{\phi(x y)}{\phi(y)}-\varphi(x)\right| \leq \epsilon .
$$

for all $|x| \leq M,|y| \leq \delta$. Then we have for $n$ large enough (i.e., $\operatorname{osc}\left(S, \pi_{n}\right) \leq \delta$ )

$$
\begin{aligned}
& \quad \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}, t_{j+1} \leq t} \phi\left(\left|\nabla_{\omega} F\left(t_{j}, S_{t_{j}}\right)\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)\right|\right) \\
& \quad \leq \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}, t_{j+1} \leq t} \varphi\left(\left|\nabla_{\omega} F\left(t_{j}, S_{t_{j}}\right)\right|\right) \phi\left(\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|\right)+\epsilon \phi\left(\left|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right|\right) .
\end{aligned}
$$

Then let $n$ tend to infinity and $\epsilon$ tend to 0 , we obtain

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}, t_{j+1} \leq t} \phi\left(\left|\nabla_{\omega} F\left(t_{j}, S_{t_{j}}\right)\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)\right|\right) \\
& \quad=\int_{0}^{t} \varphi\left(\left|\nabla_{\omega} F\left(s, S_{s}\right)\right|\right) d[S]^{\phi}(s) .
\end{aligned}
$$

Then taking limit in (11), we obtain the result.
In particular, if we set $\phi(x)=|x|^{p}$ for $p>0$, we have $\varphi(x)=\lim _{y \rightarrow 0} \frac{|x y|^{p}}{|y|^{p}}=|x|^{p}$. Hence, we have the corollary.

Corollary 3.4. Let $p \in \mathbb{R}^{+}$, and $\alpha>\left(\left(1+\frac{4}{p}\right)^{\frac{1}{2}}-1\right) / 2$, let $\pi_{n}$ be a sequence of partitions with vanishing mesh, and let $S \in V_{p}(\pi) \cap C^{\alpha}([0, T], \mathbb{R})$. Let $F \in \mathbb{C}_{b}^{1,2}\left(\Lambda_{T}\right)$ such that $\left.\nabla_{\omega} F \in \mathbb{C}_{b}^{1,1}\left(\Lambda_{T}\right)\right)$. Assume furthermore that $F$ is Lipschitz-continuous with respect to $d_{\infty}$. Then $F(\cdot, S) \in V_{p}(\pi)$ and

$$
[F(\cdot, S)]^{p}(t)=\int_{0}^{t}\left|\nabla_{\omega} F\left(s, S_{s}\right)\right|^{p} d[S]^{p}(s)
$$

Remark 3.5. Notice that there always exists $\alpha>\frac{\sqrt{1+\frac{4}{p(\phi)}}-1}{2}$ such that $V_{\phi} \cap$ $C^{\alpha}([0, T], \mathbb{R})$ is not empty.

Example 3.6. We can see $\phi(x)=\frac{x}{\sqrt{-\log x}}$ satisfies Assumption 3.1. In fact, it is strictly increasing and continuous and $\phi(0)=0$. Furthermore,

$$
\begin{aligned}
\phi^{\prime}(x) & =\frac{1}{\sqrt{-\log x}}+\frac{1}{2(\sqrt{-\log x})^{3}}>0, \text { and } \\
\phi^{\prime \prime}(x) & =\frac{1}{2 x(\sqrt{-\log x})^{3}}+\frac{3}{4 x(\sqrt{-\log x})^{5}}>0 .
\end{aligned}
$$

Hence $\phi$ is convex. And we have

$$
\log \phi(x)=\log x-\frac{\log (-\log x)}{2}
$$

It is easy to check that $x \rightarrow x-\frac{\log (-x)}{2}$ is convex. And

$$
\varphi(x)=\lim _{y \rightarrow 0} \frac{\phi(|x||y|)}{\phi(|y|)}=\lim _{y \rightarrow 0}|x| \sqrt{\frac{-\log y}{-\log x-\log y}}=|x| .
$$

Hence we have

$$
[F(\cdot, S)]^{\phi}(t)=\int_{0}^{t}\left|\nabla_{\omega} F\left(s, S_{s}\right)\right| d[S]_{\pi}^{\phi}(s)
$$

## 4. Multidimensional extensions

The extension of the above results to the multidimensional case is not entirely straightforward, as the space $V_{p}(\pi)$ is not a vector space [28].

In the case of integer $p$, some definitions may be extended to the vector case by considering symmetric tensor-valued measures as in [11] but this is not convenient for the fractional case. Our definition below is equivalent to the definition in [11. when $p$ is an integer.

Definition 4.1. Let $p \geq 1$ and $S=\left(S^{1}, \cdots, S^{d}\right) \in C\left([0, T], \mathbb{R}^{d}\right)$ be a continuous path. Let $\left\{\pi_{n}\right\}$ be a sequence of partition of $[0, T]$. We say that $S$ has a $p$ th order variation along $\pi=\left\{\pi_{n}\right\}$ if $\operatorname{osc}\left(S, \pi_{n}\right) \rightarrow 0$ and for any linear combination $S_{a}:=\sum_{i=1}^{d} a_{i} S^{i}$, we have $S_{a} \in V_{p}(\pi)$. Furthermore, we denote $\mu_{S_{a}}$ to be the weak limit of measures

$$
\mu_{S_{a}}^{n}:=\sum_{\left[t_{j}, t_{j+1]} \in \pi_{n}\right.} \delta\left(\cdot-t_{j}\right)\left|S_{a}\left(t_{j+1}\right)-S_{a}\left(t_{j}\right)\right|^{p} .
$$

We denote $S \in V_{p}(\pi)$ if $S$ satisfies this property.
Remark 4.2. It can be easily seen [13] that multidimensional fractional Brownian motion satisfies this property along sequences of partitions with fine enough mesh.

Theorem 4.3. Let $p=m+\alpha$ with $m=\lfloor p\rfloor$ and $S \in V_{p}(\pi)$. Assume $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfies
(1) $\nabla^{m} f(x) \in C_{\text {loc }}^{\alpha}\left(\operatorname{Sym}_{m}\left(\mathbb{R}^{d}\right)\right)$ and there exists a sequence of open sets $U_{k}$ such that $\bar{U}_{k+1} \subset U_{k}$ and

$$
\lim _{y \rightarrow x} \frac{\left\|\nabla^{m} f(y)-\nabla^{m} f(x)\right\|}{\|y-x\|^{\alpha}}=0
$$

locally uniformly on $U_{k}^{c}$.
(2) Setting $C=\cap_{k} U_{k}$, for all $a=\left(a_{1}, \cdots, a_{d}\right) \in \mathbb{R}^{d}$ we have

$$
\int_{0}^{T} \mathbf{1}_{\{S(t) \in C\}} d \mu_{S_{a}}=0,
$$

where $\mu_{S_{a}}$ is defined as in Definition 4.1.
Then we have

$$
f(S(t))-f(S(0))=\int_{0}^{t} \nabla f(S(u)) d S(u)
$$

where
$\int_{0}^{t} \nabla f(S(u)) d S(u):=\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \sum_{k=1}^{m} \frac{1}{k!}<\nabla^{k} f\left(S\left(t_{j}\right)\right),\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)^{\otimes k}>\right.$.
Before we prove the theorem, we give a lemma here.
Lemma 4.4. Let $\alpha_{1}, \cdots, \alpha_{d}$ be positive numbers such that $p=\sum_{i=1}^{d} \alpha_{i}>1$. Suppose $S \in V_{p}(\pi)$ in the sense of Definition 4.1. Then the limit of

$$
\sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \Pi_{i=1}^{d}\left|S^{i}\left(t_{j+1}\right)-S^{i}\left(t_{j}\right)\right|^{\alpha_{i}}
$$

is bounded by a sum of pth variations of $2^{d}$ different linear combinations of components of $S$.
Proof. For any positive number $\alpha_{1}, \cdots, \alpha_{d}$ such that $p=\sum_{i=1}^{d} \alpha_{i}>1$, Young's inequality implies

$$
\Pi_{i=1}^{d}\left|S^{i}\left(t_{j+1}\right)-S^{i}\left(t_{j}\right)\right|^{\frac{\alpha_{i}}{p}} \leq \sum_{i=1}^{d} \frac{\alpha_{i}}{p}\left|S^{i}\left(t_{j+1}\right)-S^{i}\left(t_{j}\right)\right|
$$

which shows that

$$
\Pi_{i=1}^{d}\left|S^{i}\left(t_{j+1}\right)-S^{i}\left(t_{j}\right)\right|^{\alpha_{i}} \leq \sum_{\epsilon_{i}= \pm 1}\left|\sum_{i=1}^{d} \epsilon_{i} \frac{\alpha_{i}}{p}\left(S^{i}\left(t_{j+1}\right)-S^{i}\left(t_{j}\right)\right)\right|^{p}
$$

By taking the sum over the partition $\pi_{n}$ and taking the limit $n \rightarrow \infty$, we then obtain the desired result.
Proof of Theorem 4.3. The technique for the proof is the same as the previous theorems. We only consider the situation $t=T$, the case $t<T$ is similar with an $o(1)$ additional term. Using a Taylor expansion,

$$
f(S(T))-f(S(0))
$$

$$
\begin{aligned}
& =\sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \sum_{k=1}^{m} \frac{1}{k!}<\nabla^{m} f\left(S\left(t_{j}\right)\right),\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes k}> \\
& \quad+\frac{1}{(m-1)!} \int_{0}^{1}<\nabla^{m} f\left(S\left(t_{j}\right)+\lambda\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)\right)-\nabla^{m} f\left(S\left(t_{j}\right)\right) \\
& \quad\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}>(1-\lambda)^{m-1} d \lambda
\end{aligned}
$$

We denote last integral by $R\left(t_{j}, t_{j+1}\right)$. By Hölder continuity of $\nabla^{m} f$, there exists $M>0$ such that

$$
\frac{\left\|\nabla^{m} f\left(S\left(t_{j}\right)+\lambda\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)\right)-\nabla^{m} f\left(S\left(t_{j}\right)\right)\right\|}{\lambda^{\alpha}\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}} \leq M .
$$

This leads to
$\left|R\left(t_{j}, t_{j+1}\right)\right| \leq \frac{M}{(m-1)!} \int_{0}^{1} \lambda^{\alpha}\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left\|\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}\right\|(1-\lambda)^{m-1} d \lambda$.
For $k \in \mathbb{N}$, we divide the partition $\pi_{n}$ into two components $\pi_{n}^{1}:=\left\{\left[t_{j}, t_{j+1}\right] \in \pi_{n}\right.$ : $\left.S\left(t_{j}\right) \in U_{k}\right\}$ and $\pi_{n}^{2}:=\pi_{n} \backslash \pi_{n}^{1}$. On $\pi_{n}^{1}$, we have

$$
\sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{1}}\left|R\left(t_{j}, t_{j+1}\right)\right| \leq \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{1}} \tilde{M}\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left\|\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}\right\|
$$

with $\tilde{M}=\frac{M}{(m-1)!} \int_{0}^{1} \lambda^{\alpha}(1-\lambda)^{m-1} d \lambda$ and on $\pi_{n}^{2}$, for each $\epsilon>0$, when $n$ is large enough,

$$
\sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{2}}\left|R\left(t_{j}, t_{j+1}\right)\right| \leq \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}^{2}} \epsilon\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left\|\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}\right\| .
$$

In order to give our result, we need to give a bound for

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left\|\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}\right\| .
$$

First we have

$$
\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha} \leq C \sum_{i=1}^{d}\left|S^{i}\left(t_{j+1}\right)-S^{i}\left(t_{j}\right)\right|^{\alpha}
$$

for some constant $C$. By Lemma 4.4, we know that each component of

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}
$$

can be bounded by the sum of $2^{d}$ different $p$ th varaitions of linear combinations of path $S$. Hence

$$
\lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left\|\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}\right\|
$$

is bounded by some constant $C(S, \pi)$ related to $S$. This measure is dominated by a sum of measures $\mu_{r}$ with enough terms $r=1, \cdots, R$. Then we have

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}}\left|R\left(t_{j}, t_{j+1}\right)\right| \\
& \quad \leq \lim _{n \rightarrow \infty} \sum_{\left[t_{j}, t_{j+1}\right] \in \pi_{n}} \tilde{M} g_{k}\left(S\left(t_{j}\right)\right)\left\|S\left(t_{j+1}\right)-S\left(t_{j}\right)\right\|^{\alpha}\left\|\left(S\left(t_{j+1}\right)-S\left(t_{j}\right)\right)^{\otimes m}\right\|+\epsilon C(S, \pi) \\
& \quad \leq \sum_{r=1}^{R} \int_{0}^{T} g_{k}(S(t)) d \mu_{r}+\epsilon C(S, \pi) .
\end{aligned}
$$

Here $g_{k} \leq 1$ is a positive smooth function with support in $U_{k-1}$ and $\left.g_{k}\right|_{U_{k}}=1$. Letting $k \rightarrow \infty$ and $\epsilon \rightarrow 0$, from the assumption on $f$ we obtain the result.

Remark 4.5. This result may be extended to time-dependent functions as discussed above.

Remark 4.6. One cannot expect to obtain a multivariate Taylor-type expansion up to order $p \notin \mathbb{N}$ in general. The simplest function $f(x)=|x|^{\alpha}$ with $0<\alpha<1$ does not admit a Taylor-type expansion up to order $\alpha$ at 0 since the limit

$$
\lim _{x \rightarrow 0} \frac{\|x\|^{\alpha}}{\left|x_{1}\right|^{\alpha}+\cdots\left|x_{d}\right|^{\alpha}}
$$

does not exist.

## Appendix A

A.1. Properties of fractional derivatives. We recall here some basic properties of fractional derivatives used in our proofs. Proofs may be found in [27].

Proposition A.1. Suppose $f$ is a real function, $\alpha, \beta$ are two real numbers. We will also use the convention that $I_{a+}^{\alpha}=D_{a+}^{-\alpha}$. They are well-defined since there is always one nonnegative superscript. Then we have
(1) Fractional integration operators $\left\{I_{a+}^{\alpha}, \alpha \geq 0\right\}\left(\left\{I_{b-}^{\alpha}, \alpha \geq 0\right\}\right)$ form a semigroup in $L^{p}(a, b)$ for every $p \geq 1$. It is continuous in uniform topology for $\alpha>0$ and strongly continuous for $\alpha \geq 0$.
(2) In each of the following cases:

- $\beta \geq 0, \alpha+\beta \geq 0, f \in L^{1}([a, b])$,
- $\beta \leq 0, \alpha \geq 0, f \in I_{a+}^{-\beta}\left(L^{1}\right)\left(I_{b-}^{-\beta}\left(L^{1}\right)\right)$,
- $\alpha \leq 0, \alpha+\beta \leq 0, f \in I_{a+}^{-\alpha-\beta}\left(L_{1}\right)\left(I_{b-}^{-\alpha-\beta}\left(L_{1}\right)\right)$,
we have

$$
I_{a+}^{\alpha} \circ I_{a+}^{\beta} f=I_{a+}^{\alpha+\beta} f, \quad I_{b-}^{\alpha} \circ I_{b-}^{\beta} f=I_{b-}^{\alpha+\beta} f
$$

(3) If $n \leq \alpha<n+1$ and $f \in L^{1}(a, y)$ and $D_{a^{+}}^{\alpha} f$ exists on (a,y) for some $y>x \in[a, b]$, then we have

$$
I_{a^{+}}^{\alpha} D_{a^{+}}^{\alpha} f(x)=f(x)-\sum_{j=1}^{n+1} \frac{D_{a^{+}}^{\alpha-j} f(a)}{\Gamma(\alpha-j-1)}(x-a)^{\alpha-j} .
$$

Similarly,

$$
I_{b^{-}}^{\alpha} D_{b^{-}}^{\alpha} f(x)=f(x)-\sum_{j=1}^{n+1} \frac{(-1)^{j} D_{b^{-}}^{\alpha-j} f(b)}{\Gamma(\alpha-j-1)}(b-x)^{\alpha-j} .
$$

Here $D_{a^{+}}^{\kappa} f(a)=\lim _{y \rightarrow a, y>a} D_{a^{+}}^{\kappa} f(y)$ for any $\kappa \in \mathbb{R}$ and similar for the right Riemann-Liouville fractional derivative. Blow up at $(x-a)^{\alpha-n-1}$ is allowed since it is integrable near a and $I_{a^{+}}^{\alpha} D_{a^{+}}^{\alpha} f$ lives in the space $L^{1}([a, y])$.

Next, we enumerate below some basic properties of the Caputo derivative.
Proposition A.2. Let $f$ be a real function and $\alpha, \beta>0$.
(1) If $\alpha=n \in \mathbb{N}$ and $f$ is $n$ times differentiable, then $C_{a^{+}}^{\alpha} f=f^{(n)}$ and $C_{b^{-}}^{\alpha} f=(-1)^{n} f^{(n)}$
(2) Let $0<\alpha \leq \beta$ and $f \in L^{1}[a, b]$, then we have $C_{a^{+}}^{\alpha} I_{a^{+}}^{\beta} f=I_{a+}^{\beta-\alpha} f$ and $C_{b^{-}}^{\alpha} I_{b^{-}}^{\beta} f=I_{b-}^{\beta-\alpha} f$
(3) $C_{a^{+}}^{\alpha} C_{a^{+}}^{n}=C_{a^{+}}^{\alpha+n}$ and $C_{b^{-}}^{\alpha} C_{b^{-}}^{n}=C_{b^{-}}^{\alpha+n}$ for all $n \in \mathbb{N}$.

We provide a proof of Proposition 1.10 here. Let us start with a simple but useful lemma, which corresponds to Theorem 3.3 in [20] for the case $\rho=1$.

Lemma A.3. Suppose $f \in C^{n}([a, b])$, then for any $0<\alpha<n$ and $\alpha \notin \mathbb{N}$, we have actually $C_{a^{+}}^{\alpha} f(a)=C_{b^{-}}^{\alpha} f(b)=0$.

Proof of Proposition 1.10. Define

$$
g(x)=f(x)-\sum_{k=0}^{n} \frac{f^{(k)}(a)}{k!}(x-a)^{k} .
$$

From Proposition A. 1 we have

$$
I_{a^{+}}^{\alpha} D_{a^{+}}^{\alpha} g(x)=g(x)-\sum_{j=1}^{n+1} \frac{D_{a^{+}}^{\alpha-j} g(a)}{\Gamma(\alpha-j+1)}(x-a)^{\alpha-j} .
$$

Now we have by linearity of Riemann-Liouville fractional derivative operator and definition of Caputo fractional derivative that

$$
D_{a^{+}}^{\alpha-j} g(a)=C_{a^{+}}^{\alpha-j} f(a)-\sum_{k=n-j+1}^{n} \frac{f^{(k)}(a)}{k!} D_{a^{+}}^{\alpha-j}\left((x-a)^{k}\right)(a) .
$$

Furthermore, for $k \geq n-j+1>\alpha-j, D_{a^{+}}^{\alpha-j}\left((x-a)^{k}\right)(a)=C_{a^{+}}^{\alpha-j}\left((x-a)^{k}\right)(a)$ by definition. Hence we have

$$
D_{a^{+}}^{\alpha-j} g(a)=C_{a^{+}}^{\alpha-j} f(a)-\sum_{k=n-j+1}^{n} \frac{f^{(k)}(a)}{k!} C_{a^{+}}^{\alpha-j}\left((x-a)^{k}\right)(a) .
$$

Now since $f \in C^{n}$ and $(\cdot-a)^{k} \in C^{\infty}$, we see that actually $D_{a^{+}}^{\alpha-j} g(a)=0$ for every $j=1, \cdots, n$ by Lemma A.3. For the case $j=n+1$ and $\alpha<n+1$, we actually have that

$$
\begin{aligned}
\left|D_{a^{+}}^{\alpha-n-1} g(a)\right| & =\lim _{y \rightarrow a, y>a}\left|I_{a^{+}}^{n+1-\alpha} g(y)\right| \\
& =\lim _{y \rightarrow a, y>a} \frac{1}{\Gamma(n+1-\alpha)}\left|\int_{a}^{y} \frac{g(t)}{(y-t)^{\alpha-n}} d t\right| \\
& \leq \lim _{y \rightarrow a, y>a} \frac{1}{\Gamma(n+1-\alpha)}\left|\int_{a}^{y} \frac{\max _{t \in[a, y]}\{|g(t)|\}}{(y-t)^{\alpha-n}} d t\right| \\
& =\lim _{y \rightarrow a, y>a} \frac{1}{\Gamma(n+1-\alpha)} \max _{t \in[a, y]}\{|g(t)|\}(y-a)^{n+1-\alpha}=0 .
\end{aligned}
$$

When $j=n+1=\alpha$, then $D_{a^{+}}^{\alpha-n-1} g(a)=g(a)=0$. So actually we have

$$
g(x)=I_{a^{+}}^{\alpha} D_{a^{+}}^{\alpha} g(x)=I_{a^{+}}^{\alpha} C_{a^{+}}^{\alpha} f(x),
$$

hence the result. The derivation of the other formula is similar.
A.2. Proof of Corollary 1.14. We only prove for the left Caputo derivative case. WLOG, we assume $C_{a^{+}}^{\alpha} f$ exists on the interval $[a, x]$ since $o\left(|x-a|^{\alpha}\right)$ only concerns with the $x$ close to $a$.

$$
\begin{aligned}
\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{C_{a^{+}}^{\alpha} f(t)}{(x-t)^{1-\alpha}} d t & =\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{f^{(\alpha+)}(a)}{(x-t)^{1-\alpha}} d t+\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{C_{a^{+}}^{\alpha} f(t)-f^{(\alpha+)}(a)}{(x-t)^{1-\alpha}} d t \\
& =\frac{f^{(\alpha+)}(a)}{\Gamma(\alpha+1)}(x-a)^{\alpha}+\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{C_{a^{+}}^{\alpha} f(t)-f^{(\alpha+)}(a)}{(x-t)^{1-\alpha}} d t .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\left|\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{C_{a^{+}}^{\alpha} f(t)-f^{(\alpha+)}(a)}{(x-t)^{1-\alpha}} d t\right| & \leq \frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{\max _{t \in[a, x]}\left\{\left|C_{a^{+}}^{\alpha} f(t)-f^{(\alpha+)}(a)\right|\right\}}{(x-t)^{1-\alpha}} d t \\
& =\frac{\max _{t \in[a, x]}\left\{\left|C_{a^{+}}^{\alpha} f(t)-f^{(\alpha+)}(a)\right|\right\}}{\Gamma(\alpha+1)}(x-a)^{\alpha} .
\end{aligned}
$$

Hence
$\lim _{x \rightarrow a, x \geq a} \frac{\left|\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{C_{a+}^{\alpha} f(t)-f^{(\alpha+)}(a)}{(x-t)^{1-\alpha}} d t\right|}{(x-a)^{\alpha}} \leq \lim _{x \rightarrow a, x \geq a} \frac{\max _{t \in[a, x]}\left\{\left|C_{a^{+}}^{\alpha} f(t)-f^{(\alpha+)}(a)\right|\right\}}{\Gamma(\alpha+1)}=0$.
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[^1]:    ${ }^{1}$ [12 Example 3.6] aims to construct a path which admits quadratic variation but does not possess local time along some sequence of partitions. There seems to be an issue with the construction in 12 but the underlying idea is still useful for our construction. In fact, the third equality of equation (3.12) in [12] should be $\sum_{i=1}^{n}\left(\epsilon_{n}\right)^{i}=\frac{\epsilon_{n}-\epsilon_{n}^{n+1}}{1-\epsilon_{n}} \rightarrow 0$ not 1 .

