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which K = I, the total variation is JQ — Jc0* I t is the 
object of Dr. Crathorne's paper to express this total variation 
in a form somewhat analogous to the Weierstrassian E-îunction 
representation for the simple calculus of variations problem. 

H. E. SLAUGHT, 

Secretary of the Section. 

CONCERNING TWO RECENT THEOREMS ON 
IMPLICIT FUNCTIONS. 

BY DR. LLOYD L. DINES. 

(Read before the American Mathematical Society, October 26, 1912.) 

T H E theorems here considered are two recent generalizations 
of the Weierstrassian implicit function theorem,* by Professor 
G. A. Blissf and Mr. G. R. Clements.J They will be referred 
to respectively as Theorem B, and Theorem C. 

The two theorems are similar in that they both give infor
mation concerning the number and character of the solutions 
of a system of equations 

(I) fifai, • • -, xn; yh • • -, yp) = 0 (i = 1, 2, • • -, p) 

in the neighborhood of a point at which the functional de
terminant vanishes. They are different in that the assump
tions concerning the functions fi are different. As is so often 
the case with similarly related theorems, the ranges of applica
bility overlap, but neither is wholly contained in the other.§ 
The purpose of this note is to characterize explicitly the four 
classes of cases: (I) in which neither theorem is applicable; 
(II) in which both theorems are applicable; (III) and (IV) in 
which one theorem is applicable while the other is not. 

* Weierstrass, Abhandlungen aus der Funktionenlehre, p. 107. 
t Bliss, " A generalization of Weierstrass' preparation theorem for a 

power series in several variables," Transactions, vol. 13, pp. 133-45 (April, 
1912). 

% Clements, " Implicit functions defined by equations with vanishing 
Jacobian" (Theorem IV), BULLETIN, vol. 18, p. 453 (June, 1912). 

§ In presenting this note to the Society, I made the statement that Mr. 
Clements's theorem was a corollary of Professor Bliss's. That this state
ment was incorrect was pointed out to me by Mr. Clements, who exhibited 
a numerical example in which the hypothesis of his theorem was satisfied 
while that of Professor Bliss was not. The example comes under Case IV 
as treated in this paper. 
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In both theorems the functions ƒ» are supposed to be analytic 
in a neighborhood of the point in question, and that point is 
without loss of generality assumed to be the origin (x) = 0, 
(y) = 0. Each of the functions is therefore represented in a 
certain neighborhood of the origin by a convergent power 
series in xi, • • -, xn; yi, • • -, yP) with no constant term. If in 
any one of the series fi the variables xh • • •, xn are put equal 
to zero, the result is a power series in yi, • • •, yp with no con
stant term. For the discussion which follows we will adopt 
the notation 

/*(0, • • -, 0; yu • • -, yP) = f^ki){yl9 • • -, yp) 

+ Vki+1)(yi, • • • , y p ) + •••, 

where fiia)(yi, • • -, yp) represents a homogeneous polynomial 
of degree g in yly y2, • • •, yP. The leading polynomial 
fi(ki)(yi, *•', yp) has been called by Bliss (following Mac-
Millan), the characteristic polynomial of the series ƒ;. The 
resultant of the system of p homogeneous polynomials f^ki) 

will be denoted by #[/i(&l)/2
(*2) • • • &**>]. 

With these conventions, the hypotheses of the two theorems 
in question can be stated as follows : 

Hypothesis of Theorem B: 

(B) Rlf^f^ • • • fP^] 4= 0, and k = khk2,---, kp. 

Hypothesis of Theorem C: 

Ji s y , / 8 , •••,/„) = 0 when (x) = 0j {y) = 0) 
D(yi, y*> • • 

D(Jk-2,f2, 

D(yu 2/2, • 

D(Jk—ltf2, 

'>VP) 

• • • , / p ) 

-> yp) 

• • • , ƒ * ) 

(C) Jjc-i = n , -— —y = 0 when (x) = 0, (y) = 0, 

Jk = 'W^7^77~~~^\ * ° when (*) = 0> (2/) = °-u\yi, y2, -, yP) 

The conclusions of the two theorems may for our purpose 
be considered equivalent. Roughly speaking, both state that 
in the neighborhood of (x) = 0, equations (1) define y%, 
yf2, • " ',yP as k-valued algebroid functions of x±, x2, • • •, xn, 
vanishing when (x) = 0.* 

* Theorem B states somewhat more than this, Theorem C somewhat 
Jess. However this conclusion can be obtained from conditions (C). 
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In order to make clear the relations between the hypotheses 
(JB) and (C) and thereby the relations between the corre
sponding theorems, we fix attention on two simple conditions 
(b) and (c), which seem to contain the primary restrictions 
of conditions (B) and (C) respectively; they are: 

(6) R\fi^f2(k2) ' • • fp(kp)] * 0, 

(c) Jc2 = hz = - • • = kp = 1. 

In terms of these two conditions, the ranges of applicability 
of Theorems JB and C are sharply defined by the following 
statements : 
I. In case neither (b) nor (c) is satisfied, neither Theorem B 

nor Theorem C is applicable. 
I I . In case both (b) and (c) are satisfied, both Theorem B and 

Theorem C* are applicable. 
III. In case (b) is satisfied while (c) is not, Theorem B is ap

plicable while Theorem C is not. 
IV. In case (b) is not satisfied while (c) is satisfied, Theorem B 

is not applicable; but Theorem C may be, and is applicable 
if and only if there is an integer h(> ki) such that 
Jh(P, • • • , 0 ; 0 , . . . , 0 ) # 0 . 

The truths of these statements follow easily from two 
lemmas which we now prove. 

Lemma I: Conditions (C) can be satisfied only when h2 = kz 
= • • • = tCp — 1 . 

By definition 

dJk-i 

àyi 

dfp 
àyi 

dJk-i 
ày% 

àyi 

ày* 

dJk-i 
dyP 

dyp 

dyP 

Suppose now that one of the indices k2, kz, • • •, kv is greater 
than 1. We may assume without loss of generality that it 
is &2. Then the series/2(0, • • -, 0; y\, y2, • • •, yP) begins with 

* The fact included in II that when (b) and (c) are satisfied the hypotheses 
(C) are satisfied furnishes a generalization of Theorem VI of Mr. Clements's 
paper. 
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terms of higher degree than the first. Therefore all the 
elements in the second row of the determinant Jk must when 
(x) = 0 begin with terms of at least the first degree in yu 

2/2, * • ') yp, and hence when (x) = 0 and (y) = 0, the deter
minant Jk must vanish and (C) cannot be satisfied. 

Lemma II: If k<i = kB = • • • = kp = 1, then Jg(0, • • -, 0; 
0, • • -, 0) = 0 when g < hi, and the condition J^iO, • • -, 0; 
0, . . . , 0) 4= 0 is equivalent to the condition R[/i(fcl)/2

(1) • • -fP
a)] 4= 0. 

Since Jg is by definition a determinant in which the ele
ments are power series, it is itself a power series, and we may 
use the notation 

Jo(0, • • -, 0; 2/i, • • -, yP) s Jgu.) + jgu+» + . . . , 

where Jg
(h) is a homogeneous polynomial of degree h. For 

the purpose of determining the value of Jg(0, • • •, 0; 0, • : •, 0), 
it is sufficient to compute the leading polynomial 
JgUa){yi, "'t UP)* The hypothesis k2 = h • • • = kv = 1 
makes this computation simple. 

From the definition of J\ it follows that the first polynomial 
which can be different from zero in J(0 , • • •, 0; yh • • •, yp) is 

dfiikl) dfi™ df: (*i) 

àyi 

# 2 1 

# 3 1 

dyz 

a22 

#32 

dyP 

# 2 p 

# 3 p 

#p i #p2 * * * app 

where a# = dfia)/dyj, that is a constant, since/4
(1) is a linear 

form. Since/i(fcl) is of degree kiy this determinant represents 
a polynomial of degree k± — 1. I t can be expanded in the 
form 

# i 
Ofci) 

Ji^ -Jh-Al + yi-A,+ ... + W (*!) # (*l) 

% P ^ <tyi d#2 

where (— l)i~lAj is equal to the determinant obtained from 
the matrix 

| #21 #22 ' * ' #2p 

(2) #31 #32 

# p l #p2 

#3p 

app 

by striking out the j t h column. 
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The first polynomial of J2(0, • • •, 0; j/i, • • -, yp) which can 
be different from zero may be computed as follows : 

J2(*l-2) 

d j ^ i - D ajv*!-!) 

dyi 

021 

a pi 

dy2 

022 

032 

aji"*-1* 

02p 

03p 

dyi ^1 + 

0 ^ 2 

1 
i = l 

^2/2 

a/i<*i> 

^2 + • • • + 
aj^fci-D 

d^/^î <% 

àyP 

Aj= 2-j 2s ~ÀZ ÂZ~ A t-Aj 
v 32^(^1) 

' i=ij=idyldyj 

L 3^i + 
# (*i) 

#2/2 
-42+ ••• + 

1 ( 2 ) 

A simple mathematical induction gives for the first poly
nomial of Jg(0, • • -, 0; 2/1, • • -, j/p), (g ^ i i ) which can be 
different from zero, the formula 

(3) Jg^-"> 
f ( * l ) 

dyz + 
df (*i) 

<ty* 
- a p 

I (a) 

If g < i i , this polynomial is of first or higher degree and 
therefore Jg(0, • • -, 0; 0, • • -, 0) = 0; and the first part of the 
lemma is proved. 

If g = i i , formula (3) gives the constant term of JY. 
Since /i(Jfcl) is homogeneous of degree i i , we have by Euler's 
theorem 

L àyi "*A, + af' 
(*l) 

dy2 
A2 + dy }yP J 

(*i) 

hlf^HAuA*, •••,^p), 
and therefore 

(4) ^ ( 0 , . . . , 0 ; 0 , • ,0) = k1lf1^(AhA2f --,AP). 

In order to complete the proof of the lemma, it is sufficient, 
on account of (4), to show that fi(kl)(Au A2, • • •, Av) = 0 
when and only when R\fi{kl)f2{1) • * * /p(1)] = 0. Consider the 
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system of homogeneous equations 

The last p — 1 of these equations are linear and the matrix 
of their coefficients is (2). Two cases are to be considered 
according as the rank of this matrix is less than or equal to 
p - i . 

If the matrix (2) is of rank less than p —• 1, both 
fi™(Au A* . . . , Av) and R[fi^f2

a) •••/p ( 1 )] are equal to 
zero; the former because A\— A^~ • • • = Av = 0, the 
latter because the polynomials /2

(1), /3 ( 1 ) , • • -, fp
(1) are not 

independent. 
If the matrix (2) is of rank p •— 1, then the solution of the 

last p — 1 equations of (5) is 

Vs = PAi ( i = h 2, • • - , ? ) , 

p being an arbitrary factor of proportionality. Therefore a 
necessary and sufficient condition that the system of p equa
tions (5) have a solution in which not all of the variables are 
zero, is / I ( A J I ) ( -4I , A2, • • •, -4P) = 0. But it is well known that 
a necessary and sufficient condition for the existence of such a 
solution is R\fi{kl)h{l) • • • fP

a)] = 0. Hence the two condi
tions are equivalent, and from (4) follows the desired conclu
sion of the lemma. 

The statements I - IV will now be proved. 
Proof of I: In case neither (b) nor (c) is satisfied : Theorem B 

is not applicable, since its hypothesis includes (b) ; and Theorem 
C cannot be applicable, by Lemma I. 

Proof of II: In case both (b) and (c) are satisfied, both 
Theorems B and C are applicable. The hypothesis (B) is 
evidently satisfied, k being equal to k\. And (C) is also satis
fied, k being equal to k\, as a direct consequence of Lemma II . 

Proof of III: Since (6) is satisfied, (J?) is satisfied, k being 
equal to k\k2 • • • kp. Since (c) is not satisfied, (C) cannot be 
satisfied, by Lemma I. 

Proof of IV: Since (b) is not satisfied (J5) cannot be. Evi
dently (C) is satisfied if and only if there exists an integer h 
such that Jh(0, • • •, 0; 0, • • •, 0) 4= 0, k then being the smallest 
such integer. That k is necessarily greater than k\ follows 
from Lemma II , and the fact that (b) is not satisfied. 


