mean square deviation.) The use of this formula in the foregoing method gives the result

$$
\int_{-\infty}^{\infty} e^{-x^{2} / 2 \sigma^{2}} x^{2} d x=\lim _{n=\infty} \sum_{k=-n}^{k=n} \frac{(2 n)!}{(n+k)!(n-k)!}(k \Delta x)^{2} \Delta x=\sigma^{3} \sqrt{2 \pi} .
$$

Similar evaluations are obtained for

$$
\int_{-\infty}^{\infty} e^{-x^{2} / 2 \sigma^{2}} x^{4} d x, \quad \int_{-\infty}^{\infty} e^{-x^{2} / 2 \sigma^{2}} x^{6} d x, \text { etc. }
$$

Oberlin, Ohio.

## BÔCHER'S BOUNDARY PROBLEMS FOR DIFFERENTIAL EQUATIONS.

Leçons sur les Méthodes de Sturm dans la Théorie des Équations Différentielles Linéaires et leurs Développements Modernes, professées à la Sorbonne en 1913-1914. Par Maxime Bôcher. Recueillies et rédigées par Gaston Julia. Paris, Gauthier-Villars, 1917. $6+118 \mathrm{pp}$.
It can be said without fear of contradiction that what may be characterized as the linear problem is one of the most central in all mathematics. In algebra this problem concerns itself not only with linear forms and linear equations but also with many phases of the discussion of bilinear and quadratic forms. The results arrived at from an algebraic treatment find immediate application in geometry and mechanics. In the field of analysis the linear differential equation in one or more independent variables has always occupied a position of prime importance and in recent years the study of linear integral equations has not only forged a new and powerful tool but has also exerted a profound influence on the general trend of mathematical thought. The recent development of the theory of linear algebraic equations in an infinite number of unknowns by bridging the gap between the old algebraic field of linear equations and bilinear forms on the one hand and the analytic field of differential equations, integral equations, and bilinear forms in an infinite number of variables on the other, has given a remarkable unity to the various aspects of the general problem. In searching for the theory
underlying the various forms of the linear problem, Moore has been led to the development of his General Analysis.

Perhaps the most interesting questions of relative maximum and minimum and of calculus of variations are those intimately bound up with the solutions of problems arising in these other domains. The linear differential equation as well as the linear algebraic equation owes much of its importance to its connection with applied mathematics. In fact the original discussion by Sturm was suggested by problems arising in mathematical physics, and Bôcher himself, while a student at Göttingen in the late eighties and early nineties, was led into this field by problems of a like origin which were interesting Klein and his school.
Among the methods employed during recent years in the study of boundary problems, those of asymptotic expression and successive approximations pertain more or less strictly to the field of differential equations itself. It is, however, not surprising that other disciplines have been called in to aid in the development of the theory. Among the newer tools to be used in the attack might be included integral equations, calculus of variations, passage to the limit from a finite number of approximating linear equations in a finite number of variables, and linear equations in an infinity of variables. It was, however, one of the theses stoutly defended by Bôcher that the newer methods are more artificial and less elegant than those of Sturm and that they add little to the theory.* While admitting to some extent the force of this argument, it should be pointed out that the analogies suggested by the fresh points of view have been fruitful in indicating new problems and new avenues of advance even by the old methods. And it is especially worthy of note that while the Sturmian methods proved incapable of solving boundary problems in two or more dimensions, the others lend themselves readily to such generalization.

In his article in the Encyklopädie der Mathematischen Wissenschaften, Professor Bôcher summarizes the main results attained in the discussion of boundary problems in the theory of ordinary differential equations before the present century. The paper which he read at the International Congress in 1912 outlined some of the lines of advance during the intervening years. As Harvard exchange professor at

[^0]Paris, in the winter term of 1913-14, it was especially fitting that he lay stress on the notions and methods of Sturm, who in the same city more than three quarters of a century earlier had in a brilliant memoir laid the foundation of this fundamental theory. Soon after his student days Bôcher had conceived the idea of writing a treatise on boundary problems as an elaboration of his encyclopedia article and had entered into a contract with Teubner for its publication. A considerable portion of this manuscript in German was left among his papers, but the contract had been cancelled a few years before his untimely death. The present volume embodies much of the material he had prepared for the other project.

The contributions of Americans to this field added to the felicity of the choice of the topic for the Paris lectures. In addition to the many contributions of the lecturer and his students, several other Americans, who a decade or more ago came under the influence of Hilbert, have done investigation in this field. Besides the notable advances made in the several papers by Birkhoff, other names such as Mason, Westfall, Kellogg, and Hurwitz might be mentioned in this connection. It is worthy of note also that a considerable proportion of the articles* dealing with this topic and published

[^1]since these lectures were prepared, are from the pens of Americans.

The relation of this volume to the rest of Bôcher's work has already been discussed in this Bulletin* by Birkhoff in his general survey and estimate of the author's contributions to mathematics. The particular task which he has set himself in the book under review is that of expounding the theory of the linear differential equation, keeping in mind not only the spirit of Sturm's work but, so far as possible, the letter also. Choosing to neglect some of the more direct and powerful but less elegant methods, he has given an admirable exposition of the analogy of the problems of linear differential equations to those of the purely algebraic linear equations.

Ever since Sturm was inspired by these analogies to undertake his investigations, an advance in the linear problem of algebra or of analysis has generally suggested a corresponding one in the other field. Bôcher's contributions to the literature of both the algebraic and analytic problems made it especially fitting that he undertake this presentation. It should, however, be pointed out that it is purely the parallelism between the two theories which he discusses. No use is made of either theory in the actual development of the other. There is, for example, no hint of the possibility of obtaining results by passing from the algebraic to the transcendental on letting the number of difference equations approximating to the differential equation increase without limit.

Material from the published memoirs of Bôcher plays no inconsiderable part in the subject matter of this volume. And as Birkhoff has already pointed out, there are two important

[^2]theorems which appear here for the first time. Below we shall discuss these theorems, one of which is concerned with an extension of the method of successive approximation and the other with the functional dependence of the solution on the coefficients of the equation and of the boundary conditions. A careful reading of these lectures gives the distinct impression also that a further filling in of gaps and a general rounding out of the theory is one of their admirable features.

The reader cannot fail to obtain from this volume an excellent insight into one of the fundamental bases of mathematical theory. It has the virtues and the faults of the lecture form, being interesting and suggestive but neither encyclopedic nor adapted for reference. It suffers from the fact that it was compiled by another; one notes the simplicity and elegance of ideas which were characteristic of Bôcher, but misses at times his lucidity of exposition. Sometimes the exact conditions under which a theorem is being developed are not easy to locate (pages $40,71,110$ ) and it is occasionally difficult to find the formulation of results (pages $41,42,62$, 81). The arrangement of material is not always the happiest and the passage from one topic to another is sometimes more abrupt than the division into sections would indicate. It may be that the war is in large measure responsible for a standard of proof-reading and typography somewhat lower than the very excellent one hitherto attained in the Borel series.

Before attempting to outline the argument of the text it may be well to consider briefly some of the properties of solutions of the special differential equation.

$$
\begin{equation*}
u^{\prime \prime}+\lambda u \equiv d^{2} u \mid d x^{2}+\lambda u=0 \tag{1}
\end{equation*}
$$

and its approximating difference equations. For this special problem we shall not only, as Bôcher would do, set up the parallelism of the two theories but we shall go beyond him in exhibiting the analogy of the actual mechanism and in indicating how by passing to the limit one theory goes into the other. The results are fairly typical of the general homogeneous equation of the second order and will serve as an illuminating introduction to the general theory.

There are two linearly independent solutions of (1), viz.,
$\sin \sqrt{\lambda} x$ and $\cos \sqrt{\lambda} x$, depending on the parameter $\lambda$ and giving as the most general solution $u=c_{1} \sin \sqrt{\lambda} x+c_{2} \cos \sqrt{\lambda} x$. The zeros of any two linearly independent solutions separate each other. If now one boundary condition is imposed, there can be only one linearly independent solution; for example, when $u(0)=0$, the solution becomes $u=c_{1} \sin \sqrt{\lambda} x$, having zeros at $\pm n \pi / \sqrt{\lambda}$. With increase of $\lambda$ these zeros, or those of any solution, move closer together. It is readily seen that a second boundary condition can be imposed only in exceptional cases; the condition $u(1)=0$ can, for example, be satisfied only if $\lambda=\pi^{2},(2 \pi)^{2}, \cdots$. The oscillation theorem for equation (1) under the boundary conditions

$$
\begin{equation*}
u(0)=u(1)=0 \tag{2}
\end{equation*}
$$

may be stated as follows: There exists one and only one characteristic number $\lambda$ for which there is a non-identically vanishing characteristic solution of (1), (2) oscillating $n$ times, that is, having $n$ zeros in the interval. The infinity of positive characteristic numbers for $n=1,2,3, \cdots$ diverges to infinity.

By dividing the interval ( 0,1 ) into $n$ equal parts and denoting by $u_{i}$ the value at $x=i / n$, we can set up the algebraic equations approximating to (1) or (1) and (2). In the latter case they are

$$
\begin{array}{ll}
n^{2}\left(u_{i-1}-2 u_{i}+u_{i+1}\right)=-\lambda u_{i}, & u_{0}=0, u_{n}=0  \tag{3}\\
& (i=1, \cdots, n-1) .
\end{array}
$$

Essentially we have here $n-1$ homogeneous equations in $n-1$ unknowns which will have a solution only when $\lambda$ is one of the $n-1$ roots of a determinant formed from the coefficients of the $u$ 's. The $\lambda$-matrix of the coefficients which is the type met with in studying pairs of bilinear or quadratic forms is here symmetric. We can call the roots characteristic numbers and state for the corresponding solutions a theorem of oscillation analogous to that for the differential equation.

If, in the approximation equations (3), $n$ is given the value 5 and the $u$ 's on the left considered to be a different set of variables from the $u$ 's on the right, and the former solved in terms of the latter, these equations take the form

$$
\begin{aligned}
& u_{1}=\frac{\lambda}{25}\left(u_{0}+\frac{4}{5} u_{1}+\frac{3}{5} u_{2}+\frac{2}{5} u_{3}+\frac{1}{5} u_{4}+0 u_{5}\right), \\
& u_{2}=\frac{\lambda}{25}\left(0 u_{0}+\frac{3}{5} u_{1}+\frac{6}{5} u_{2}+\frac{4}{5} u_{3}+\frac{2}{5} u_{4}+0 u_{5}\right), \\
& u_{3}=\frac{\lambda}{25}\left(0 u_{0}+\frac{2}{5} u_{1}+\frac{4}{5} u_{2}+\frac{6}{5} u_{3}+\frac{3}{5} u_{4}+0 u_{5}\right), \\
& u_{4}=\frac{\lambda}{25}\left(0 u_{0}+\frac{1}{5} u_{1}+\frac{2}{5} u_{2}+\frac{2}{5} u_{3}+\frac{4}{5} u_{4}+u_{5}\right), \\
& u_{0}=0, \quad u_{5}=0 .
\end{aligned}
$$

On denoting the range $i / n(i=0,1,2,3,4,5)$ by $x_{i}$ and also by $\xi_{i}$, the matrix of coefficients on the right may be written

$$
\begin{align*}
& K\left(x_{i}, \xi_{j}\right)=\left(1-\xi_{j}\right) x_{i}, \text { for } x_{i} \leqq \xi_{j} ;  \tag{5}\\
& K\left(\dot{x}_{i}, \xi_{j}\right)=\left(1-x_{i}\right) \xi_{j} \text {, for } x_{i} \geqq \xi_{j},
\end{align*}
$$

and the solution (4) has the form

$$
u_{j}=\frac{\lambda}{5} \sum_{i=1}^{5} K\left(x_{i} ; \xi_{j}\right) u_{i} \quad(j=0, \cdots, 5) .
$$

It will be noted that $K\left(x_{i}, \xi_{j}\right)$, which may be called the Green's function, is a symmetric matrix $\left[K\left(x_{i}, \xi_{j}\right)=K\left(\xi_{j}, x_{i}\right)\right]$, and further that the first difference quotient $5\left[K\left(x_{i+1}, \xi_{j}\right)-K\left(x_{i}, \xi_{j}\right)\right]$ for each $j$ is one constant for $i \leqq j$ and another constant for $i>j$ and that the difference of these constants is in all cases unity. In other words, for $x_{i}=\xi_{j}$ the first difference of the matrix has a discontinuity equal to unity.
We may also set up a Green's function $K(x, \xi)$ for the differential equation (1) having the following properties: $\mathrm{K}(x, \xi)$
(a) is symmetric in the variables $(x, \xi)$,
(b) is continuous together with its first derivative, except that the latter has a break of 1 for $x=\xi$, and
(c) satisfies the relation

$$
\begin{equation*}
u(x)=\lambda \int_{0}^{1} K(x, \xi) u(\xi) d \xi . \tag{6}
\end{equation*}
$$

This integral equation (6) is equivalent to the differential system (1), (2) and bears to it the same relation as equations
(4) and (4') do to equations (3). The Green's function

$$
\begin{align*}
& K(x, \xi)=(1-\xi) x \text { for } x \leqq \xi \\
& K(x, \xi)=(1-x) \xi \text { for } x \geqq \xi \tag{7}
\end{align*}
$$

has essentially the same form (5) as that for the approximating algebraic equations (3).

The $\lambda$-matrix of any set of approximating equations such as (3) is equivalent to that of the corresponding set such as (4), both sets being taken as homogeneous. For any value of $n$, each of the characteristic numbers of (3) is equal to the corresponding one of (4). When $n$ increases, each of the former approaches one of the infinite set of characteristic numbers $(n \pi)^{2}$ of (1), while each of the latter approaches one of the same infinite set of characteristic numbers of (6). The $\lambda$-determinant of (4) has for limit the symmetric Fredholm $\lambda$-determinant of (6). Thus by a passage to the limit $n=\infty$ the algebraic problem goes over completely into the transcendental.

After this consideration of a special problem, we are in a position to sketch the methods and results of the Leçons. Chapter II concerns itself with the parallelism between the linear differential and the linear algebraic systems. To a square array $\left|a_{i j}\right|$ there corresponds a set of linear homogeneous equations

$$
\begin{equation*}
a_{i 1} \xi_{1}+c_{i 2} \xi_{2}+\cdots+a_{i n} \xi_{n}=0 \quad(i=1,2, \cdots, n) \tag{8}
\end{equation*}
$$

and also another closely related adjoint set

$$
\begin{equation*}
a_{1 j} \eta_{1}+a_{2 j} \eta_{2}+\cdots+a_{n j} \eta_{n}=0 \quad(j=1,2, \cdots, n) . \tag{9}
\end{equation*}
$$

The rank of the determinant $\left|a_{i j}\right|$ being $p$, there are $n-p$ linearly independent sets of solutions of each set of equations. If $p=n$, there is only the identically zero solution and the systems are each incompatible. In this case the corresponding sets of non-homogeneous equations

$$
\text { (8') } \quad \sum_{j=1}^{n} a_{i j} \xi_{j}=\gamma_{i}, \quad\left(9^{\prime}\right) \quad \sum_{i=1}^{n} a_{i j} \eta_{i}=\delta_{j}
$$

have each a unique solution. If $n-p=m \neq 0$ and the homogeneous sets (8) and (9) both have solutions, one must impose $m$ linear conditions on the $\gamma$ 's (or $\delta$ 's) in order that
the non-homogeneous system ( $8^{\prime}$ ) (or $9^{\prime}$ ) have at the same time a solution. The general solution of ( $8^{\prime}$ ) is the sum of a particular solution and of the most general solution of (8), the latter depending on $n-p$ constants.

Turning now to a discussion of the most general linear differential equation of the second order,

$$
\begin{equation*}
L(u) \equiv u^{\prime \prime}+P u^{\prime}+Q u \equiv \frac{d^{2} u}{d x^{2}}+P \frac{d u}{d x}+Q u=R \tag{10}
\end{equation*}
$$

where $P, Q$, and $R$ are continuous functions in an interval $A, B$, we observe that if no boundary conditions are imposed, the solutions can be approximated by $n-1$ non-homogeneous difference equations which take the form

$$
\begin{equation*}
A_{i} u_{i-1}+B_{i} u_{i}+C_{i} u_{i+1}=D_{i} \quad(i=1, \cdots, n-1) \tag{11}
\end{equation*}
$$

in which the $n+1$ variables $u$ are the values of the function at equally spaced points in the interval. Since there are two more variables than equations, the values of two of them may generally be assigned at random; in other words, the solution depends linearly on two arbitrary constants. In order to arrive at unique results, it would be necessary to impose two more linear conditions. As examples of such conditions the following may be cited:
(a) The values of the function or its derivative at two points $a, b$, of the interval may be pre-assigned; or more generally two linear conditions of the form

$$
\begin{align*}
& U_{i}(u) \equiv \alpha_{i 1} u(a)+\alpha_{i 2} u^{\prime}(a)  \tag{12}\\
& \quad+\beta_{i 1} u(b)+\beta_{i 2} u^{\prime}(b)=\delta_{i} \quad(i=1,2)
\end{align*}
$$

may be imposed. More generally still these conditions may concern themselves with the values of $u$ and $u^{\prime}$ at any number of points in the interval.
(b) Given the functions $f_{i 1}, f_{i 2}$, the solutions may be subject to the integral conditions

$$
u_{i}(u)=\int_{A}^{B}\left[f_{i 1} u(x)+f_{i 2} u^{\prime}(x)\right] d x=0
$$

(c) There may be a combination of the types (a) and (b). The equations (11) with two linear conditions such as (12) correspond to one of the sets $\left(8^{\prime}\right),\left(9^{\prime}\right)$.

To the homogeneous equations (8) corresponds the homogeneous differential equation

$$
\begin{equation*}
L(u) \equiv \frac{d^{2} u}{d x^{2}}+P \frac{d u}{d x}+Q u=0, \tag{13}
\end{equation*}
$$

together with two linear homogeneous equations of condition

$$
\begin{align*}
U_{i}(u) & \equiv \alpha_{i 1} u(a)  \tag{14}\\
& +\alpha_{i 2} u^{\prime}(a)+\beta_{i 1} u(b)+\beta_{i 2} u^{\prime}(b)=0 \quad(i=1,2) .
\end{align*}
$$

The differential equation adjoint to (10) is

$$
\begin{equation*}
M(v) \equiv \frac{d^{2} v}{d x^{2}}-\frac{d(P v)}{d x}+Q v=R \tag{15}
\end{equation*}
$$

and to (13) is

$$
\begin{equation*}
M(v) \equiv \frac{d^{2} v}{d x^{2}}-\frac{d(P v)}{d x}+Q v=0 . \tag{16}
\end{equation*}
$$

Similarly we may have boundary conditions adjoint to (12) or (14). In the latter case they are

$$
\begin{equation*}
V_{i}(v)=0 \quad(i=1,2), \tag{17}
\end{equation*}
$$

and we have the formula

$$
\begin{equation*}
v L(u)-u M(v)=\frac{d}{d x}\left(P u v-P v^{\prime}+u^{\prime} v\right) . \tag{18}
\end{equation*}
$$

The two systems (13), (14) and (16), (17) have the same number of linearly independent solutions or are both incompatible. The approximation equations of the two will bear to one another the same relation as (8) and its adjoint set (9), and the formula (18) has its analogue in a bilinear form involving the $\xi$ 's and $\eta$ 's. Precisely as in the case of the algebraic difference equations, the incompatibility of (13), (14) entails a unique solution of (10), (12) and of (13), (12) and of (10), (14). In case the system (13), (14) is compatible, a necessary and sufficient condition that there be a solution of the nonhomogeneous system (10), (12) also is that certain linear equations of condition be imposed on $R$ and the $\delta$ 's, while the general solution is the sum of a particular solution and of the most general solution of (13), (14).
Every differential equation of the second order may, by
a change of variable, be put into a form which is self-adjoint, that is, such that (10) and (15) and also (13) and (16) coincide. The type most important in application is that where the boundary conditions are also self-adjoint; (14) and (17) would in that case be identical. This corresponds in the algebraic cases (8), (9) to a symmetric array $\left|a_{i j}\right|$.

The discussion of the simplest cases of the real solutions of the self-adjoint equation together with the behaviors of their zeros forms the topic of Chapter III. The properties of solutions of the most general homogeneous equation of this type, which can be taken in the form

$$
\begin{equation*}
\left(p u^{\prime}\right)^{\prime}+g u=0 \tag{19}
\end{equation*}
$$

follow closely those concerning the solutions of (1) which were written in explicit form. The well-known theorem of Sturm concerning the alternation of the zeros of two linearly independent solutions $u_{1}, u_{2}$ of (19) follows from the readily established formula

$$
\frac{d\left(u_{1} / u_{2}\right)}{d x}=\frac{u_{2} u_{1}^{\prime}-u_{1} u_{2}^{\prime}}{u_{2}^{2}}=\frac{\text { constant }}{p u_{2}^{2}}
$$

Conditions under which this separation theorem holds for two linear combinations of $u$ and $u^{\prime}$ such as

$$
\psi_{1}=\varphi_{1}(x) u+\varphi_{2}(x) u^{\prime}, \quad \psi_{2}=\varphi_{3}(x) u+\varphi_{4}(x) u^{\prime}
$$

are readily obtained. Of course, corresponding theorems for the approximating algebraic equations can also be deduced; but they are not of special interest.

The solutions of (19) being continuous functionals of $p$ and $g$, we should expect that by proper choice of variation in these coefficients the zeros of $u(x)$ would move closer together as in the special case of equation (1), and this is a result easily established. Denoting by $u_{1}$ the solution corresponding to coefficients $p_{1}$ and $g_{1}$ in (19) and by $u_{2}$ that corresponding to $p_{2}$ and $g_{2}$, it follows from the identity, due to Picone,

$$
\begin{aligned}
& \frac{d}{d x}\left[\frac{u_{1}}{u_{2}}\left(p_{1} u_{2} u_{1}^{\prime}-p_{2} u_{1} u_{2}^{\prime}\right)\right] \\
& \quad=\left(g_{2}-g_{1}\right) u_{1}^{2}+\left(p_{1}-p_{2}\right){u_{1}^{\prime}}^{\prime 2}+p_{2}\left(u_{1}^{\prime}-u_{2}^{\prime} \frac{u_{1}}{u_{2}}\right)^{2}
\end{aligned}
$$

that, in an interval between two consecutive zeros $x_{1}$ and $x_{2}$ of $u_{1}$, a necessary condition that there exist a solution $u_{2} \neq 0$ is that at least one of the expressions $p_{1}-p_{2}, g_{2}-g_{1}$ be positive. For otherwise on integrating the identity between $x_{1}$ and $x_{2}$, the two sides give opposite signs. Roughly speaking, it is true that if $p$ decreases or $g$ increases the zeros move closer together. An analogy can be found for the corresponding approximating difference equations.

By means of this comparison theorem the author easily finds upper and lower bounds for the lengths of intervals of oscillation by solving an equation with constant coefficients greater or less than $p$ and $g$. For example, if $\gamma_{1}=\min p>0$, $\gamma_{2}=\max g$, on solving

$$
u^{\prime \prime}+\frac{\gamma_{2}}{\gamma_{1}} u=0,
$$

it is found that if $\gamma_{2}<0$ the exponential result precludes the possibility of an oscillating solution of (19), while if $\gamma_{2}>0$, $\sin \sqrt{\left(\gamma_{2} / \gamma_{1}\right)} x$ gives a lower bound $\pi / \sqrt{\gamma_{2} / \gamma_{1}}$ for the interval between the zeros of that equation.

The most important special case which arises in applications is when $g=q+\lambda k$; that is, when (19) takes the form

$$
\begin{equation*}
\left(p u^{\prime}\right)^{\prime}+(q+\lambda k) u=0 . \tag{20}
\end{equation*}
$$

If $p, q$ and $k$ remain fixed and the parameter $\lambda$ varies, the theorem of comparison just enunciated can be applied directly in case $k \geqq 0$ or $k \leqq 0$. In case $q \leqq 0$ and $k$ changes sign it may be applied by dividing the equation through by $|\lambda|$. The remaining case where no restrictions are put on $q$ and $k$ involves complex solutions and has been worked out in detail only since Bôcher's lectures were given.*
Let us now impose one condition on the solution $u(x)$ of (20); for example,

$$
\begin{equation*}
c_{1} u(a)+c_{2} u^{\prime}(a)=0 . \tag{21}
\end{equation*}
$$

(This may, by a change of variable, be reduced to $u(a)=0$ or $u^{\prime}(a)=0$.) By proper variations of $p, q$ and $\lambda k$ the lengths of the intervals may be decreased and the zeros of $u$ and $u^{\prime}$ made to move in toward $x=a$. In particular, when $p, q$ and $k$ are held fixed, with increase of $|\lambda|$ the number of

[^3]zeros of $u(x)$ in the interval $a, b$ can be made to increase without limit. Further there is a set of values of $\lambda=\lambda_{1}, \lambda_{2}, \cdots$ (characteristic numbers), which diverge to infinity, to which correspond the characteristic solutions $u(x)$ satisfying (21) and a second linear condition
$$
c_{3} u(b)+c_{4} u^{\prime}(b)=0
$$

In case $k \geqq 0$ the oscillation theorem for the system (20), (21), (21') will be approximately that for the special system (1), (2); but in case $k$ has both signs the result must be so modified as to prescribe two characteristic numbers (one positive and the other negative) corresponding to which are solutions having any given number of zeros in the interval.

Besides a discussion of conditions under which the characteristic numbers of a differential equation will be real and the derivation of an oscillation theorem for a simple case of $n$ differential equations each with $n$ parameters, Chapter IV contains a detailed treatment of the oscillation theorem for the interesting periodic conditions

$$
\begin{equation*}
u(a)=u(b), \quad u^{\prime}(a)=u^{\prime}(b) \tag{22}
\end{equation*}
$$

It may be remarked that when more general boundary conditions of the type (14) are imposed, it is customary to follow Hilbert in reducing them to a small number of normal forms and in discussing these in sequence. It may also be noted that the theorem of oscillation derived by Bôcher holds more generally for all boundary conditions belonging to the same normal form as (22). For $k \geqq 0$ the theorem is precisely that which one would surmise from a slight consideration of the special equation (1) under these same conditions (22), viz.: corresponding to each even number of oscillations there are two characteristic solutions, to each odd number there are none, and to zero there is one.

Chapter V begins with a consideration of the existence and fundamental properties of the Green's function for differential equations of the $n$th order. Since the case $n=2$ is typical, we may here confine ourselves to the equations already discussed. When the homogeneous system (13), (14) is incompatible, a Green's function $G(x, \xi)$ having the properties (a), (b), (c) enumerated above may be set up and it furnishes as a unique solution of (10), (14) the formula

$$
\begin{equation*}
u(x)=\int_{a}^{b} R(x) G(x, \xi) d \xi \tag{23}
\end{equation*}
$$

The Green's function for the adjoint system (15), (17) turns out to be $G(\xi, x)$, so that for a self-adjoint system it is symmetric in $x$ and $\xi$, as we saw in the special form (7) set up for the system (1), (2). When a solution of the system (10), (12) is desired, the formula (23) must be modified by the addition of certain auxiliary terms. While no mention is made of the fact in the leciures, these theorems have an analogue in the theory of algebraic equations.

The same sort of argument as establishes (23) leads to a proof of the equivalence of the non-homogeneous differential system (10), (12) with the non-homogeneous integral equation

$$
u(x)=f(x)+\int_{a}^{b} R(x) G(x, \xi) u(\xi) d \xi
$$

where $f(x)$ is the sum of certain auxiliary terms. In case the differential system is homogeneous, the term $f(x)$ is zero and (13), (14) is equivalent to the corresponding homogeneous integral equation

$$
u(x)=\int_{a}^{b} R(x) G(x, \xi) u(\xi) d \xi
$$

of which (6) is a special case.
In Chapter I the author proves by the method of successive approximations the usual existence theorem for the solution of the non-homogeneous equation (10) under the one-point boundary condition

$$
\begin{equation*}
u(c)=\gamma, \quad u^{\prime}(c)=\gamma^{\prime} \tag{24}
\end{equation*}
$$

by showing that the series

$$
v_{1}+v_{2}+v_{3}+\cdots ; \quad v_{1}^{\prime}+v_{2}^{\prime}+v_{3}^{\prime}+\cdots
$$

approximating to $u$ and $u^{\prime}$ are uniformly convergent. This is done by establishing the inequality

$$
\left.\left\lvert\, \begin{array}{l}
v_{n} \mid \\
\left|v_{n}^{\prime}\right|
\end{array}\right.\right\} \leqq \frac{C L^{n-2}(2 M)^{n-2}(x-c)^{n-2}}{(n-2)!}
$$

where $C$ is greater than $\left|v_{1}\right|,\left|v_{1}{ }^{\prime}\right|,\left|v_{2}\right|,\left|v_{2}{ }^{\prime}\right| ; M$ greater than $|P|,|Q|,|R|,|\gamma|,\left|\gamma^{\prime}\right|$; and $L$ greater than both unity and the length of the interval.

One of the contributions of Bôcher first appearing in these lectures is the answer to the question as to the nature of the
dependence of $u$ on the coefficients $P, Q, R$, and the constants $\gamma, \gamma^{\prime}$. He shows that the solution $u$ is a continuous functional $F\left(P, Q, R, \gamma, \gamma^{\prime}\right)$, and moreover that this is true even when the three arguments $P, Q, R$ have a finite number of discontinuities. It may be assumed that as in the case of functions the sum or product of two continuous functionals is a continuous functional as is also the integral of a functional. The reasoning of Bôcher, which is characteristically simple and elegant, then proceeds as follows. Since each $v$ and $v^{\prime}$ is obtained by a finite number of integrations of explicit sums and products of $P, Q, R, \gamma, \gamma^{\prime}$, and of specified continuous functions of $x$, it is a continuous functional of the arguments. The finite sums $\sum_{1}^{n_{1}-1} v_{n}, \sum_{i}^{n_{1}-1} v_{n}{ }^{\prime}$ will then also be continuous functionals for any definite index $n_{1}$. But for the functional field limited by the assumed value of the constant $M$, and for an index $N_{1}$ large enough, $\left|\sum_{n_{1}}^{\infty} v_{n}\right|$ and $\left|\sum_{n_{1}}^{\infty} v_{n}{ }^{\prime}\right|$ will be less than any preassigned $\epsilon>0$ for $n_{1}>N_{1}$. This establishes the theorem.

Returning to the topic of successive approximations at the end of Chapter V, Bôcher by an application of the Green's function fulfils the promise made in his International Congress lecture of considering a generalization of the theory of successive approximations. Taking the differential system in the form

$$
\begin{equation*}
L^{\prime}(u)=L^{\prime \prime}(u)+R, \quad U_{i}^{\prime}(u)=U_{i}^{\prime \prime}(u)+\delta_{i} \tag{25}
\end{equation*}
$$

where $L^{\prime}$ and $L^{\prime \prime}$ are homogeneous linear differential expressions of orders $n$ and $m<n$ respectively and $U_{i}{ }^{\prime}(u)$ and $U_{i}{ }^{\prime \prime}(u)$ are linear forms in $u(a), u^{\prime}(a), \cdots, u^{(n-1)}(a)$, $u(b), u^{\prime}(b), \cdots, u^{(n-1)}(b)$ and assuming that the homogeneous system $L^{\prime}(u)=0, U_{i}{ }^{\prime}(u)=0$ is incompatible, he finds that the series set up by the usual method of successive approximations as solutions of the successive equations

$$
\begin{gathered}
L^{\prime}\left(u_{m}\right)=L^{\prime \prime}\left(u_{m-1}\right)+R, \quad U_{i}^{\prime}\left(u_{m}\right)=U_{i}^{\prime \prime}\left(u_{m-1}\right)+\delta_{i} \\
(m=1,2, \cdots)
\end{gathered}
$$

may or may not converge uniformly. The discussion of this question of convergence is made to depend on the charac-
teristic values of the system

$$
\begin{align*}
L^{\prime}(u) & =\lambda\left[L^{\prime \prime}(u)+R^{\prime \prime}\right]+R^{\prime}, \\
U_{i}{ }^{\prime}(u) & =\lambda\left[U_{i}{ }^{\prime \prime}(u)+\delta_{i}{ }^{\prime \prime}\right]+\delta_{i}^{\prime}, \tag{26}
\end{align*}
$$

where $R^{\prime \prime}+R^{\prime}=R$ and $\delta_{i}{ }^{\prime \prime}+\delta_{i}{ }^{\prime}=\delta_{i}$, and (26) reduces to (25) for $\lambda=1$. If for $u_{0}$ we take the solution of $L^{\prime \prime}\left(u_{0}\right)$ $+R^{\prime \prime}=0,{U_{i}}^{\prime \prime}+\delta_{i}{ }^{\prime \prime}=0$, the method of successive approximation gives us a power series in $\lambda$ which will converge within a certain circle (finite or infinite) with $\lambda=0$ as center and which will diverge without. To obtain a knowledge of the radius of this circle, Bôcher considers a differential system

$$
\begin{equation*}
L(u)=R, \quad U_{i}(u)=\gamma_{i} \quad(i=1,2, \cdots, n) \tag{27}
\end{equation*}
$$

of which (26) is a special case. The coefficients are assumed continuous in the real variable and analytic in $\lambda$ for a certain Weierstrass domain. His profound grasp of the algebraic problem leads him to a consideration of the function

$$
\frac{\left|\begin{array}{ccccc}
u_{0} & y_{1} & y_{2} & \cdots & y_{n}  \tag{28}\\
U_{1}\left(u_{0}\right)-\gamma_{1} & U_{1}\left(y_{1}\right) & U_{1}\left(y_{2}\right) & \cdots & U_{1}\left(y_{n}\right) \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
U_{n}\left(u_{0}\right)-\gamma_{n} & U_{n}\left(y_{1}\right) & U_{n}\left(y_{2}\right) & \cdots & U_{n}\left(y_{n}\right)
\end{array}\right|}{\left|\begin{array}{lllll}
U_{1}\left(y_{1}\right) & \cdots & U_{1}\left(y_{n}\right) \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
U_{n}\left(y_{1}\right) & \cdots & U_{n}\left(y_{n}\right)
\end{array}\right|}
$$

where $u_{1}$ is a solution of $L(u)=R$ and $y_{1}, \cdots, y_{n}$ are a fundamental system of solutions for the homogeneous equation $L(u)=0$. When $\lambda$ is not a characteristic number of the homogeneous system $L(u)=0, U_{i}(u)=0$, in other words when the denominator is not zero, a substitution shows that (28) is a solution of (27). This solution is continuous in $x$ and analytic in $\lambda$ except for the characteristic numbers.

But Bôcher is able to proceed further. Even when the denominator of (28) vanishes, as it will for the characteristic number $\lambda_{i}$, it may happen that the numerator has a zero of the same order, in which case a solution of the system (27) still exists for this value of $\lambda$. For such a characteristic number both the homogeneous and non-homogeneous systems must have solutions. He had already noted above the corresponding condition of affairs in the algebraic problem, where
the solutions of the homogeneous equations (8) are also solutions of the adjoint non-homogeneous equations ( $9^{\prime}$ ). This algebraic condition which may be expressed by the formula $\Sigma \delta_{j} \xi_{j}=0$, where $\xi_{j}$ denotes any solution of (8), has its analogues in the transcendental case.

He is now ready to state the results for (26) and hence for (25). If the circle of convergence of the power series in $\lambda$ is not infinite, it passes through one of the characteristic values of the homogeneous system

$$
\begin{equation*}
L^{\prime}(u)=\lambda L^{\prime \prime}(u), \quad U_{i}^{\prime}(u)=\lambda U_{i}^{\prime \prime}(u) \tag{29}
\end{equation*}
$$

corresponding to (26). In the ordinary case this characteristic number will be that of smallest absolute value; but if it is not, each solution of (29) corresponding to a $\lambda$ of smaller absolute value must have index and multiplicity equal, that is, both the homogeneous and non-homogeneous equations have solutions; and at least one solution corresponding to a point on the circle must have them unequal. If the circle of convergence bas a radius greater than unity, the approximating series gives a solution of (25). For one-point boundary conditions, such as (24), there are no characteristic numbers and the series converges everywhere.
It may be remarked that the ordinary case of the theorem just given might be conjectured from a consideration of the problem from the standpoint of the integral equation

$$
\begin{equation*}
u(x)=f(x)+\lambda \int_{a}^{b} K(x, \xi) u(\xi) d \xi \tag{30}
\end{equation*}
$$

equivalent to (26). By successive substitution of this equation into itself we get the power series

$$
\begin{aligned}
u(x)=f(x)+\lambda & \int_{a}^{b} K(x, \xi) f(\xi) d \xi \\
& \quad+\lambda^{2} \int_{a}^{b} K(x, \xi) \int_{a}^{b} K\left(\xi, \xi_{1}\right) f\left(\xi_{1}\right) d \xi_{1} d \xi+\cdots
\end{aligned}
$$

This is the well-known Neumann-Liouville series solution of the integral equation (30), provided it converges uniformly, as it certainly will inside of any circle extending out to the nearest characteristic number of the corresponding homogeneous integral equation. This power series in $\lambda$ must be identical with that obtained from (26) by successive approximations.
R. G. D. Richardson
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