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A NOTE ON GEOMETRICAL FACTORIAL SERIES 

BY G. W. STARCHER 

1. Introduction. This note is concerned with series of the form 

(1) Co+ Z 
„_i O - q)(x - q2) • • • O - qv) ' 

where q is such that \q\ < 1. Series of this form are called ge­
ometrical factorial series. By comparing (1) with the descending 
power series 

00 

(2) Co+ _>>,*-* 

it is shown that they have precisely the same points of conver­
gence, and hence a number of fundamental properties of (1) fol­
low from the known properties of the descending power series. 
In §3 a fundamental theorem concerning the representation of 
analytic functions by means of series of the form (1) is proved. 
In §4 precise formulas for the multiplication of two such series 
are obtained. The points x — q\ (i = 1, 2, 3, • • • ), will be called 
exceptional points for the series (1), and we agree to exclude 
such points from consideration. If we replace x by x~l, the series 
(1) becomes 

,_i (1 -qx){\ ~q2x) • • . (1 - <f%)' 

which, if- it converges at all, converges for values of x in the 
neighborhood of the origin and defines an analytic function in 
such a region. Such series might be compared to the ascending 
power series. This discussion is presented with reference to the 
series (1) only because of convenience and simplicity of formu­
las. 

2. Comparison of (1) and (2). Suppose x to be a point of con­
vergence of (2). Let us write 

xv 

(x — q)(x — q2) • • • (x — qv) 
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Then 

I Vp+i — V, I = \ M——1| 
l ( s - q)(x - a2) • • • (x - Û')J U-tf"*1 J 

g '+V 

(x - q)(x - £2) • • • (x - qv+l) 

By the ratio test for convergence we can show that the series 
]Cr=i|*V+i~~Vv\ converges for every x not already excluded. By 
a known theorem* we have the result that 

00 00 

2 UVV, = CQ + YJ 
pmml (x - q)(x - q2) • • • (x - qv) 

converges for all values of x for which (2) converges. 
Conversely, let x be a point of convergence of the series (1). 

Let 
Cv 

uv = (x — q)(x — q2) - • • (x — qv) 

(x — q){x — q2) • • • (# — #") 
^ 

I t is easy to show by the ratio test that the series ]C"=i I vv+\ — vv\ 
converges for every x, and hence the series 

oo oo 

X] UvVy = CQ + X) ^^~" 

converges at the points of convergence of (1). I t follows that the 
theorems concerning the region of convergence and expressions 
for the radius of convergence known for the power series (2) 
also apply to the series (1). By means of the second lemma in 
the paper already cited we can establish the corresponding the­
orems for uniform convergence when we exclude the exceptional 
points by enclosing them in arbitrarily small circles. 

3. Representation of Functions by Series of the Form (1). We 
shall establish the following theorem. 

THEOREM. Let f(x) be analytic outside the circle S of radius R 
about the origin. Then f (x) can be represented uniquely by a series 
of the form 

* See, for example, Carmichael,Transactions of this Society, vol. 17 (1916), 
p. 211. 



1931] GEOMETRICAL FACTORIAL SERIES 457 

00 C 

cQ+ Y\ ) I a I < 1, 
Zl (x-q)(x-q2)---(x-f) m 

where 
Ck = — f (* - q) (« - q2) • • • (s - q^)fQ(z)dz, k > 0, 

Z7TZ J(7 

/o(s) 6«i»g written for f (z) — c0. The contour C is understood to be 
any contour about the origin lying entirely outside S1 such that the 
point x lies outside C, and C does not pass through any exceptional 
points. 

Let / (oo)=c 0 . Consider the f unction f0(x) = f (x)— c0. By the 
Cauchy integral theorem we have* 

/oO) 
= i_ r M*)dz l ç . 

2iri Jc z — x 2wi Jc 

where C and C' are circles lying outside S and are such that the 
point x lies inside C' but is outside C. By letting the radius of 
C' increase indefinitely we can show that the second integral 
contributes zero, since lim^*, fo(z) = 0, and we have finally 

(3) fo(x) = — . 
2TI Je % — z 

We can easily verify the following algebraic identity : 

1 1 z - qs 1 
(4) = + x — z x — q8 x — qs x — z 

If in this expression we first take s = 1, then replace l/(x — z) in 
the second member by its value above when 5 = 2, again when 
5 = 3, and continue k times, we have the algebraic identity 

1 1 z - q 1 
(5) = + x — z x — q x — q x — z 

1 z - q (z - q)(z - q2) 
x — q (x — q)(x — q2) (x — q)(x — q2) x — z 

1 g ( s - g ) ( s - g » ) - . . ( s - ? 0 
x - g ƒ.! (x — gOO — q2) • • • (a? - g /+1) 

(2 - gr) • • • (a - ?fc) 1 

+ (# — q) • • • (x — g*) # — z 

* See Whittaker and Watson, Modem Analysis, 4th éd., §5.21. 
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Then by (3) and (5) we have 

z 

(6) 

I f fo(z)a 
ƒ„(*) = — 

Z7TÎ J C X — 

+ 

(z - q)(z - g») • • • (z - gQ/,(«) 

c (* — ?)(* - $2) • • • {x — q'+l) 
dz 

J _ r (z- q)(z-

liriJc (x — q)(x — liriJc (x — q)(x — q2) • • •(# — qk)(x — z) 
dz. 

Since z lies on C we have the following inequality, | g | / | # | â p < l . 
We denote by Rk the last term in (6). For every positive number 
€ there exists an integer ko such that for k >kQ we can write 

< P + e. 
x — qh 

Then we have 

1 1 r (g - q) (z - q2) • • • (g - g*Q) (g - g*Q+1) • - • ( * - qk)fo(z) 

\2TiJc {oc-q){x-q2) ' ' ' (x-~qk°)(x-qk°+1) • • • (x-qk)(x-z)' 

M\ 

dz 

M r 
— \ I (P + €) *-*•& 
27T I J c 

= üf(p + €)*"*•, £ > &o. 

When e is sufficiently small, p + € < 1 and lim*.,* M(p + e)k~k° = 0. 
Tha t is, limfc-oo Rk = 0. From (6) we have 

(7) 
1 C f° 

ƒ„(*) = — -
fo(z)dz 

+ E — I ^—-
(g - g ) ( g - g » ) - - - ( g - r t / o ( g ) 

?)(* - 22) • • • o - f) 
dz. 

This series converges and represents the analytic function f0(x) 
outside the circle S. Then we have 

00 c 
(8) ƒ 0 ) = co + Mx) = co + Y, ~ ~ V- : T> 

,=i (x - q)(x - q2) • • • (x - qv) 
where 

c* = —-. f(z- q)(z - ?2) • • • (g - qk-i)f0(z)dz, k > 0, 
2wi Jc 

as the theorem states. 

file:///2TiJc


I93I-1 GEOMETRICAL FACTORIAL SERIES 459 

Finally, there can be but one such expansion. For suppose we 
also had 

(9) ƒ(*) = do + £ 
,«i O - q)(x - q2) • • • (x - qv) 

Subtracting (9) from (8) member by member gives 

0 = Co — do + £ 
! (* - q)(x - q2) • • • (x - g") 

Considering the limit approached by this expression as x be­
comes infinite we have c0—do = 0, or Co = do. Then 

00 /• — d 

0= Z " * ,«i (x - ? ) 0 - g2) • • • O - qv) 

Multiplying through by x — q gives 

Cp "~"~ Q/y 

0 = d - di + E 
„~2 O - q2)(% - q*) - - - (x - qv) 

Again letting x become infinite we have Ci — di = 0, or Ci = di. 
Continuing this process we have Ci = di, i = 1, 2, 3, • • • , and the 
expansion (8) is unique. 

4. Operations with Series of the Form (1). Clearly the addition 
of two series of the form (1) presents no difficulty. Tha t the 
function represented by the product of two series of the form (1) 
can be expressed in the same form follows from the properties of 
the series given in the preceding sections of this paper. We are 
here concerned with obtaining the precise coefficients in such a 
product. 

In (5) let us write q for z, qv+1 for q, then again apply (5) to 
the second member of the identity after writing qv+2 for q, and 
continue k times. If we denote the last term in the second mem­
ber by Lk, then l inu-^ L& = 0 and we can write 

x — q x — qv+l (x - qv+l)(x - qv+2) 

q2(l - g Q ( l - gH-i) 

(* - qv+x)(x - qv+2)(x - qv+*) 
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Then we have 

(10) - = 
(x - q) • • • (* - qv) (x - q2)(x - qs) • • • (x - q»+l) 

frg(l ~ gO 
(x- q2)(x- qz) • • • O - g"+2) 

The latter series converges absolutely and uniformly for all val­
ues of x such that \x\ ^r>\q\. Let r± be the radius of absolute 
convergence of (1). Substituting from (10) into (1) we have 
a double series which we denote by £o+]C»U«»ia»»»' Let 
btnn = cmqn~1/xm+n~1. The series X)*jW=1&mn is the product of the 
two series ^éV

M
=1cv/x

v and ^ZLiq^/x", each of which converges 
absolutely if \x\ >R, where R is the larger of the two numbers 
r and r\. By a known theorem* 2*>w==1ômn converges absolutely 
in the same region. Since IL°°=i(l— Ü") and IL°°=i(l— <Lv+1/%)> 
\x\ >R, represent convergent infinite products we can easily 
show that the ratio \amn/bmn\ <M, where M is finite. Hence 
E i w = i \amn\ < M52Z,n=ibmn and the double s e r i e s 2 i = i « m n con­
verges absolutely at the points of absolute convergence of 
Em,«=i^n, that is, outside the circle of radius R. By a well 
known theorem,! the double series obtained above gives the 
same sum for any mode of summation. Summing by diagonals 
gives 

(11) Co + Y, > I x\ > R, 

where 

s,(1) = i : <r*a - ?oa - qi+1) • • • (i - q-1)^. 
In the same way we can show that the series (11) can be trans­
formed into the series 

sl2) 

Co + ^ 7 ^ 7 7\ "e— 
i=\ (x - qz)(x - q4) • • • (x -

where 

sl2) = £? ï (*-*>(i - « 0 ( 1 - <r+1) • • 

_ ç , + 2 ) ' 

• (i - g - ^ " 

* See Bromwich, Theory of Infinite Series, p. 90. 
t Bromwich, Theory of Infinite Series, §31. 
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and finally into 

C° hi (x - qw){x - qk+*) . . . ( * - jHr+i) ' 
where 

(*) 5, = £<? (i - g«)(i - ?t+1) • • • ( ! - «r 1 )^ 
»=i 

Using this formula repeatedly we have 

Slk) = 2 g * ( ^ « ( l - g*)(l - ? m ) • • • (1 - fi»-i)2c*-i)o-«(i - ?i) 
. . . ( ! _ ? , - i ) . . . ? , - « ( 1 _ ç . ) ( 1 _ r + i ) . . . ( i _ f-i)Cs> 

where the summation is understood to be taken for all possible 
integral values of v, i, j , • • • , s, such that 

1 g s g • • • £j £ i£v. 

LEMMA. 

(1 - q«+l)(l - ?«+') • • • (1 - ?«+*-!) 

+ j * ( l - q")(l - q^1) • • • (1 - ?«+*-2) 

+ g»( l - tf^Xl - g«) • • • (1 - q«+k-3) -\ 

+ j(«-i)*(l - ?»)(l - ç») . . . (1 _ ?») 

+ «z«*(l - ?)(1 - «*) • • • (1 - s*-i) 

= (1 - ?a+1)(l - ?a+2) •- • (1 - qa+k)/(l ~ qk). 

By combining terms in the first member two at a time, at 
each step taking the last two terms and continuing backward 
until all the terms are combined, we have the second member. 

By simple induction we can establish the formulas 

, („ c i ««a - <7m)(i - <rOü - <ri+1) • • • ( ! - q-l)c-> 
S?' - £ 1-q 

d ) = g g ' ( i - g
i + i ) ( i -g i + 2 ) ( i -g -o( i -g - - i + l ) • • • a-q"-1)^ 

h (l-q)(l-q>) 
and finally, by using the lemma above, we have by induction 

' £ j (1 - ?)(1 - ?2) • • • (1 " Î*-1) 
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Consider the product 

L „=i (x — q) • • • (x — qp)J L ,-i (x — q) • • • (x — qv)A 

Ĵ v Cvdo + Co»j/ 

* = i (x - q) • • • (x - g") 

+ rf c- i \± * i. 
L - i (x - q) • • • (x - qv)j L ,-i (x — q) - - - (x - qv)S 

Since we have 

,-i (x - g) • • • {x - qv) 

c ( fc) 

- E Zî (* - qk+l)(x - g*+2) • • • ( * - qk+v) ' 

the above product becomes 

where* 

v=i O - g ) 0 - q2) • • • O - g") 

Av = doc + Ö?„CO + /jSi (c)dy-i. 

Within the region of uniform convergence of (1) the terms are 
all analytic functions and hence by a well known theorem f the 
series (1) can be differentiated term by term. If in (5) we write 
q1 for 2, qv+l for g, and denote the last term in the second member 
by Lk, then linu.^, L&' = 0 and we can write 

1 " q«-»*(l - q"-t+l)(l - qv~t+2) • • • (1 - q^-t+i-i) 

x — q* imml (x - qv+l)(x - qv+2) • • • (x - gv+i) 

x è r > I q I. 

Using identities of this form to transform the series in the second 
member below into a geometrical factorial series, we have 

* S i (c) is written to indicate that the 5"s are formed with the c's. It will 
be observed that A v is symmetric in the c's and <f s. 

t See for example Townsend, Functions of a Complex Variable, p. 224. 
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±L+± 1 1 
dx I „»i (x — q)(x — q2) • • • (x — qv)) 

A cv ( 1 1 1 ) 

y=i {x—q){x—q2) • • • (x—qv) \x — q x — q2 x — qv) 
oo oo n (ƒ) 

= - E E 
„»1 y-i (* — # ) ( > - g2) • ' ' (X - qv+]') 

oo n 

= E > | * | ^ * > 
r*i O - g ) 0 — q2) • • • (x - qv) 

where* 
j/—i £ 2 v 1 
i = 0 / = 0 ƒ—1 

and where R is defined above. 
Again we can take the indefinite integral of the series (1) 

within the region of uniform convergence and obtain 

fL+± * 1 
J \ r-i (x — q)(x — q2) - - - (x — qv)) 

= a0 + aîx + a0" log (x — q) 

av + £ „»i (x — q)(x - q2) • • • (x - qv) 

where a0 is the constant of integration, 

Ü0 = CQ, ÜQ = Ci, d\ = — C2) 

and in general av is given by the relation 

av = - —{CH-I + E S II?"(1 - qv-l-i+i)a^X,v > 1. 
V I *«i i= i y - i ; 

OHIO UNIVERSITY 

* We interpret the notation so that Cv — vcv and X>i=0. 


