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T H E LATENT ROOTS OF A M A T R I X OF 
SPECIAL T Y P E 

BY JOHN WILLIAMSON 

1. Introduction. In this paper the latent roots of a matrix, 
each of whose elements are suitably restricted rational functions 
of a square matrix A, are discussed. In particular a theorem is 
proved about the latent roots of such a matrix, which reduces in 
the simplest case to the familiar theorem on the value of the 
latent roots of a rational function of a matrix A. The third 
section illustrates the fact that the values of circulant determi
nants, and of determinants composed of blocks which are them
selves circulants, can be easily deduced from their matrix prop
erties. 

2. Latent Roots. Let A be a square matrix of n rows and n 
columns and let Xi, X2, • • • , X„ be the latent roots of A, where 
the Xt need not be distinct. Then by a well known theorem on 
matrices* there exists a non-singular matrix X, which trans
forms A into a matrix whose elements in the leading diagonal 
are the latent roots of A, while all the elements to the left of the 
leading diagonal are zero. This may be expressed by the matrix 
equation 

/ Xi r 12 • • • f i n \ 

0 X2 • • • r2n 

(1) XAX-1 = 

\ 0 0 • • • X* / 

A. 

It follows from (1) that , if ƒ (A) is a rational function of the 
matrix A, of which the denominator is non-singular, the matrix 
X transforms the matrix ƒ (A) into a matrix of the same type 
as A, where the elements in the leading diagonal are /(Xi), 
/ (M, • • ',/(X»).Or 

(2) Xf(A)X-> = /(A), 

* A. Wintner, Spektraltheorie der unendlichen Matrizen, pp. 20-22. 
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where the elements to the left of the leading diagonal in ƒ (A) are 
all zero. If now 

(3) B = {An), (hj = 1 ,2 , - - • ,*»), 

denote an m-rowed square matrix all of whose elements are 
w-rowed square matrices A </, B is a square matrix of order nin 
in the elements of the matrices A *,-. If 

F = (-Y*,), ( i , j = 1 , 2 , - . - ,m) , 

is a matrix of the same type as 5 , where J\Tij = 0, if i ^ i , and 
Xu = X, then by simple multiplication 

(4) Y BY'1 = (X^i /X- 1 ) . 

In particular, if Aa=fij(A) be rational functions, whose de
nominators are non-singular, of the original matrix A, then 

(5) C = (MA)) = M[A] 

is an nm-rowed square matrix of the same type as B. I t follows 
from equations (2), (4), and (5) that 

(6) YCY-i = (XfiM)X-*) = (MA)) = D. 

Accordingly the latent roots of C are the same as the latent 
roots of D. But the latent roots of D are the roots of the equa
tion | D— X£| = 0 , obtained by equating the determinant of the 
matrix D—\E to zero. If A denote the determinant of D—\E 
and if, for brevity, the element in the i th row and the j t h 
column of A is indicated by (i, j ) , it follows from (2) and (6) that 

(sn + a, m + i) = 0, if a > i, (r, 5 = 0, 1, • • • , m — 1), 

(sn + i, m + i) = /a+iif+i(X<) - 5/X, (i = 1, 2, • • • , » ) . 

From A a new determinant A' is formed by taking for the rows 
and columns of A7 in succession the 

1st, (n + l)th, (In + l)th, • • • , (n(m - 1) + l)th, 

2d, (n + 2)th, (In + 2)th, • • • , (n(m - 1) + 2)th, 

^th, 2^th, 3^th, • • • , ninth, 

rows and columns of A. Thus, by (7), A' is a determinant in 
which all the elements in the first m columns vanish except 
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those in the first m rows; all the elements in the second m 
columns vanish except those in the first 2m rows, and in general 
all the elements in the ith set of m columns vanish except those 
in the first im rows. Therefore A' is the product of the n de
terminants formed from the first m rows and the first m columns, 
from the second m rows and the second m columns, etc. But by 
(7) the determinant formed from the &th set of m columns, and 
the &th set of m rows of A' is 

/n(X») -

/2l(Xt) 

1 fmlQ^k) 

- x MX*) 
ƒ22 (Xfc) — X • 

fm2\^k) 

' ' /lm(Xfc) 

* * flmQ^k) 

J mm\i^k) - X 

or more shortly |/r«(Xfc) —8 r*\ | , (r, s = l, 2, • • -, m). Hence with 
the notation of (5) 

(8) A ' = n | M [ X * ] - X £ | . 
k=l 

But, as A differs from A7 by at most a sign, A /==0 is equivalent 
to A = 0 and accordingly the latent roots of D and therefore the 
latent roots of C are the nm roots of the n equations obtained by 
equating the n factors | M [X&] — XE| of (8) in turn to zero. Since 
the roots of the equation | M [X&]— \E\ = 0 are the latent roots 
of the matrix M [X&], the following theorem is true. 

THEOREM 1. If A be an n-rowed square matrix, whose latent 
roots are Xi, X2, • • • , Xn and C— (frs(A)) be a square matrix whose 
m2 elements are themselves n-rowed square matrices, which are 
rational f unctions, with non-singular denominators, of the original 
matrix A, then the latent roots of the matrix C are the nm latent 
roots of the n m-rowed square matrices (/r«(Afc)), (&= 1,2, • • •,»). 

COROLLARY 1. If m = 1, this theorem reduces to the well known 
theorem that the latent roots of f 11(A) arefnÇkk), for the latent root 
of the one-rowed square matrix jii(X&) is obviously f nQ^k). 

COROLLARY 2. If n = l, the square matrix A may be taken to be 
the number 1 and the latent root of 1, considered as a matrix, as 1 
itself, so that in this case the theorem simply reduces to the défini-
tion of the latent roots of a matrix. 
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If i?(Af[X]) = iVr[X] = (grs(X)) is a matrix polynomial in the 
matrix M[\], it is easily shown that F(C) =N[A] = (grs(A)). 
Hence by Theorem 1 the latent roots of F(C) are the nm latent 
roots of the n w-rowed matrices F(M\hh\), (k = 1, 2, • • •, n). In 
fact if F(C) is a rational function of C of which the denominator 
H(C) is non-singular, the latent roots of F(C) are the nm latent 
roots of the n matrices F(Af [X*,]). But, the determinant of H{C) 
is the product of the latent roots of H(C) and therefore is equal 
to the product of the determinants of the n matrices H(M [X/b]). 
Hence H(C) is non-singular if the n matrices H(M\\k]) are non-
singular. Accordingly this proves the following theorem. 

THEOREM 2. If A and C are the matrices of Theorem 1 and if 
F(C) is a rational f unction of C with a non-singular denominator, 
the latent roots of F(C) are the nm latent roots of the n matrices 
F{M[X/b]), (k = 1, 2, • • • , n). Moreover, the denominator of F(C) 
is non-singular if and only if the denominators of all the matrices 
F(M\\k]) are non-singular. 

Theorem 1, though perhaps presented in its most interesting 
form, is a particular case of a more general theorem. For the 
proof of Theorem 1 it is not essential that the functions ƒ»-,-(A) 
be functions of the same matrix A. In fact for fa(A) in Theorem 
1 we may write fij(An) without essentially altering the proof, 
provided that the same matrix X transforms all the matrices A i}-
into matrices of type A. Thus we have the following theorem. 

THEOREM 3. If A^ is an n-rowed square matrix, whose latent 
roots are X$ , X(|/, • • • , X($, and if for all values of i, j = l, 
2, • • • , m the same non-singular matrix X transforms the matrix 
Aijinto a matrix of type A with X(^, X( |\ • • • , X($ as its leading 
diagonal, then the latent roots of the matrix 

D = (Jiteu)), (i,j= 1,2, . . . , m ) , 

are the nm latent roots of the nm-rowed square matrices 

(fnQ§)), (k = l,2,---,n). 

3. Applications. Lete*/, (i,j = 1,2, • • • , n) denote the matrix 
whose element in the ith row and the j t h column is 1, while all 
other elements are zero. Further let e&s denote ^ij;if k>n, s>n, 
but k^i and s^j mod n. Thus the matrices Er defined by 



'93'-1 LATENT ROOTS OF A MATRIX 589 

(9) 

where the a1 s are summation suffixes, are non-singular matrices. 
Since the matrices e%j obey the rule of multiplication, we have 

(10) 

(11) ErE8 = ea ,a-fr#/3 ,p+$ — £ a , a+r+6 = Er+S, 

Hence by repeated applications of (11) with $ = 1 and r = l, 
2, • • • , r - 1 , 

(12) E{ = Er, Ex
n = Eo = E, 

the unit matrix. 
If now 

f(x) = #o + ai# + #2#2 + * * * + an-ix
n~l> 

by (12) 

f (Ex) = flo-Eo + ^ 1 ^ 1 + ^2^2 + * * • + ön-1-En-l . 

But by (9) 

/ a0 ai a2 • • • an-i \ 

/ ( £ i ) = 

aw_i ao ai • • • aw_2 

\ 0 1 #2 03 ' * * #0 / 

tha t is, f (Ei) is a matrix whose determinant is a circulant and 
may be for brevity called a circulant matrix. If fa(x) =]Cfc=o a^xk 

and 4̂ = Ei, the matrix C defined by (5) is a matrix whose com
ponent matrices ƒ » / (Ei) are all circulant matrices. By Theorem 1 
the latent roots of C are the nm latent roots of the matrices 
Af [X*], where the \k are the latent roots of Ei. But the latent 
roots of Ei are the nth roots of unity coi, co2, • • • , cow. Hence the 
latent roots of C are the nm latent roots of the n matrices 
M [co*], k = l, 2, • • • , n. In particular the determinant of C is 
the product of the latent roots of C so that 

(13) \C\ = U\M[œk] 
A=I 

n I faM! 

/ c = l 
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If m = \ in (13), this result reduces to the well known theorem 
on the value of a circulant,* while if m>\ formula (13) is the 
statement of a result proved by Zariski on the value of a de
terminant composed of circulants.! 

If, with the previous interpretation of the notation e^ we 
define 

n 

E\ = 22xieiti+iy 

then 
n 

-^1 — / jXiX>iA-\ ' ' ' %i-\-r—l6i,i+r) 

where Xi=x3; if i=j mod n, and Theorem 1 gives the value of 
another type of determinant, which, for n = 4, is the determinant 
of the matrix 

(14)/(£i) = 

/ #0X1X2X3X4 d\X\ #2X1X2 #3X1X2X3 \ 

#3X2X3X4 0,0X2X3X4X1 # i x 2 #2X2X3 

#2X3X4 #3X3X4X1 «0X3X4X1X2 #1X3 

\ «1X4 «2X4X1 «3X4X1X2 0,0X4X1X2X3 I 

Since the latent roots of R\ are now pk, where the Pk are the nth 
roots of the product the value of the determinant 
of such a matrix is TLk=if'(pk), where f\x) is the polynomial f(x) 
with its constant term replaced by a0x

n. If Ei=A, but w > l , 
Theorem 1 gives the value of a determinant composed of m2 

blocks of the type (14), where the a»- may vary from block to 
block, but the Xi must remain the same. 
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* Thomas Muir, Theory of Determinants, vols. 1, 2, 3. Under the heading 
of circulants many determinants which are special cases of Zariski's are dis
cussed. 

t O. Zariski, On the linear connection index of the algebraic surfaces 
zn=f(x, y), Proceedings of the National Academy of Sciences, vol. 15 (1929), 
No. 6, p. 497. 


