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A N E W PROOF OF T H E EQUIVALENCE 
OF E. H. MOORE* 

BY J. P. BALLANTINE 

The theorem which is here called the equivalence of E. H. 
Moore is a statement of a necessary and sufficient condition 
for the existence of a solution of a system of linear equations. 

In Moore's own proof of this equivalence, there is a hypothe­
sis to the effect that if the Hermitian square of a vector a' is 
zero, all the elements are zero. That is, 

a'â, = 0- D -a' = 0'. 

In plain language, take a set of complex numbers, or numbers 
in any number system, multiply each by its conjugate, and add; 
then if the sum is zero, all the original numbers are zero. 

This hypothesis is satisfied in many number systems, and 
holds in every case in which Moore used his equivalence. Un­
fortunately, the writerf used the equivalence in the number 
system of residues modulo 2. For such a number system the 
hypothesis does not hold, as for example in the case of the vector 
a ' = (l , 1), where a'â, = 1 + 1 = 0 (modulo 2). To form a logical 
basis for this work, it was necessary to have a proof, such as the 
following, of the equivalence which would not use the limiting 
hypothesis. 

A general system of linear equations is written 

in matrix form. The prime range (') and the second range (") 
are conceptually distinct, so that the matrix a'/ may be square 
or not. Let n be the number of rows in the matrix, or the number 
of equations in the system, and m the number of columns, or 
unknowns. 

The symbol 3 is read "there exists," and 3 is read "such 
that ." The statement that a solution of the system of equations 
exists is written 

* Presented to the Society, August 30, 1932. 
t A postulational introduction to the four color problem, Six Studies in Mathe­

matics, University of Washington Publications, 1930, vol. 2, No. 1, p. 9. 



854 J. P. BALLANTINE [December, 

3 £ „ 3 a," £„ = */,. (-Y) 

Two vectors a' and j8, are said to be orthogonal if 

a'j8, = 0. 

A vector a' is orthogonal to all the columns of a matrix j3," if 

a'0," = 0". 

I t may be shown by straightforward substitution that 

X' o-Y, 

where Y is the proposition 

y'a'/ = O"- D-y'ti, = 0. 

That X implies Y and, conversely, Y implies X, constitutes 
the equivalence of E. H. Moore.* In Moore's proof of the con­
verse, he normalizes the columns of the matrix, and for this step 
he needs the hypothesis referred to earlier. The following proof 
does not require this hypothesis. 

To prove that Y implies X, assume Y true and X false. Then 
the proof is complete if we are led to a contradiction. 

Commutative multiplication is assumed here, but the proof 
can easily be extended to a noncommutative number system. 
Unique division, except by zero, is also assumed. 

A set, Tw, is built up of vectors yi,w, y2,m, • • • , JN,™ which, 
together with all their linear combinations, will include all possi­
ble vectors orthogonal to all the columns of a', ' . There appears 
to be no obvious way to write down the set Tm &t one step, but 
it can be done by mathematical induction. Two sequences of 
sets of vectors are formed 

1 o> 11» ' * ' j ! » • 

Au is the set of vectors consisting of the first k columns of a'/, 
and I \ is a set of vectors which, together with all their linear 
combinations, includes all the vectors orthogonal to all the vec­
tors of A k. 

* E. H. Moore, Lectures on General Analysis. Memoirs of the American 
Philosophical Society, vol. 1, 1935. 
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Since AQ is a null set, the vectors of T0 may be written down, 
by inspection, as the rows of Hubert 's unit matrix 5 ' , namely, 

To = ( T I . O , 72,o, * * • , 7«,o), 

where 

Y'I.O = 1, 0, 0, • • • , 0, 72,0 = 0, 1, 0, • • • , 0, 

The formation of r W i ) from Tk is as follows. All the vectors 
of Tk are assumed orthogonal to all those of A &. Now A (k+i) in­
volves one new vector v, not in A &. To see if all the vectors of 
Tk are accidentally orthogonal also to vn we consider the follow­
ing Nk numbers : 

Ö/ = 7 ' V , 0 ' = 1, 2, • • • ,Nh), 

where Nk is the number of vectors Yi,*., • • • , YAT./C in I \ . 
CASE 1. Now if all the numbers Qj are zero, then all the vec­

tors of Tk are orthogonal to all the vectors of A^+D- This will 
happen, of course, if vt the (& + l)st column of a'f' is linearly 
dependent on the preceding columns. It may, as far as we have 
yet shown, happen in other cases. 

CASE 2. All the numbers Qj are not zero, so that QJÏ^O, where 
/ is some particular value of j . Let P denote the reciprocal of 
Qj. In our number system such reciprocals are supposed to exist 
uniquely. As a tentative definition of r ^ i ) , consider 

[7W1] - Wi,k — QjPy'j.h]. 

To test that all the vectors YJ,(ÀH-D are orthogonal to all the 
vectors of AW+D, note that it is obvious for the first k of the 
latter. In the case of v„ 

7?\(&+D*'/ = yi.Wt — QjPyj,bvt 

= Qi ~ QiPQj = 0, 

by the definition of P . In testing the linear independence of the 
vectors of r^+i) as defined above, we find that one of them, 
7j,(fc+D, is identically zero. That one must be deleted, and the 
others constitute the set T^+D as finally defined, so that the 
number of vectors in r^+i) is one less than in Tk} or 
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#<JH-l) = Nk - 1 . 

The linear independence of the Nk — 1 vectors of r^+i) fol­
lows directly from the linear independence of the vectors of IV 
Thus the rank of T& is Nk, the same as the number of vectors 
in it. Let the rank of A & be Rk- Then in Case 1, 

N(k+i) = Nk, R(k+i) = Rk, or Rk + 1, 

according as v, is or is not linearly dependent on the vectors of 
A k. In Case 2, 

iV(fc+i) = Nk — 1, (̂fc+D = Rk + 1. 

Therefore, in both cases, 

N(k+i) + jR(fc+i) è iV* + i?fc. 

When k = 0, No = n = the number of rows in a" and Ro = 0; 
so that N0+Ro = n, and therefore Nk+Rk^n. 

Now prolong the sequence 4̂ 0, • • • , Am, by defining 4̂ (m+i) as 
the set of all columns of a'/ and the vector rjr Then r (m+i) is 
formed from Tm in the manner described for forming r(&_j_i) 
from Tfc. 

To obtain the contradiction, we are assuming Y true and X 
false. Since Y is true, all the vectors of Tm are orthogonal to all 
the vectors of A(m+i), so we have Case 1, where r(W+D = rm . 
Therefore N(m+i) = Nm. 

Since X is false, the last vector of -4(TO+D is not expressible 
linearly in terms of the vectors of Am. Therefore R(m+i) = i ? m + l , 
so that 

iV(m+l) + R(m+l) > Nm + Rm^ n. 

Now the sets ^4(W+D and T(m+iy are mutually orthogonal, and 
the vectors of those sets have only n elements. I t is, therefore, 
impossible for the sum of their ranks to exceed n, and we have 
the desired contradiction. 

Or, by extending the sequence of A's further, one could ob­
tain as a contradiction a single set of vectors in w-space with 
rank n+1. This, of course, could be reduced step by step to a 
set of vectors in one dimension of rank two. 
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