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The Bernoulli polynomials and numbers have been generalized by 
Nörlund1 to the Bernoulli polynomials and numbers of higher order. 
The Bernoulli numbers have been generalized by Vandiver. Analo
gous polynomials and sets of numbers have been defined from time 
to time, witness the Euler polynomials and numbers and the so-called 
Bernoulli polynomials of the second kind.2 

In the present paper a generalization is made which includes all the 
above and many other interesting classes of polynomials and corre
sponding sets of numbers. As a matter of fact the definition of new 
classes of polynomials by the processes of this paper is a simple mat
ter. In this connection particular attention is called to 2, (d), (h), (i), 
(J), (k), (1). 

An important part of the paper is the development of a whole cate
gory of summation formulas related to the studied polynomials as the 
classical Euler-Maclaurin3 formula is related to the Bernoulli poly
nomials or as Taylor's formula is related to (x— a)n. 

It will be observed that the work could be varied in detail resulting 
in closely related polynomials and numbers to those which are ob
tained. The particular procedure adopted is chosen so as to generalize 
the Bernoulli polynomials and numbers as now usually defined.4 

1. Definition of the polynomials and numbers. Let us be given two 
linear operators P and Q with their inverses P~x and Q - 1 . We shall 
assume that P reduces the degree of any polynomial by 1 and that Q 
reduces the degree of any polynomial by k ^ 0 , that P operating on a 
constant gives zero and that Q operating on any polynomial of lesser 
degree than k gives zero. We assume that P , P" 1 , Q, Q~l each, where 

Presented to the Society, December 29, 1941 ; received by the editors of the Trans
actions of this Society October 1, 1941; accepted by them, and later transferred to 
this Bulletin. 

1 N. E. Nörlund, Differenzenrechnung, p. 119. For other generalizations see H. S. 
Vandiver, Proceedings of the National Academy of Sciences, vol. 23, p. 555. See also 
Leonard Carlitz, this Bulletin, abstract 47-7-296, also abstract 47-9-358. 

2 See C. Jordan, Calculus of Finite Differences, p. 265. 
3 For usage of the name Euler-Maclaurin see footnote of a paper by the author 

this Bulletin, vol. 45 (1939), p. 748. Usage in the present instance is that of Nörlund, 
loc. cit., p . 29. 

4 See, for example, Nörlund, loc. cit., p. 17. 
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applicable, gives a unique result except that it is permitted that the 
result of operating with P~1 lack in uniqueness by an arbitrary addi
tive constant and by Q~l by an additive arbitrary polynomial of de
gree less than k. 

We assume, moreover, that we are given a set of polynomials fn(x) 
where fn(x) is of degree n, such that 
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where nL0, • • • , nLn-k are independent of x but uniquely determined. 
The c's may be determined constants or may be arbitrary depending 
upon the nature of the operator Q~1. 

From (3) 

1 
— PQ-'n(n — 1) • • • ( » — * + l)/n-*(*) 
n 

(n - l)(w - 2) 
(4) = nL0fn~i(x) + (n — l)wZi/n_2(x) H nL2fn-z(x) 

+ • • • + Cw_i,A; nLn-kfk-l(x) 

+ [terms of degree less than k — l ] . 

However, 

1 
— QrlPn{n - 1) . . - ( » - * + l)/n-*(*) 

= Ç - 1 ^ - 1)(» - 2) • • • (n - £)/n-*_i(*) 

(5) = n_iZ,o/n-lO) + (» — 1) n_iLi/w_2(x) 

( w - 1 ) ( » - 2) 
_| n^iLifnsix) + • ' * + Cn-\,kn-\Ln-k fk-l(x) 

+ [terms of degree less than k]. 

We next assume 

PQ~lfn-k(x) = Q~lPfn-k(x) + [terms of degree less than k]. 

Under this assumption 
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(n - 1 ) 0 - 2) 
n Z,o /« - lO) + O — 1) nLifn-î(x) H nL2fn-z{x) 

lcfk-l(x) 

(6) = n-iLofn-l(x) + O — 1) n - l £ l / n - 2 < » 

O - 1 ) 0 - 2) 
_| n_iL2fn~z(x) + • • • +Cn-l,kn-lLn-kfk~l(%) 

+ [terms of degree less than k]. 

Equating coefficients we find 

n-L'O = n—l-L>Oy nJ^l = = n—1-^1» w-^2 = = n—1-^2) * * ' • 

In other words, the L's are independent of n. Henceforth we write 
simply Z0, Li, L2, • - - . We let 

Fn(a) = Lofn(x) + nLxfn-iix) 

(7) »(» - 1) 
H L2fn-2(X) + • • • + Lnfo(x), ft ^ 0. 

By (3) 

(8) 0Fn(s) = »(* - 1) • • • (» - k + l)f»-k(x), n^ k. 

For reasons of symmetry and consequent simplification of the sequel 
we do not take the Ln 's just defined as our fundamental sequence 
of numbers but the set gn determined from the following equations 
fn(g) =Ln where subscripts are applied to g rather than exponents in 
the expansion of fn(g). Such a determination is always possible and 
unique. We then write 

Fn(x) = fo(g)fn(x) + » / l ( g ) / n - l ( * ) 

(9) n(n - 1) 
+ - - ~ - Mg)fn-2(X) + • • • + fn(g)Mx), ^ 0. 

We choose to write this fn(x+g) of which more will be said later. We 
then have 

(10) Fn(x) = fn(x + g), 

(11) PFn{x) = nFn-^x), n ^ l , 

The polynomials Fn(x) are the polynomials5 in which we are interested 
5 If we replace (2) by Pfn(x) —n{n — 1) • • • (» — k-\-l)fn-h(x) and add the require

ment that the result of operating with P on any polynomial of degree less than h is 
zero, we are led to sequences of polynomials each of degree differing from that of the 
previous by h, a somewhat more general situation than that treated in the text. 
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and the numbers gn constitute the corresponding sequence of num
bers. 

2. Special cases,6 We now consider these special cases. 
(a) Bernoulli polynomials and numbers: 

d 

dx 

(b) Bernoulli polynomials and numbers of the second kind : 

d 
P = A, Q = —; fn(x) = x{n) = x(x — «) • • • (x — {n — l)co). 

(c) Bernoulli polynomials and numbers of higher order as defined 
by Nörlund: 

d 
P = — , Q = Ak , LO) = xn, k>\. 

dx Wl' ' 'w* 

(d) Bernoulli polynomials and numbers of the second kind of 
higher order :7 

dk 

P = A, Q = — 7 ' /~W = *(w), * > 1 -

(e) Bernoulli polynomials with Bernoulli numbers of higher order 
as defined by Vandiver: 

P = —, Q = A* , ƒ»(*) = (* + 0n. 

Vandiver's numbers are the Ln'& of the text rather than the gn's. 
(f) Euler polynomials: 

d 
P = —, Q = M, ƒ(*) = *». 

dx 
6 Certain notation in this section is as follows: 

A/M = ƒ(* + 1) - ƒ(*) ; A ƒ(*) = - (ƒ(* + «) - ƒ (*)) ; 
CO 0) 

A f{x) = A A • • • A/(x); Mf(x) - §(ƒ(* + «) + ƒ(*)); 

_ , v f(q*) -fix) q^l. 
Tf(x) = ; 

qx — x 
7 This name is applied through analogy with the Bernoulli polynomials of higher 

order as defined by Nörlund and as a natural extension of the Bernoulli polynomials of 
the second kind already referred to. 
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(g) Euler polynomials of higher order : 

d 

(h)» P = — , Q=Tk, f(x) = x<n\ k>0. 

p = —, 
dx 
d 

P = —, 
dx 

P = 

Q = 

Q = 

d 

dx 

M\ 

Tk, 

Q = 
« 1 , 

f(x) = xn. 

f(x) = x{n) 

Ak (i) 

fn(x) any set of Appell9 polynomials. 

dk 

(i) P = Af Q = — * 

fn{x) any set of Appell polynomials of the second kind. 

(k) P = a0D
r + aj)^1 + • • • + Or-iD = P(Z>), 

where D=d/dx and #o, #i, • • • , ar-i are constants; a r _ i^0 , Ç = Z>oAr 

+Z>iAr_1+ • • • + bs, &o, 6i, * • • , frs being constants. /n(#) are poly
nomials obtained by successive solutions of the equation 

R(D)fn(x) = nfn^x). 

(1) Interchange D and A in (j). 

3. Summation formulas. In the remainder of this paper we shall 
assume/n(0) = 0 . 

We first prove a lemma with reference to fn(x). We shall prove that 

fn(x + K) = fn{x) + nfn-.i(x)fi(h) 

(12) »(» - 1) 
+ -±-J fn-2(x)f2(h) + • • - + ƒ„(*)• 

To do this we write 

(13) fn(x + h) = Jo(*) + b1(x)f1(h) + h(x)Mh) + • • • + bn(x)fn(h), 

where the fr's are as yet undetermined. Such an expression is possible 

8 F . H. Jackson, Quarterly Journal of Mathematics, vol. 41 (1909-1910), p. 195. 
9 We understand by a set of Appell polynomials a set of polynomials such that 

{d/dx)fn{x)—nfn-i{x) and of the second kind such that 

A / n ( x ) = nfn-l(x). 
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since fn(x-\-h) is a polynomial of the nth degree in h. We determine 
the b's by successively applying the operator P to (13) as a function of 
h and then letting h = 0 remembering tha t / n (0) = 0 . 

We have attached a meaning to fn(x+g). With this meaning in 
mind we prove that 

(14) ƒ„((* +h)+g)= fn(x +(h + g)). 

Exponents are applied to x and h, subscripts to g. Expansion of the 
left-hand member of (15) is the same as that given in (9) with (x+h) 
replacing x. The whole expansion carried out on both sides of (12) is 
exactly the same as the expansions of ((x + h)-\-g)n and (x + (h-{-g))n 

with the exponents replaced by the /-function. Thus fk(x) replaces xk. 
Inasmuch as the binomial expansion yields an identity so does the 
expansion in terms of ƒ that we are considering. 

Now consider any polynomial of degree m+k which we write 

iKg) = ao + aifi(x) + • • • + am+kfm+k(x), 

\p(x + g) = a0 + aifi(% + g) + • • • + am+kfm+k(x + g) 

= a0 + aiFx(x) + • • • + am+kFm+h(x). 

Hence by (8) Q^(x + g) = ak(k\) + ak+i(k + 1) • • • 2/i(*) + • - • 
+am+k(rn+k)(tn+k-l) • • • (m + l ) / w (*) .That is , QKx+g) = P ^ ( x ) , 
m+k^0. Similarly 

(15) Qfr(x + h + g) = Pk^(x + A). 

We apply Taylor's formula symbolically to this, that is, we write 

Qt(x + h + g) = cQ(x) + ci(*)Fi(A) + • • • + cm(x)Fm(h) 

and determine the c's by first letting h— —g and then successively 
applying P , remembering (10) and letting A = — g after each applica
tion.10 We get 

W(x +h + g) = Qt{x) + £ - ^ - P-QKx). 

Hence by (15) 
m p rjA 

(16) P t y ( * + h) = Qj,(x) + X) ~^- P*WO)-

This is a polynomial identity. het\f/(x) = P~kx(x) where some particu
lar determination is chosen in case P~k is not unique. Then 

(17) x(x + h) = £ - ^ - P»QP~kx{x). 

10 Here, of course, when h is replaced by g an exponent is changed to a subscript. 
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Like (16) this is a polynomial identity. I t includes as special cases 
Taylor's formula, the Euler-Maclaurin formula11 of classical mathe
matics, the Boole formula, and so on. 

Formula (17) will be written out in detail for two interesting special 
cases. 

Let 

P = —, Q = A\ p-i = f dx, k = 1, 2, • • • ; 
dx w Jo 

ƒ
* x s* x\ r* xk-1 

I • * * I x(%k)dxidx2 • • • dxk 
o J o J o 

+ Bi (A)A I I • • • I x(%k-i)dxidx2 - • • dxk-i 
w •/ o J o J o 

i (A?) & r * 
— — 5jfc-i(A)A x(*i)<**i 
(* - 1)! " Jo 

+ -BÏ \h)A x(x) + • • • + - Bl \k)A X(x). 
k\ " m\ " dxm~k 

Secondly we let P=A, Q = d"/dx\ P - ^ Z S ' ^ Z l . - Z l o where 

^k x—1 Xi—1 x/c-i—l 

x(* + A) = — - Z Z • • • 2 x(**) 
a x a;x=o x2=o xft=o 

+ ft! \*) — Z Z • • • Z x(*»-0 + • • • 

1 w < Z * 
+ T7** ( * )T - :X( * ) + - - -

+ — bm (h)~--Am~ x(x). 
ml dxk 

In the above formulas Bf\h) is the Bernoulli polynomial of order 
k and degree j , similarly bjk)(h) is the analogous polynomial which we 
designate as the Bernoulli polynomial of the second kind of order k 
and degree j . 

11 Nörlund, p. 29. 
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Formula (18) should be compared with a related formula of Nör-
lund.12 If the operator X)^o]CS-o " ' * Z ^ - Y ^ s applied to both sides 
of (18) we get an interesting result which should be compared with 
a formula studied by the author in an earlier paper.13 

4. A remainder formula. Let us assume that \//(x) is no longer a 
polynomial but that it is such a function that all operations applied 
to it in the sequel are meaningful. We consider formula (16) as our 
fundamental form. 

We assume that Q\p(x)+Y,™=o{Fv(t)/v\)PvQip(x) involves ra + 1 
points, dependent upon x alone, which we call set 1. Some or all of 
these may coincide. For example, AmQ\[/(x) involves m + 1 distinct 
points and (dm/dxm)Q\//(x) tn + 1 coincident points. Let x be a con
stant and / a variable. When / is such that x+t coincides with any 
one of the points of set 1 

[
m F (t) "1 

OK*) + E - V PWi*) 
vanishes, inasmuch as every term is identical with the like term which 
is built for the polynomial of degree m which coincides with \[/(x) at 
the points of set 1. It has been remarked that (16) is an identity for a 
polynomial. Now denote by p(t) a polynomial of degree ra + 1 which 
vanishes when x+t coincides with any one of the m +1 points of set 1. 
Let the coefficient of tm+l in p(t) be 1. Choose a constant T such that 

t m F (t) "1 

*-i v! J 
vanishes at the additional point where t — h. Then by repeated appli
cation of Rolle's theorem (m + l)\T = dm+1(Pk\l/(Q)/dxm+1 where £ is 
somewhere between the extreme values of the (ra + 2) points com
posed of the points of set 1 and the additional point x+h. We have 
a final form for the remainder to formula (16), 

1 dm+l 

(m + 1) ! dxm+1 

The corresponding formula for (17) is 

(2i) *-(^*w£Sx(ö-
LEHIGH UNIVERSITY 

12 Loc. cit., p. 160. 
13 Loc. cit. 


