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1. Introduction. The frequent occurrence of the partial differential 
equation 

(1) L(U) = Ua + aUz + bU* + cU - 0, 

where a, b, c are functions of z~x+iy and z~x—iy and Ue~dU/dz, 
Ui=dU/dz, Uzi—d2U/dzdz, in the theory of dynamics has led to a 
considerable amount of investigation. This investigation has in part 
been directed along the lines of solving boundary value and character
istic value problems and of finding particular solutions. These prob
lems are of course classical questions in the theory of partial differ
ential equations and have been widely discussed in the literature. 
Among the recent developments on these problems is the work done 
by Bergman [l-5],x who in his investigations has introduced oper
ators 

(2) P(f) - ƒ ' *(«, *, <)ƒ<* [i - fi]/2)di/(i - t*y> 

where ƒ is an arbitrary analytic function of one complex variable. 
These operators shall be called the Bergman operators. They trans
form the class A of analytic functions of one complex variable into a 
certain class of functions C(E), which has the following properties: 

(1°) If £ is a solution of the equation 

G(E) = (1 - /*)(£„ + aEt) - r*(A + *E) 

+ 2zt(Ezg + aEz + bE8 + cE) = 0 

which satisfies certain conditions, then every function U of the class 
C(E) will be a particular solution of L(Z7)=0 and further there 
always exist solutions E satisfying the mentioned conditions. 

(2°) It is possible to determine two functions, say JEi and JE2, so 
that C(Ei) + C*(£2) represents the totality of solutions of L(Z7) = 0 
(see [2, 5]). C* is an analogous class of functions, the ƒ being an 
analytic function of z. 

The general problem of finding the Bergman operators for a given 
partial differential equation (1) has been thoroughly discussed by 
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Bergman [l, 2, 3] and by the present author and Ramsay [7]. The 
singularities of the operators have been treated by Bergman [l] and 
the present author [ó]. In [4] Bergman discussed a method of solu
tion of the classical problems consisting of approximations by ex
pressions Wn=

s']Oî-iotiP<l>v(xf y) where <frv(x, y) are particular solutions 
of the considered differential equations. Here the a£n) are constants 
which are to be determined by the requirements that the values of 
Wn on the boundary approximate the given data. (This method is 
in a certain sense the reverse of the Rayleigh-Ritz method in which 
the approximating expressions satisfy the boundary conditions but 
do not satisfy the given equation.) The operators give a simple 
procedure for the construction of the particular solutions. To further 
expedite the numerical computation in practical problems it is de
sirable that the function E(z, z, t) have a simple form; for example, 

n 

(4) E(z, z, t) = exp £ Ck(z, z)tK 
&«i 

The coefficients a, &, c, and Ck(z, z) are connected by equation (3). 
This problem was considered in [7] and in the investigations which 
lead to that paper the converse problem suggested itself; namely, 
that of finding partial differential equations for which the Bergman 
operators have a particular form. In [7] it became apparent that 
a systematic approach to this converse problem would be to con
sider in turn expressions of the form exp (Ntn), exp (iV/w+ikf/w), 
exp (Ntn+Mtm+Rtr), and so on, where N, M, and R are functions 
of z and z. It is the purpose of this paper to give a general pro
cedure for both problems and to complete the discussion for the case 
£ = exp {Ntn+Mtm). 

2. General procedure. The equation L(U) = 0 can always be trans
formed into the equation 

(5) L'(V) = Vgi + BVi + CV = 0 

(see [2, p. 1172]). Thus it suffices to consider this equation. The 
equation (3) reduces to 

(6) G(E) - (1 - t*)(Eti) - E»/t + 2zt(Ezi + BE, + CE) = 0. 

A given form of E will determine a particular solution 

(7) V - P(f) - £ + 1 £(*, z, t)f(z[l - fi]/2)di/0- - /2)1/2 
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of the partial differential equation Lf(V) = 0 provided the coefficients 
B and C satisfy the equation (6) (see [2, p. 1171]). Thus for any 
given form of E we determine the required derivatives 

(8) JE*, Ezi) Eu. 

Substituting these values into (6) we obtain an equation which is 
zero for an arbitrary /; thus the coefficients of each power of t must 
vanish. This yields a system of equations for B, C, M, and N. Upon 
solving this system we obtain the values for these unknowns and thus 
determine the partial differential equation (5) for which (7) with the 
given form of £ is a particular solution. 

The converse problem then reduces to a discussion of this system. 
A systematic approach to such a discussion would be to consider in 
turn the cases in which N is a function of z only (that is, ^ = 0),, 
M is a function of z only, and so on. If all functions M, N, and so on, 
are functions of z only, then we have a trivial case. This is easily 
seen, for consider this case. We have 

(9) E = expf^Cv(z)t\ 
Vmsi 

The required derivatives (8) for the equation (6) are then all zero as 
each has a derivative with respect to z. If we further choose C = 0, 
the equation (6) is satisfied. This would give the result that the 
function 

V = ƒ Texp icv(z)tAf(z[l - t*]/2)dt/(l - F)"* 

is a particular solution of L'(V) = Vzz+B(z, s)F5 = 0 for all values 
of B(z, z), Cv{z), and v. But this is evident, as any analytic function 
f(z) is a solution of this partial differential equation. We shall there
fore say that if iVs = 0, Af$ = 0, and so on, simultaneously, we have a 
trivial case. 

3. Case I. E = exp[iV(s, z)tn]. For simplicity of notation let v = N(z, 
z)tn. In general we shall let fl=XXiCjt(s> %)h for each case; no am
biguity should arise in its meaning. The required derivatives (8) for 
the equation (6) are 

Es = ev[Nzt
n], 

(10) Eti = rlnNNgt*"-1 + nNtt*-1], 

Eti = ev[N,N*t*n + Nzit
n). 
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The system of equations obtained by substituting (10) into (6) and 
setting the coefficients of the various powers of t equal to zero is 

(11) t2«~l: nNNi - 0, t2n+1: (2zNz - nN)Ng - 0, 
tn+1: (2zB - n)Ni + 2zNzi = 0, *: 2zC = 0. 

THEOREM 1. Exclusive of the trivial case, the only possible values of n 
in Case I for which (7) is a particular solution of Lf(V) = 0 are w=*0, 
n = l, and w = 2. 

PROOF. TO consider any case other than the trivial case N must be 
a function of z as well as 2; that is, Ng?*0. By (11) Ng^O only if 
2w —1 = X where X denotes any exponent of t in (11). Thus 

2n — 1 = w — 1 or » = 0; 2w — 1 = %n + 1, impossible; 

2n — 1 = n + 1 or # = 2; 2» — 1 » 1 or w » 1, q.e.d. 

THEOREM 2. TFẐ w w = 0, Case I reduces to the trivial case. 

PROOF. If w = 0, the system (11) reduces to 

r 1 : - t f . - 0 f 

*: 2ZNMN. + 2zNzg + 2BzNg + 2zC = 0. 

From the first of these equations N§ = 0 which is the trivial case. 
The cases for n = l and n=*2 have been discussed in [7] and the 

solutions for 5 , C, and N were obtained there. 

4. Case II. £==exp [Ntn+Mtm]=e\ If i\T = 0, or M = 0, or n = m 
this case reduces to Case I; thus we consider only iWO, ikf^O, 
nj^m. In order to avoid further duplication we may, without any 
loss of generality, order m and n in the following manner 

n < m if n and m have different signs; 
(12) 

I » I > I m I in all other cases. 
The required derivatives (8) are 

E8 = ev[Nitn + Mitm], 

Egt = e^mMgt^1 + tnMMgt2*»-1 + nNgt""1 + nNNgt2»-1 

(13) + (mMNg + nNMg)t«+™~1], 

Ezi = ev[Mzit
m + MzMgt2m + Nzit

n + NzNgt2n 

+ (M,Ng + MgNz)t»+™]. 
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The system of equations obtained by substituting (13) into (6) and 
setting the coefficients of the various powers of t equal to zero is 

(14) 

pn-l. 

f*-1: 

f 2*1+1. 

/n + 1 : 
f 2 « - l . 

t™*1: 

t2m+l. 

tm+l. 

*n+m—l» 

fn+m+1. 

t: 

nNN, = 0, 
(» - l)iV, = 0, 

(2zN, - uN)N, = 0, 
(2zB - »)N, + 2zNtl - 0, 
»»Af if* = 0, 

(m - 1)M, = 0, 

(2zilf, - »Jf)Jfi - 0, 
(2zB - w)üf, + 2zM« «= 0, 

«¥2V* + «JVMj = 0, 

{2zM, - mM)N, + (2zN, -

2zC = 0. 

nN)M, - 0, 

As was indicated in §2 the procedure of analysis is to first con
sider iV* = 0, MST^O; then ikf* = 0, Ng9*0; and finally neither equal to 
zero. If Ni = 0 and M§ = 0, we have of course the trivial case. From 
(14) it is clear that «^ = 0 unless 2n — \~X where X denotes any 
exponent of t in the system (14). Checking all these possibilities and 
using (12), we obtain the following property. 

PROPERTY 1. N§ = 0 for all values of m and n except n = 1 and n~2. 

If iV* = 0, the system (14) reduces to 

t2mr"1: mMMi = 0, 
tmr-i: (m _ i}Mi « 0 ) t2m+i. (2zMz-tnM)MM**0, 

(15) tm+1: (2zB - m)M» + 2zMzS - 0, *«+*-is nNM9 = 0, 

/n+m+i. (2«^. - n)NM§ - 0, /: 2*C - 0. 

If M* = 0, the system (14) reduces to 

J**-1: nNN» - 0, 
/n-i : (w _ i ) ^ = 0) /2«+i. (2zN, - nN)N, - 0, 

/w+1: (225 - w)iV* = 0, /n+m-l. w j f ^ a 0, 

jn+m+i. (2«Jff - rf)ff, - 0, /: 2*C = 0. 

(16) 

THEOREM 3. Case II reduces to the trivial case 
(i) if n<Q and m*>0; 
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(ii) if n<0 and m<0; 
(iii) if m>2\ 
(iv) if n>2 and rn = Q; 
(v) if n>3 and m = l; 

(vi) ifn>^andm — 2\ 
(vii) if w = 3 and m = 2. 

PROOF. By definition of the trivial case it is necessary to show 
only that under these conditions iV* = 0 and Mg = 0. 

(i) and (ii). If n<0, Ni = 0 by Property 1. The consideration then 
reduces to an analysis of the exponents of t in (15). In (IS) Mi~0 
unless 2m —1 = X and n+m — 1 = X simultaneously, X denoting any 
other exponent of t in the system (15). If n<0 and w â O , 2m — 1 = X 
only if m = 0, ra = l, or m = 2; w+ra — 1 = X only if w > 2 . By a com
parison it is easily seen that none of these conditions are satisfied 
simultaneously, therefore Mi is also zero. If n<0 and tw<0, 
n+rn — 1 = X only if w = w + 2 ; 2m — l = X only if n = ni — 2. These 
conditions can not be satisfied simultaneously, therefore Mi = 0. 

(iii). In (14) M2 = 0 unless w - l = X ; but by (i), (ii), and (12) this 
is impossible for m > 2 ; thus M» = 0. If Mi = 0, the system (14) reduces 
to (16) and ^ = 0 unless 2^ — 1 = X , w — l = X , and n+m — 1 = X 
simultaneously in (16). Checking these conditions one easily sees 
that this is impossible if m>2. Thus iV* is also equal to zero. 

We now turn to (iv), (v), and (vi). If n>2, NS = Q by Property 1. 
The system (14) then reduces to (15). 

(iv). If m = 0, the exponents of t in (15) become 

— 1 , 1 , ^ — 1 , and n + 1. 

Further Mi = 0 unless — 1 = X and n — 1 = X simultaneously. This is 
impossible if n>2. Therefore Ms is also equal to zero, 

(v). If w = l, the exponents of t in (15) become 

1, 3, 2, n, and n + 2. 

Further Af2 = 0 unless w = X which is impossible if « > 3 . Therefore 
Mi is also zero. 

(vi). If m = 2, the exponents of / in (15) become 

3, 1, 5, n + 1, n + 3. 

Further M§ = 0 unless n+l = X which is impossible if w>4. Therefore 
Mi is also zero. 

(vii). If n — 5 and m = 2, it is easily seen that the system (14) 
yields Ns = 0 and MB = 0. 
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THEOREM 4. The only possible integral values for m and n which 
yield solutions different from those of the trivial case are 

(i) m = 0 and n — \ or n — 2 ; 
(ii) m = 1 and n = 2 or n = 3 ; 

(iii) m = 2 and n = 4. 

PROOF. This theorem follows directly from Theorem 3. 
The cases of Theorem 5 have been discussed in [7] and solutions 

for B, C, M, and N were obtained there. 
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