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A series 22£Li#n whose terms are elements of a Banach space B is 
said to converge absolutely if ]C|#» | converges, unconditionally if 
every rearrangement converges. If a series converges absolutely it 
converges unconditionally; absolute convergence and unconditional 
convergence are equivalent in any finite-dimensional Euclidean space, 
whereas in L2, for instance, there are simple examples of series which 
converge unconditionally but not absolutely. The question in what 
spaces the two definitions are equivalent is left open by Banach [1, 
p. 240].l I t may be conjectured that unconditional convergence does 
not imply absolute convergence in any infinite-dimensional space (cf. 
[2, p. 30]), but the problem does not seem to have been explicitly 
treated. The purpose of this note is to obtain a criterion for the equiv
alence of the two notions in a given Banach space. As examples of 
its use we shall show that unconditional convergence does not imply 
absolute convergence in the spaces L and I. The result for L is already 
known (see for example [3, p. 45]), but the result for / has not, to 
the author's knowledge, been stated elsewhere. 

We shall need the following definitions. Let S be any (finite) se
quence of elements £i> £2, • • • , £p in B. We do not require that 
the %i be all distinct, and we shall understand by addition, S1+S2, 
the mere adjoining of the two sequences. Thus we might write 
(1, 2, 2, 3) + (3, 2, 1) = (1, 2, 2, 3, 3, 2, 1). By cS (c real) we under
stand the sequence c£i, c£2, • • • , c%v. We shall use two norms, 

| s | = ZU.-|, |s|* = suP Zfc 

where a is any subset of 1, 2, • • • , p. I t is easily verified tha t 
• 5 i + 5 i | = | 5 i | + | 5 , | , | S H - S . | * £ | S i | * + | S . | * , | e S | - | « | | S | , and 
cS\ * = | c\ | S | *. Define further, when | S\ 5*0, 

G(S)=\S\*/\S\. 

Note that 0<G(S)^1. Let g = inf G(5), taken over all sequences 
SCB. 

THEOREM. 2 If g = 0, unconditional convergence does not imply ab
solute convergence in B. If g>0, the two are equivalent. 
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PROOF, (i) If g = 0, we can find a sequence {Sn} such that 
G ( S „ ) < 4 ^ P u t c » = 2V|S» |»andS» ' = cnSn. Then \S^\ =*cn\Sn\ =2», 
and \Sn | * < 4 ~ n | 5 n | = 2~n. A well known necessary and sufficient 
condition for unconditional convergence of a series X]#n is that given 
€>0, we can find N such that |X}«#n| <€> where 5 is any finite set of 
integers, all greater than N. From this it is easily seen that the series 
formed by summing the elements of 5 / +S{ +Si + • • • converges 
unconditionally but not absolutely. 

(ii) If g > 0 , we may write | S | S\s\ */g, and it is now easily seen 
that unconditional convergence implies absolute convergence, and so 
the two are equivalent. 

COROLLARY 1. Unconditional convergence does not imply absolute 
convergence in L. 

PROOF. Let rn(t) denote the Rademacher orthogonal functions on 
O ^ ^ l , defined by rn(t) = 2en(t) — \, where en(t) is the nth digit in 
the binary expansion of /, the value 0 being assigned at points that 
have two such expansions. Thus rn(t) takes the values —1 and + 1 
alternately on intervals of length l /2 n . 

We shall show that if 5» = (ri, ra, • • • , rn), we have 

(i) |sn|*/|sn|->o, 
from which the desired result follows by the theorem. Evidently 
\Sn\ =n. Moreover, when a- is a subset containing p of the numbers 
1, 2, • • • , n, use of the Schwarz inequality and the orthogonality of 
the functions ru{t) gives 

J. i j | ( r1] i2 \ i/2 

0 I <r I W 0 I <r I / 

Hence, since p^*n> \Sn\*ûn1/2. Therefore (1) holds, and the proof is 
complete. 

COROLLARY 2. Unconditional convergence does not imply absolute 
convergence in L 

PROOF. Since there is no necessity for the sets Sn to have common 
elements, we may write 

S i « { ( - 1 , 1, 0, 0, O , . - - ) } , 

5 , « { ( - 1 , - 1 , 1, 1, 0, 0, O , - - . ) , 

( - 1 , 1 , - 1 , 1, 0, 0, 0, . . . ) } • 
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5 a - { ( - 1 , - 1 , - 1 , - 1 , 1, 1, 1, 1, 0, 0, 0, • • • ) • 

( - 1, - 1, 1, 1, - 1, - 1, 1, 1, 0, 0, 0, • • • ), 

( - 1, 1, - 1, 1, - 1, 1, - 1, 1, 0, 0, 0, . . . ) } • 

and so on. Then \Sn\ = 2nn. Denote the sequences which make up 5 n , 
taken in the order indicated, by i??, R.%, • • • , R£, and denote the mth 
term of R% by JKJ(m). Then 

kG<r o I fcE<r 
'*(') dt g 2*n1**, 

as in Corollary 1. We then have | Sn\ */l -5»I "^0» a n c i t n e result follows 
as before. 
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