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1. Introduction. Let Xu X2, • • •, and so on be a sequence of chance 
variables and let Si denote the sum of the first i X's, that is, 

(1.1) Si = Xi + • • • + Xi (i = 1, 2, • • • , ad inf). 

Let MN denote the maximum of the first N cumulative sums 
•Si, • • * , SN, that is, 

(1.2) MN = max (Si, • • • , SN). 

The distribution of MN, in particular the limiting distribution of a 
suitably normalized form of MN, has been studied by Erdös and Kac 
[ l ] 1 and by the author [2] in the special case when the X's are in
dependently distributed with identical distributions. 

In this note we shall be concerned with the distribution of MN 
when the X's are independent but not necessarily identically dis
tributed. In particular, the mean and variance of Xi may be any 
functions of i. 

In §2 lower and upper limits for MN are obtained which yield 
particularly simple limits for the distribution of MN when the X's 
are symmetrically distributed around zero. 

In §3 the special case is considered when Xi can take only the 
values 1 and — 1 but the probability pi that Xi = 1 may be any func
tion of i. The exact probability distribution of MN for this case is 
derived and expressed as the first row of a product of N matrices. 

The limiting distribution of MN/N112 is treated in §4. Since the 
interesting limiting case arises when the mean of Xi (i^N) is not 
only a function of i but also a function of N, we have to introduce a 
double sequence of chance variables. That is, for any N we consider 
a sequence of N chance variables XNU • • • f XNN- Let pNi denote the 
mean and <TNi the standard deviation of XNÙ Let, furthermore, SNi 
denote the sum Xm+ • • • +XN% and MN the maximum of SNU • • • > 
SNN- With the help of a method used by Erdös and Kac [ l ] , the fol
lowing theorem is established in §4 : 

Presented to the Society, September 4, 1947; received by the editors June 27» 
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1 Numbers in brackets refer to the references cited at the end of the paper. 
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THEOREM 1.1 Let \XNi) and {Xm} (* = 1, • • • , # ; N=*l, 2, • • •, 
ad inf.) be two sequences of chance variables such that the following con
ditions are fulfilled: 

(a) The X's are independently distributed. 
(b) The sequence {<TN%\ (i = l, • • • , N; iV=l, 2, • • • , ad inf.) 

has a positive lower bound and a finite upper bound. 
(c) fXNiN112 is a bounded f unction of i and N. 
(d) The third absolute moment of XN% is a bounded function of i and 

N. 
(e) The conditions (a)-(d) remain valid if we replace XN% by XNi. 
(f) The equation 

limP 
JST=OO L 

(1-3) 

MiNTl + ' * * + VNJi 
*2 , , *2 

VN1 -T • • • "T GNU 

MiVl + ' * ' + UNi | 

CTN1 + • • • + <7Ni 

2 
/(TNI + * ' 
I * 2 « 
\CTNl + • • 

• • + <TNN 
• * 2 

' * T" 0NN* 

holds for all i and N where fxNi is the mean and <r%i is the standard devia
tion XNi and ji is the smallest positive integer for which 

fljvi + » » * + aN% crNl + • « • + aN{ 

<*N\ + • • • + 0jw ~ ONI + • • • + *NN 

Let 

(1.4) MN = MA-TZ- ;—5-1 

where MN is the same function of the X*'s as MN is of the X's. Then 
for any positive e we have 

(1.5) lim inf [prob {MN < cN1'2} - prob [MN < (c - e)N1'2} ] à 0 

and 

(1.6) lim inf [prob [MN < (c + e)^'2} - prob {MN < cN"2} ] è 0. 
2V=oo 

The following corollary is a simple consequence of Theorem 1.1: 

COROLLARY 1.1. Let N' be any positive integral valued and strictly 
increasing function of N for which prob {TÜNf<cNn12} converges to 
a limit f unction P(c) at all continuity points c of P(c) as N—*<*>. Then 
also 
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(1.7) lim prob {Mr < cN'1'2} - P(c) 

at all continuity points c of P{c). 

The validity of Corollary 1.1 can be derived from that of Theorem 
1.1 as follows: Let c = Cobea continuity point of P(c) and substitute 
N' for N in (l.S) and (1.6). For any positive p all limit points of 
prob {'MN'<{c^e)Nn^\ and prob {JiïN.<(co+e)Nn'*) will liein the 
interval [P(c0) —p, P(CQ) +p] for sufficiently small e. Hence, equations 
(1.5) and (1.6) imply that 

P(co) - p S Hm inf prob {MN> < c0N
n'2} 

#=« 
(1 8) 

S lim sup prob {MN> < c0iV
/1/2} £ P(c0) + p. 

JV=00 

Since (1.8) is true for any positive number p, Corollary 1.1 is proved. 
The result in Corollary 1.1 can be expressed also by saying that 

for any subsequence {N'} of {N} for which MN>/N'112 has a limit
ing distribution as iV—» oo, also MN'/N'11* has a limiting distribution 
which is equal to that of MN>/N'112. 

It can easily be verified that the conditions (e) and (f) can always 
be satisfied for chance variables XNi which take only the values 1 and 
— 1 with properly chosen probabilities. Thus, the results of §3 may 
be used to compute 

prob {MIKN^CI-J— —T-) \-
\ \<TN1 + • • • + 0NN/ ) 

2. Derivation of upper and lower bounds for MN. Let Xu • • -, XN 
be a set of N variables and let 

(2.1) Xi-Xwi ( t - 1,2, . . . ,2V) . 

Let, furthermore, 

(2.2) Mi - max (Xit Xi + *<-i, • • • , * « + • • • + *i) , 

(< = 1, • • • , N). 

Clearly 

(2.3) # * - MN - max (Xlf Xi + X2, • • • , Xx + • • • + XN). 

If Xi, • • • , XN are independent chance variables, the chance vari
ables Su S%t • • • i JGTivr form a simple Markoff chain, that is, the 
conditional distribution of 20VH> given Su • • • , <!0\-, depends only 
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on Hi. This is an immediate consequence of the relations: 

(2.4) j0\-+i - Mi + Xi+i iîMi>0 

and 

(2.5) Üi+i = Xi^ i f # < £ 0 . 

We shall now prove the following theorem : 

THEOREM 2.1. The inequality 

(2.6) Si S i «itfi + • • • + uZ<\ (i - 1, • • • , N) 

holds where €i = l, €» = 1 if «i*i+ • • • +«f-i*f~i>0 and €,•=— 1, if 
€ i * i + • • • +6«-iJe*-1S0. 

PROOF. Clearly, (2.6) holds for * » 1 . We shall prove (2.6) for i+l 
assuming that it holds for i. For this purpose it is sufficient to show, 
because of (2.4) and (2.5), that 

(2.7) | €1*1 + • • • + *i+l*Vl | - | «1*1 + • • • + «i*« | à **+!. 

Denote |ei ,*i+ • • • +€»•*,[ by d. If c»>0, then e<+i=*l and in
equality (2.7) goes over into 

(2.8) \Ci + Xi+l\ -aZXi+u 

which is obviously true. If Ci^O, €^1=—1 and inequality (2.7) is 
equivalent with 

(2.9) | | « | + * * H | - | « | f c * * H , 

which is obviously true. Hence, Theorem 2.1 is proved. 
We shall now prove a theorem giving a lower bound for i0V 

THEOREM 2.2. The inequality 

Ki = I «i*i + • • • + €iXi\ - 2 max I XA ^ Ui 

(2.10) 
(*' = 1, • • • , N) 

holds where the e's are defined as in Theorem 2.1. 

PROOF. Theorem 2.2 is obviously true for * = 1. We shall assume 
that it is valid for i and we shall prove it for *+ l . It follows from 
(2.4) and (2.5) that 

(2.H) Si+! - Si ^ ***!, 

(2.12) Ji?<+i è J?<+1. 
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Hence, to prove (2.10) for i+1 assuming that it is true for i, it is 
sufficient to show that at least one of the following two inequalities 
holds : 

(2.13) Ai+i — Ki 2g Xt+i, 

(2.14) Ki+^Xi+L 

Consider first the case when | J?»+i| <£ |€iJTi+ • • • +€<J?*|. In this 
case (2.13) always holds, as can easily be verified. If |j?*-t-i| 
>\exX1+ • • • +€i£i\ and ^ i+ i^O, then (2.13) holds again. If 
\X*H\>\eiXi+ • • • + 6 , # , | and Xi±1<0, then |€i*i + • • • +€«*< 
+c»-l.1J?t-+i| ^ | %i+i\ and, therefore, j£t-+iïg | J?*+i| ~-2 maxy^i+i \Xj\ 
g — \Xi+i\ =^»+i. Thus, in this case the inequality (2.14) holds. 
This completes the proof of Theorem 2.2. 

Since SN=*MN, Theorems 2.1 and 2.2 yield the following limits 
for MN 

| € i * i + • • • + *N%N\ - 2 max \Xi\ 

(2.15) , - ^ , 

Suppose now that Xi, • • • , Xj\r are chance variables such that the 
conditional distribution of Xi (i = l, • • • , N) for any given values 
of X*+i, • * • > -XV is symmetric around the origin. Then the prob
ability distribution of |eiJ?i+ • • • +€N%N\ is the same as that of 
\X\+ • • • +Zi\r | , and the distribution of |eiJ?i + • • • +*NXN\ 
— 2 max,-ssjv \%i\ equals that of | X i + • • • +XN — 2maXigN\Xi\. I t 
then follows from (2.15) that the following theorem holds: 

THEOREM 2.3. If the conditional distribution of Xi (i = 1, 2, • • •, N), 
for any given value of Xi+i, • • • , XN is symmetric around the origin^ 
the inequality 

prob { | Xi + • • • + XN J < c} ^ prob {MN <c\ 

S prob { I Xi H + XNI - 2 max I Xi I < c} 

fto/ds /or any va/we c. 

Inequality (2.15) has also some interesting implications for the 
asymptotic distribution theory of MN. In most cases we shall be 
concerned with the limiting distribution of MN/N112 as N—» oo (this 
is the case discussed in §4). If (l/iV1/2) max^j^ \Xt\ converges sto
chastically to zero, as will usually be the case, inequality (2.15) im
plies that the limiting distribution of MN/N112 is the same as that of 
(l/N^2)\€lX1+ • • • +eNXN\. 
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3. The distribution of MN when Xi can take only the values 
1 and — 1. Let Xi, • • • , XN be independently distributed chance 
variables such that Xi can take only the values 1 and — 1. Let pi 
denote the probability that X» — 1 . The probability that Xi— — 1 is 
then equal to 1 — ^ = 2». 

Let li and Mi ( * - l , • • • , N) be defined by (2.1) and (2.2), re
spectively. One can easily verify that Si can take only the values 
— 1, 0, 1, 2, • • • , i. Let Cij denote the probability that Si=j for 

7 = 1, • • • , iy and let do be the probability that i0"i = O. I t follows 
from the definition of the S's that the following recursion formulas 
hold: 

(3.1) Gi+i.o — q%+ido + qi+idi, 

(3.2) Ci+ij = pi+id,f-i + qi+idj+i ( i s U , " ' , i + 1). 

Since SN — MN, we have 

(3.3) prob {MN = 7} *= CNJ for7 = 1, • • • , N> 

(3.4) prob {MN ^ 0} = CNQ. 

We shall now construct N square matrices Ai, • • • , AN, each hav
ing N+l rows and N+l columns, such that the first row of the prod
uct matrix A1A2 • • • AN is equal to (CNO, CNU # • • » CNN)- Let dq 
denote the element in the ith row and 7th column of the matrix Ah 
( i ,7 = l, • • - , i V + l ; i - 1 , . • • , 2V). We put 

k k 

( . «il =* ?*; 0«,<+i = £* (» = 1, 2, • • • , N); 

fl*<_i = Ï* (* = 2, 3, • • • , N + 1) 

and all other elements ajy equal to zero. I t then follows easily from 
the recursion formulas (3.1) and (3.2) that the first row of the 
product A1A2 • • • AN is equal to (cm9 CNU • • • > CNN). Thus, the first 
row of the product A1A2 • • • AN yields the exact probability distribu
tion of MN-

Starting with the initial values cio — ffi, Cn—pu £ii = 0 f o r 7 > l , the 
final values CNO, CM, • • • , CNN can be best computed by repeated ap
plication of the recursion formulas (3.1) and (3.2). 

4. Proof of Theorem 1.1. Let { XN%} and { XNi} be two double 
sequences of chance variables for which conditions (a)-(f) of Theorem 
1.1 are fulfilled. Let H e a positive integer and iVi, • • • , Nk a set of 
positive integers such that Ni<N2< • • • <Nk~N. Let, further
more, 
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(4.1) PNAC) = prob {max (SNNU SNNV • • • » SNNk) < cN112}. 

Because of conditions (b) and (c) of Theorem 1.1, there exist two 
finite values A and J5 such that A 2s Np^ and B ^ 4 < for all iV and i. 
Let $(&) be an upper bound of the values 

( 4 . 2 ) , , • • • , 
N N N 

For any positive € the following inequality holds: 

(4.3) P*,*(<; - 6) - ^ [5 + 4*(*)] g PN(c) JS P*,fe(c), 

where P^(c) «prob {-MV < ciV1/2}. Using a method given by Erdös 
and Kac [l] , the author [2] has proved the above inequality when 
^Ni—fJ'Nt (TNi — 1 and Nj~ \jN/k\. To adapt the proof given in [2] 
to the more general case treated here, it is sufficient to replace the 
right-hand member of (2.6) in [2] by 

(tfi+i ~ Ni)B + (Ni+1 ~ Ni)VN 

(4.4) f 

where ^ = max (fj?N1, • • , »2
NN). 

For the purpose of proving Theorem 1.1, we shall choose Nj to be 
the smallest positive integer for which 

2 2 
, , rN 2 2 j(<*Nl + • • • + <TJVtf) 
(4.5) (TiVl + • • • + (TNNj è r 

Since (fin has a positive lower bound and a finite upper bound, 
there exists a positive constant h, independent of fe, such that h/k is 
an upper bound of the values (4.2). It then follows from (4.3) that 

(4.6) PN.k(c - e) - —- (a + b/k) £ PN(c) < PNtk(c) 
e2k 

when a and b are positive constants independent of N, k, c and e. 
Clearly, if Theorem 1.1 is true for the special case when <r%i+ • • • 

+(7Jw==OjV?+ • • • +0/w, it must be true also in the general case. 
Hence, it is sufficient to prove Theorem 1.1 when &}a + • • • +°NN 

~ ^ I + • • # +&NN- In what follows we shall therefore restrict our
selves to this special case. 

Let Nf, PN,h(c), and PN(C) have the same meaning with refer
ence to the X*'s as iV, P#,fe(c), and PN(C) with reference to the X's. 
Then we have 
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(4.7) P*N,k(c - €) - ~ (a* + b*/k) S P%{c) Û P%Ac), 

where a* and ft* are positive constants independent of N, k, c and e. 
Let Gtu GM, • • • , Gu be independently and normally distributed 

chance variables and let the mean and standard deviation of C?2 be 
equal to the mean and standard deviation of (k/N)ll2(SNNi"SNN^I)t 

respectively. Let, furthermore, 

(A ONQ*-*( C ) 

V»TC»OJ , K N N N N 1/2) 

= prob (max (Gkh Gki + Gki, • • • , G hi + • • • + Gkk) < ck \. 
Clearly, the mean and standard deviation of Gu are bounded 

functions of N, k and i. Furthermore, the standard deviation of 
Gu has a positive lower bound. It then follows from condition (d) 
and the central limit theorem that 

(4.9) lim [QNAC) - PNAC)] = 0. 

Let GM1 and QN)JC(C) have the same meaning with reference to the 
X*'s as GJM and QNAC) with reference to the X's. We then have 

(4.10) lim [QIAC) - P*NAC)] = 0. 

It follows from condition (f) of Theorem 1.1 that 

(4.11) lim E(Gki-G*J) = 0 , 

(4.12) lim E\{GI)2 - (Gtf)2] - 0. 

Hence 

(4.13) lim [QNAC) - Q*NAC)] - 0. 

From (4.9) and (4.10) and (4.13) we obtain 

(4.14) lim [PuAc) - P%Ac)] - 0. 

Equations (4.6) and (4.14) give 

(4. IS) lim inf \pN(c) - P*NAC - «) + — (a + —Y] è 0 

and 
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(4.16) 

Since 

(4.17) 

and since, 

liminf [PNAC) - PN(C)] £ 0, 

P%Ac - *) ^ Py(c ~ e) 

, because of (4.7), 

(4.18) P*N,k(c) - — ( < , * + b*/k) g P*N(C + e), 

we obtain from (4.15) and (4.16) 

(4.19) lim inf \pN(c) - P%(c - e) + -^-(a + -^YI è 0 

and 

(4.20) lim inf \ P*N(c + *) + ~(** +—) ~ PN(C)\ è 0. 

Hence, since & can be chosen arbitrarily large, we obtain 

(4.21) lim inf [PN(c) - P*N(c - c)] è 0 

and 

(4.22) lim inf [P*N(c + c) - P y ( 0 l ^ 0. 
2V=00 

This concludes the proof of Theorem 1.1. I t may be of interest to 
note that (4.21) and (4.22) imply that for any subsequence {N'} of 
the sequence {N} we have 

lim inf PN'{C — e) ^ lim inf PN'(C) ^ lim sup PN'(C) 
JV=oo N=» JV*=oo 

(4.23) * 
2§ lim sup PN'{C + e). 
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