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1. Introduction, It is well known that the number of independent 
solutions of a linear homogeneous differential equation equals its 
order, and the general solution is a linear combination of these inde
pendent solutions. The object of this paper is to prove that in the 
general case, that is, the derivation is defined in an abstract field (not 
necessarily commutative), the number of independent solutions does 
not exceed the order of the equation. 

Applying this theorem to the case of inner derivation one obtains 
a new proof of a theorem due to Artin and Whaples.1 Another appli
cation concerning cyclic fields will be given elsewhere. 

2. Abstract linear differential equations. F will denote a field (not 
necessarily commutative) with an automorphism S: a—>aS. A right 
5-derivation D of F is a mapping of F into a part of itself satisfying:2 

(1) {a + b)D = aD + bD, (2) (ab)D = (aS)(bD) + (aD)b. 

If condition (2') (ab)D = a(bD) + (aD)(bS) holds instead of (2), D 
will be called a left S-derivation. The constants of the derivation 
(elements of F whose derivatives are zero) form a subfield C. 

REMARK. Given a left 5-derivation in F, one can define a right 
5-derivation in a field F* which is anti-isomorphic to F. Hence any 
theorem about right derivation can be translated into a theorem on 
left derivation by suitable changes of "right" into "left." 

As usual we denote a(0) =a, a'*=aD, • • • , a(n) = (a{n~l))D. An equa
tion: 

(1) M W + tfn-i^*-1* + • • • + <*o*(0) = 0, (an * 0, ai G F) 

is called a right homogeneous linear differential equation (r.e.) of 
order n. When the s(4) are written on the left the equation is a left 
differential equation (I.e.). 

THEOREM 1. The elements of F which are solutions of the r.e. (1) 
form a right C-module of dimension at most n. 

Received by the editors August 23,1947, and, in revised form, November 7,1947. 
1 Artin and Whaples, The theory of simple rings, Amer. J. Math. vol. 65 (1943) pp. 

87-107. 
2 In the present paper operators are written multiplicatively on the right of the 

element on which they operate. 
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PROOF. From (1) and (2) follows tyi-yu^^y^-y^ and (yxc)^ 
— y^c for any c £ C , v*zO. 

Hence with two solutions yu y2 of (1) also yi—y2 and yvc> c(EC, 
are solutions of the r.e. (1). The solutions of (1) form, therefore, a 
right C-module. Let yu y2, • • • , yn+i be n+1 solutions. The n+1 
rows of the Wronskian matrix of these solutions 

W = 

(0) (0) (0) 
y\ yi • • • yn+i 

y'i yf2'-- yUi 

(n) <n) (n) 

y\ y% • • • yn+i j 

are left dependent because ]C?»o fliO^ — O» JU = 1, 2, • • • , » + l and 
önF^O. Hence the columns of W are right dependent.3 Let r be the 
right-hand rank of the columns of W. We may assume that the first 
r columns are the independent, and the ( r + l ) t h column is expressed 
as a linear combination of the columns as follows: 

(2) yr+i = ]C y* bv y = 0, 1, • • • , ». 

We shall prove now that (2) holds also for v*=n+l. In fact for any 
solution y of (1) : 

{ \ n-—l . 

(3) y * = - ] £ 0*n or)? ' • 

By differentiating (3) we have: 

(n+1) ^ r - 1 , (M-l) ^A* - 1 v GO A 00 

y = — 2^ Lten aOSJy ~ 2^ ten a*) y = 2-jdvy . 

By (2) and (3) we hava: 
(n+1) A , 0 0 A A , 00. 

yr+i = 2-é »^r+i — ZJ 2-4 dpy» #M 

u « l \ v=0 / M«l 

which proves (2) for v — n + 1. 
By differentiating (2) we obtain: 

8 See, for example, J. Levitzki, On the equivalence of the nilpotent elements of a semi' 
simple ring, Compositio Math. vol. 5 (1938) Theorem 7, p. 401. 
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yr+i = la(^ s)K + lay» h = 2-,(y*» •% + yr+i , 

hence 0 = Z U b ^ V = [ Z i - i ^ W ^ J ^ and therefore 
^^-îy^ibj S~l) ==0\ by the independence of the first r columns it 

follows that (J>i ) 5 = 0 , and hence 6/ = 0, JU = 1, 2, • • •, r ; in other words 
the &M are constants. Thus we have proved that the n+1 solutions are 
right dependent over C. q.e.d. 

THEOREM 2. Let NSFbea right C-module of dimension n, then there 
exists a right differential equation in F of order n whose module of solu
tions coincides with N. 

PROOF. Let yit y2, 

matrix" 
yn be a base of N. The "Wronskian 

(0) 
yi 

yi 

(n) 
^ yi 

(0) 
3>2 • 

y -

(n) 
y2 -

(0) 

• • yn 
r . . y 

(n) 

• • yn 

w = 

has n columns and n+1 rows, hence its rows are left dependent.8 

Therefore n+1 elements #0, 0i, • • • , «», not all zero, can be found so 
that : ]C?«o ^ O ^ — O» M = l> 2, • • • , n. As above it follows that the 
elements of N will be solutions of a r.e. (1). Hence the module of 
solutions of (1) is of dimension at least n, which by Theorem 1 implies 
that the order of (1) must be exactly n, and the elements of N con
stitute the only solutions of (1). 

3. An application. For any element a of F, the mapping x-*xa of 
F is an endomorphism of F and will be denoted by ar. The cor
respondence a—>ar is an isomorphism between F and Fr, where Fr is 
the set of al la r . Fr is asubfield of the ring of endomorphisms£(7?).4 

Similarly the correspondence a—>ai is an anti-isomorphism between 
F and Fi, where ax is the mapping x-*ax. For any ar£.Fr and biGFi 
we have arbi = biar.* 

THEOREM 3. Let F be a noncommutative field with a centre M. a(~F 
is algebraic over M of degree n if and only if F is a right or left module 
of dimension n over Fa, where Fa is the centralizer of a in F {that is, 
the field of all the elements of F which are commutative with a). 

First we shall prove the following lemma.5 

4 N . Jacobson, Theory of rings, Mathematical Surveys, vol. 2, 1943, pp. 15-16. 
6 1 am indebted to the referee for the present proof which is simpler than that 

which was previously given. 
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LEMMA. An element a of F is algebraic over the centre M if and only if 
there exists a polynomial h(k) = XXo^A" Qiv(E:F, hnyéO), which 
vanishes for all the transforms of a, that is XXo hv(yay~"1)v = 0for each 
y of F, y^O. 

PROOF. If there exist polynomials which vanish for all the trans
forms of a, then let g(X) = 2L!1O ^ " (bv^iF, bm9^0) be a polynomial 
with this property with minimum degree. We may evidently assume 
that bm = 1. Then for every nonzero element z of F: 

[ m ""I m 

E M y a y - i ) ' L-i = TTzhz-^zyMzy)-1]' = 0. 
Hence the polynomial ^ (X)=2Z^ . 0 zbyZ'^", where zbmz~1 = l also 
vanishes for all the transforms of a. 

Since all the transforms of a are zeros of the difference polynomial 
g(^)"-"£«(^)> whose degree is less than m, it follows by the minimum 
property of g(X) that all the coefficients of g(X) — g,(X) are zeros, that 
is, by^zbyzr1, J> = 0 , 1, • • • , my for every z of F,z?*0. But this implies 
that all the coefficients of g(X) are in M, that is, a is algebraic over M. 

The converse of the theorem follows from the fact that with a also 
all its transforms are zeros of the minimum polynomial of a over M. 

We turn now to the proof of Theorem 3. 
The mapping x—>xa — ax is a right as well as a left derivation of F 

with 5 = E the identical automorphism.6 The field of constants of this 
inner derivation is the centralizer Fa of 7?. In the ring of endo-
morphisms E(F):D = ar—au so ar = D+ai. ai is commutative with ar, 
hence also with D. 

Let J7 be a right /^-module of a finite dimension m, then there exists 
a r.e. of order m (Theorem 2) z(-m)-\-aiZ(-m~1)+ • • • +a m s ( 0 ) =0 satis
fied by all elements of F, so that in the ring of endomorphism, 

E(F): h(D)=D™+D™-1a1,l+ - - - +am ,* = 0. 

Hence 

h(D) = h(ar — ai) = ar + ar Ci,i + ar C2,i + • • • + Cm,i = 0, 

where 

Ci = (-^'[(^V ~ CliV i a l~1 + ' ' ' + ("1)'fl' 
Operating with h(D) on xÇzF, tf?<*0, and multiplying on the right 

6 N. Jacobson, Theory of rings, p. 102. 
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by x"1 we get: [xh(D)]x~~1 — (xam+Cixam~1 • • • Cmx)x~~1 = {xax~~l)m 

+ Cl(xax~1)™-i+ • • • +CM = 0. 
The polynomial kÇK) =Xm+CiXm~1+ • • • + Cm is in F and vanishes 

for all the transforms of a. Therefore, by the preceding lemma, a is 
algebraic over Af, and its degree is at most m. Our theorem will be 
completely proved if we show that when a is algebraic over M then 
F is both a right and left -F0-module of dimension not greater than its 
degree, as from the preceding part of our proof it follows that (F: Fa) 
must be equal to the degree of a over the centre M. 

Now, let g(X)=Xn+ai\n~1+ • • • +an be the minimum poly
nomial of a over M. The isomorphism between F and Fr yields: 
0 = g(a)-*gr(ar)=gr(D+ai)=Dn+Dn-1blti+ • • • +bn,i = 0 where the 
biti are polynomials in ai with coefficients in Mr = Miy and therefore 
belong to Fi. Hence operating with gr(D+ai)~Q on x G ^ w e have 
xgr(D+ai) =x^n)+bixn~1+ • • • +&w#(0)=0 where bi is the image of 
bi,i in the anti-isomorphism between Fi and F. Theorem 1 yields, 
therefore, that F is a right TVmodule of dimension at most w, q.e.d. 

Similarly one proves that F is a left F0-module of dimension at most 
n. From the proof follows also that if F is a right /^-module of finite 
dimension, then it is also a left 7^-module with the same dimension 
which is equal to the degree of a over the centre M. 
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