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1. Introduction and statement of the problem. The importance of 
the spectral reduction theory for bounded and unbounded selfadjoint 
and normal operators in Hubert space is amply demonstrated by its 
diverse applications to such far reaching fields of mathematics as the 
theories of topological groups, almost periodic functions, harmonic 
analysis, and selfadjoint boundary value problems. The problems 
centering around the reduction theory for nonnormal operators are 
among the most important problems in the theory of linear operators. 
Notable among the many early contributions to such problems were 
those of I. Fredholm [20] in 1903 and G. D. Birkhoff [5] in 1908. 
Fredholm discussed a certain class of linear integral equations and 
Birkhoff, a class of linear differential boundary value problems on a 
finite interval. The operators discussed in the Fredholm theory are 
compact and have spectra which are at worst convergent sequences. 
The corresponding spectral resolutions need not be countably addi
tive, or, what amounts to the same thing, the eigenvalue expansions 
need not be unconditionally convergent. The Fredholm theory was 
later given a more abstract basis, stated in operator form and free 
of determinant theory, by F. Riesz [32], J. Schauder [33], and T. H. 
Hildebrandt [22]. The deep and comprehensive work of Birkhoff on 
eigenvalue expansions associated with (not necessarily selfadjoint) 
differential operators of arbitrary order strongly suggests that, ex
cept for certain irregular cases, linear differential boundary value 
problems on a finite interval will have unconditionally convergent 
(in Hilbert space) eigenvalue expansions. That this is indeed the case 
is shown by the work of J. T. Schwartz1 and H. P. Kramer [24] who 
have given Birkhoff's results in an abstract linear operator form. The 
general formulation shows that the expansion theory is valid for 
operators whose analytical expressions may involve integral and 
difference operators as well as other types of terms. The recently 
announced results of M. A. Neumark [28; 29; 30] on singular differ-
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ential operators of the second order suggests that a countably addi
tive spectral reduction should be expected for a large class of nth 
order linear differential boundary value problems on the infinite 
interval. Schwartz has developed and applied operator theory to the 
extent of being able to give an operator-theoretic basis for many 
singular nonselfadjoint boundary value problems of the second order 
and in particular he has established a countably additive spectral 
reduction for the type of operators considered by Neumark. The 
analytical difficulties arising in the nth order case have retarded cor
responding progress for the general problem. However, the research, 
as yet unpublished, of David McGarvey indicates that a large class of 
nth order differential operators with periodic coefficients will have a 
countably additive spectral reduction. I t thus appears that enough 
evidence exists to justify a serious study, in abstract form, of oper
ators which admit a countably additive spectral resolution. In fact, 
it has been conjectured by Schwartz that all singular linear differen
tial boundary value problems on an infinite interval I with very mild 
growth restrictions on the coefficients (except for those of a highly 
irregular or pathological character similar to the irregular cases of 
G. D. Birkhoff) determine, in a sense that will be made more precise 
presently, operators in Z,2(7) which have a countably additive spectral 
resolution. 

The main problem, of course, is that of discovering conditions on 
an operator which, on the one hand, are sufficient to insure the exist
ence of a countably additive resolution of the identity and, on the 
other hand, are stated in a form that may be applied to the more con
crete problems of mathematical study. A beginning has been made 
on this problem and on many related problems all pertaining to the 
study of operators with countably additive spectral resolutions de
fined on the Borel sets in the complex plane. In this lecture I shall 
try to survey the present state of knowledge concerning such oper
ators, which, for brevity, I shall call spectral operators, and in par
ticular I shall describe briefly some of the applications of the theory 
of spectral operators to boundary value problems. 

A word about the spectral reduction problem as opposed to the 
general reduction problem may be in order. The general problem is 
that of finding all projections £ which reduce an operator T i.e., 
which commute with it. For if £ and thus £ ' = ƒ - - £ commutes with 
T then the whole J5-space 36 in which T operates is the direct sum of 
the invariant subspaces £36 and £'36 and the study of T is reduced to 
the study of T on the invariant subspaces. Such a formulation of the 
reduction problem is not one that will suit our purposes in the study 
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of a spectral reduction of an operator. For example, the general prob
lem when applied to the identity operator is that of finding all projec
tions. Whereas, from the spectral point of view, the identity, whose 
spectrum is a single point, may not be reduced further. A precise 
formulation of the spectral reduction problem for a bounded linear 
operator is as follows. For each set 5 in the family B of Borel sets in 
the complex plane we wish to find a projection £(S) which reduces a 
given operator T in the complex Banach space H and is such that the 
spectrum of the restriction T\ £ ( Ô ) X of T to £(ô)3Ê is contained in the 
closure 3 of S, i.e., 

(i) TE(S) = E(Ö)T, <r(T\ £(5)£) C S , 8 g 5 . 

The map 8-+E(d) of the Boolean algebra B into the Boolean algebra 
of projections £(5) should be a homomorphism mapping the units in 
B into 0 and / , i.e., 

£(<£) = 0, E(p) « / , £(ô') « £(«) ' , 

£(S H or) = £(5) A £(<r), £(ô U a) = £(5) V JS(cr)f 

where we have written 0, p for the void set and the whole complex 
plane respectively, S' for the complement of 5 in p, A' for the comple
mentary projection I—A, and A\JB, A f\B for A+B— AB} AB re
spectively. A third condition demanded of the projections £(S) is 
that they be bounded in S, i.e., 

(iii) | £(ô) | è M, « G S , 

for some constant M independent of the Borel set ô. Finally it is 
required that £(S) be countably additive in S in the strong operator 
topology, i.e., for every sequence {ôn\ of disjoint Borel sets 

(iv) £( u ôn)x = 3£E(8.)*, « e x . 

(According to a theorem of Orlicz-Pettis [3l] this condition of 
countable additivity will hold if each of the scalar functions x*E(ô)x 
with x in 3£ and #* in 3£* is countably additive on B.) The conditions 
(i), • • • , (iv) are clearly redundant but that does not concern us 
here. They state in clear form the four basic properties of the map 
£ : 5—»£(S) which, since it is uniquely determined by 7\ is called the 
resolution of the identity for T or the spectral resolution of T. The 
spectral reduction problem for an operator T in a complex 5-space 
36 is thus that of finding a resolution of the identity for T, i.e., a map 
5—>£(ô) of the Borel sets 8 in the complex plane into a family of 
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projections E(d) having the properties (i), • • • , (iv). An operator T 
which has a spectral resolution in this sense is called a spectral oper
ator. I t has been observed [ l l ] that the spectral reduction problem 
is, for finite dimensional spaces equivalent to the canonical reduction 
of Jordan in classical matrix theory. Thus every operator in a finite 
dimensional space is a spectral operator. The spectral theorem in 
Hubert space shows that every bounded selfadjoint or normal oper
ator is a spectral operator. In the preceding formulation of the spec
tral reduction problem the operator T was tacitly assumed to be 
bounded. In case T is merely a closed linear operator with domain 
3) ( r ) in 36 the condition (i) must be replaced by the condition (i)' 
that follows. 

[ £)(r) 2 E(fi)X, 5 bounded, 

(i)' JB(«)©(T) £ ®(3T), TE(d)x = E(fi)Tx, x G ©(T), 5 G B, 

L(5T | £(«)(*) Cô , ÔGB, 

where the restriction r | 12(5)36 of T to E(8)% has domain 3D (I*) 
P\JE(5)9£. AS in the bounded case the spectral resolution is uniquely 
determined2 by T. Well known examples of unbounded spectral oper
ators are the unbounded selfadjoint operators in Hubert space. 

Besides the finite matrices and the selfadjoint or normal operators 
in Hubert space I shall list here a few other examples of bounded 
and unbounded spectral operators of frequent occurrence in mathe
matical analysis. K. O. Friedrichs [21 ] has shown that the operator 

(v) (Tf)(s) = sf(s) + fbK(s, t)f(t)dt, 

where the kernel K satisfies certain Lipschitz conditions, is actually 
similar to the selfadjoint operation (Af)(s) =zsf{s) in L<t{a, b) and thus 
T has a spectral resolution. The same result probably holds if T is 
regarded as an operator in Lp(a, b) with 1 <p< oo but, as far as I 
know, the details have not been checked. Friedrich suggests in his 
work that his result is also valid if, instead of assuming the Lipschitz 
conditions on K, it is assumed that K belongs to a certain class of 
Fourier transforms. This suggestion was carried out by J. T. Schwartz 
who found that the operator T of equation (v) is a spectral operator 
in Lp(a, b) with 1 <p< co provided that the kernel K is the Fourier 
transform of a Borel measure fx in the plane whose total variation is 
less than (27r)_1. That is, the operator T of equation (v) is a spectral 
operator in Lp(a, b) with Kp< oo provided that 

2 Bade [l ] has developed the theory of unbounded spectral operators. Further 
results will be found in [15]. 
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ƒ 00 /% 00 

I ei(su+tv)fi(du, dv), var 0 ) < 1 /2T. 
—00 *^ — 0 0 

An analogous result is true on the infinite interval. More precisely, 
if multiplication (Af)(s) — sf(s) is defined on the domain T)(A) of 
those ƒ in Lp( — oo, oo ) for which 

/_ : 
sf(s) \pds < oo 

and if K is a kernel satisfying (vi) and the further restriction that the 
operations 

(Kf)(s) = f°K(s,t)f(t)dt, (!ƒ)(/) = f°K(s,t)f(s)ds 
J — oo J — oo 

are bounded linear operations in Lp(— <x>, oo) then the operation 

(vii) (27) (s) = sf(s) + f°K(s, t)f(t)dt 
J ~oo 

is, for Kp < co, an unbounded spectral operator in Lv{ — oo, oo ) with 
domain S)(-4) which is similar to the operator A. 

The results stated in the preceding paragraph may be proved by 
Friedrich's methods of establishing similarity of operators. Another 
method which has been useful in establishing the existence of a 
spectral resolution for nonself ad joint operators consists of determin
ing analytical conditions on the resolvent of an operator which are 
sufficient to insure the existence of projections E(ö) satisfying condi
tions (i), • • • , (iv). This method, which will be indicated in some 
detail in §§3 and 4 that follow, leads to the surprising result that, for 
large classes of operators which occur among the natural objects of 
mathematical study, the condition on the resolvent which states the 
boundedness condition (iii) is by itself sufficient to insure that the 
operator is a spectral operator. It should be mentioned that the 
analytical forms taken on by the boundedness condition (iii) in the 
various applications given explicitly later, are by no means easily 
applied in all examples. In fact only in the known case of selfadjoint 
operators in Hubert space is it clearly satisfied. In all other cases 
where the condition has been verified the analytical calculations have 
been considerable. A few examples of differential operators for which 
Schwartz has verified the boundedness condition are the following. 
Other examples have been recently discovered by D. R. Smart.8 

8 Communicated to the author by letter. 
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In the case of differential operators associated with boundary value 
problems on a finite interval the situation is the following. The un
bounded operator T in L^a, b) determined by the formal differential 
expression 

(viii) (Tf)(t) = ƒ<»>(*) + E ay(0/«>(0, 

where the a / s are arbitrary bounded, complex, measurable functions, 
if restricted by a set of linearly independent, homogeneous, and regu
lar (in the sense of Birkhoff) boundary conditions, is a spectral oper
ator in £2(0, b). In this case the resolvent is compact and thus the 
spectrum is discrete and only a finite number of the eigenvalues have 
index4 greater than one. The associated generalized5 eigenvalue ex
pansion is unconditionally convergent. All of these properties hold 
for a somewhat more general class of unbounded operators, e.g., 
operators T in L2{a, b) having the form 

(ix) (iy)(0 =/(w)(0 + Z ^ / O ) 

where the B/s a r e arbitrary bounded linear operators in L<i{a> b). 
The operators Bj may be integral or difference operators or a com
bination of such and thus there is a large class of linear nth order 
boundary value problems in a finite interval which determine spec
tral operators. 

As mentioned earlier Neumark has recently announced results 
which, in our terminology, amount to the assertion that certain singu
lar second order differential operators are spectral operators. Follow
ing an idea suggested by Neumark, Schwartz has verified the condi
tions of the general theory of spectral operators and thus has put the 
Neumark type of singular differential operator into the framework of 
general spectral theory. Briefly (and somewhat incompletely) stated 
the Neumark-Schwartz result (or rather one of the numerous such 
results) is that the unbounded operator T in 1,2(0, <x>) determined by 
the formal differential operator 

(x) r = - (d/dt)2 + q(t), 0 ^ t < 00 

and an arbitrary nontrivial linear homogeneous boundary condition 
at zero, where q is a bounded complex valued measurable function for 
which 

4 The index of an eigenvalue X is the smallest non-negative integer n for which 
the equation (T—\I)nx=*0 has the same solutions as the equation (T—XJT)n+1#=»0. 

5 A generalized eigenvalue expansion is one of the form x=* ^xm where 

(r-xm/)n«^»o. 
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f (i + ^)|«(ol*< », 
J o 

is a spectral operator. Basically this is a result on the perturbation 
of spectral operators with continuous spectrum. Closely related re
sults for the self adjoint case were established by Moser [27]. The 
main part of the analytical work involved in verifying the conditions 
required by the general theory is in obtaining sufficiently good 
asymptotic estimates for the solutions of the equation rf ==X/. 

In formulating the spectral reduction problem as we have done by 
demanding boundedness and countable additivity of the spectral 
resolution we have admittedly ruled out many interesting and ele
mentary operators. For example Wermer [38] has shown that the 
map {<*„}—»{an+i} in /2(0, <*>) is reduced by no bounded projection 
other than 0 and / . Fixman6 has recently shown that even the unitary 
shift operator in lp( — °°, °°) fails, in case p7&2, to have a countably 
additive resolution of the identity. Fixman has also given examples 
of unitary operators in C(Ö), the complex continuous functions on the 
compact Hausdorff space Q, which are not spectral operators. In fact 
by demanding a countably additive resolution of the identity we 
probably rule out most of the differential operators in Lp with p?*2. 
However in many of the irregular cases of eigenvalue expansions 
associated with boundary value problems with discrete spectrum 
where the expansions are not unconditionally convergent (and thus 
the operators are not spectral operators) the general theory of spec
tral operators shows exactly how the expansion may be summed to 
the function being expanded. 

A word about the organization of the present communication. In 
§2 the properties of spectral operators, their multiplicity theory, and 
the theory of algebras of spectral operators will be very briefly de
scribed. Practically no proofs will be given here as they are either to 
be found in the literature7 or else they will appear in papers by Bade 
[4] or Foguel [17; 18; 19]. In §§3 and 4 however, we present in some 
detail, giving proofs and complete statements, the converse problem 
i.e., the problem of determining conditions on an operator sufficient 
to make it a spectral operator. In §3 four properties of the analytic 
functions (£ƒ—JT)-"1*; and their singularities are stated which are 
necessary and sufficient in order that an operator in a weakly com
plete space be a spectral operator. Because of their generality these 
conditions are quite difficult to apply in most concrete cases and for 

6 Communicated to the author by letter. 
7 Most of the results mentioned in §2 will be found in the references [l ; 2; 3; 13; 

16; 23; 37]. 
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this reason we discuss, in §4, operators whose spectra lie in Jordan 
curves and whose resolvents have a finite rate of growth along a set 
of transversals to the Jordan curves. In this situation all but one of 
the four conditions required in §3 may be proved in abstract form 
and thus there is but one (the boundedness condition (B) of §3 which 
corresponds to (iii) above) to be verified in specific cases. The restric
tions on the topological nature of the spectrum and on the rate of 
growth of the resolvent which are imposed in §4 are justified by the 
fact that they are satisfied by most operators arising from differential 
boundary value problems. 

In fact the nth order singular differential operators with periodic 
coefficients have been shown by McGarvey to have their spectra 
lying in a finite set of analytic arcs. Also G. C. Rota has recently 
shown that the nth order singular operators whose coefficients are 
rational functions have their essential spectra in a finite set of analytic 
arcs. The resolvent in these cases has first order rate of growth along 
the normals to interior points of these analytic arcs. In these situa
tions one finds examples of spectral operators which, unlike the situa
tions considered by Neumark, are not similar to selfadjoint operators. 
For example McGarvey has shown that the second order operator 
— (d/df)2+a(d/dt) +q(t) where a is a real constant not zero and g is a 
complex valued periodic function small relative to a determines a 
spectral operator in L2(— <*>, <*>). In this situation the spectrum need 
not be real and the operator need not be similar to a selfadjoint oper
ator. If a = 0 this is no longer true for McGarvey shows that the oper
ator — (d/dt)2 + ee2rit is not spectral for any e^O. What destroys the 
spectral property in those cases which have been analyzed is the 
existence of a finite set of irregular branch points about which the 
spectral resolution is not countably additive. 

A number of examples such as those studied by McGarvey, Neu
mark, and Rota, has led Schwartz to conjecture that the spectrum 
of a singular differential operator under quite general restrictions on 
the rate of growth of its coefficients and quite general boundary con
ditions will consist of a finite or enumerable number of analytic arcs 
running into and out of a finite or enumerable set of branch points, 
together with an enumerable, or vacuous, set of point eigenvalues 
whose only limit points are the branch points. I t is further conjec
tured that the resolvent will have first order rate or growth along the 
normals to points interior to the analytic arcs and that the cor
responding operators will be spectral operators in the complement of 
that portion of L2 which is associated with an arbitrarily small neigh
borhood of the branch points. 
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Thus the theory in § §3 and 4 is presented in all detail in the hopes 
that it will interest others in the problem of verifying the Schwartz 
conjecture. 

2. Properties of spectral operators. Before seeking conditions on 
the resolvent i?(£; 7") of a linear operator J1 in a complex J3-space 36 
which are sufficient to insure that T is a spectral operator we shall 
discuss here some of the properties of spectral operators and in par
ticular see that the resolvent of such an operator does have properties 
not enjoyed by all resolvents. In other words, before seeking condi
tions sufficient for a spectral reduction we shall seek necessary con
ditions. Many of the results discussed are to be found in the literature 
or else will appear shortly in papers by S. R. Foguel and so proofs 
will be omitted. However a proof will be given for the canonical re
duction of a spectral operator as it is more transparent than the one 
in the literature.8 Recently a similar proof was communicated to me 
by Ciprian Foias. 

Throughout this section T will be assumed to be a spectral oper
ator in the complex JB-space 36. There are three properties of the 
resolvent i?(£; r ) = (£J — T)""1 of the spectral operator T which are 
not properties of all resolvent operators but which are the basic prop
erties of spectral operators that I wish to emphasize. In the following 
section it will be seen that these three properties come near to being 
sufficient for a spectral reduction and that for the operations arising 
in many mathematical problems the conditions (A) and (C) are 
automatically satisfied and only the boundedness condition (B) re
mains to be verified. The first of these properties is the single valued 
extension property, 

(A) For each x in X the function i£(§; T)x has the single valued ex
tension property. 

To interpret this statement a vector valued function ƒ is called an 
extension of i?(£; T)x if it is defined and analytic on an open set 
D(J) containing the resolvent set p(T) of T and if for each £ in D(f) 
we have (%I--T)f(£)~x. The function i?(£; T)x is said to have the 
single valued extension property if every pair ƒ, g of extensions of 
R&\ T)x have /(f) =«(0 for £ in D(f)C\D(g). The union of all the 
open set D(j) as ƒ varies over all extensions of i?(£; T)x is called the 
resolvent set of x and is denoted by the symbol p{x). The spectrum <r(x) 
of x is defined as the complement in the complex plane of the re
solvent set of x. In view of (A) it is clear that there is a uniquely de
fined maximal extension #(£), ££p(#) of i?(£; T)x. 

8 Theorem 8 in [13]. 
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The second basic property of spectral operators is the boundedness 
condition expressed in the statement (B) that follows. 

(B) There is a constant K depending only upon T, such that for 
every pair x, y of vectors with o-(#), <r(y) disjoint we have 

| * | £ K\x + y\ . 

The third and final condition that is to be stressed is the following 
closure property. 

(C) For every closed set è of complex numbers the set of all vectors x 
with a(x)Q5 is also closed. 

The set of vectors x whose spectrum lies in a given closed set ô is 
not only closed but it is precisely the range of the projection E(8) 
associated with 8 by the spectral resolution of T. I t follows as a corol
lary that every bounded operator which commutes with T also com
mutes with every spectral resolution for T and this shows that the 
spectral resolution is uniquely determined by T. I t should also be 
mentioned that E(a(T)) = 1 and that <r(x) is void if and only if x = 0. 

There is a canonical reduction for spectral operators which cor
responds to the Jordan reduction for finite matrices of complex num
bers. To explain this reduction we introduce the concept of a scalar 
type operator as an operator S which has a spectral resolution E for 
which 

S = f\E(ik). 

This canonical reduction asserts that an operator T is a spectral oper
ator if and only if it is the sum T—S+N of a scalar type operator S 
and a quasi-nilpotent operator N commuting with S. Furthermore this 
decomposition is unique and T and S have the same spectrum and the 
same spectral resolution. The operator S is called the scalar part of T 
and N the radical part of T. 

Here we have used the term quasi-nilpotent for an operator N for 
which | Nn\ 1/w—»0. I t is clear that this condition is equivalent to the 
statement that the Laurent expansion for the resolvent XNn/\n+1 

= 2?(X; N) is convergent for every XT^O. Thus the operator N is 
quasi-nilpotent if and only if its spectrum <r(N) = {o}. S. R. Foguel 
[17] has shown that the scalar part S of a spectral operator T in
herits many of the properties of T but it need not inherit the fine 
structure properties of the spectrum. One of Foguel's principal re
sults asserts that if 9t is a uniformly closed right (or left) ideal in the 
algebra of bounded operators on 36, and if T belongs to 91 then so do S, N9 
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and every projection Ê(ô) for which 0(3:6. A number of interesting 
corollaries are immediate, e.g.: if T is compact so are 5, N, and 
£(8), 0(£8 compact; if T is weakly compact so are 5, N, and £(S), 
0(£8 weakly compact; the ranges of 5, N, and JE(Ô), 0€£8 are con
tained in the closure of the range of T—thus if T is separable so are 
5, N, and £(5), 0(£8 separable; a similar result, also proved by 
Foguel, although not an immediate corollary of the above principle, 
asserts that 5 has a closed range if T does. Among other corollaries 
we mention the following: if AT = 0 then AS = AN = AE(ô) = 0 , 0 ^ 5 ; 
if Tx = 0 then Nx = Sx = E(ô)x = 0, 0 ££8 ; if for some bounded sequence 
lxn} the sequence { r# n } is convergent then if 06ËS the sequences 
{5x n}, {-Afc»}, {E(8)xn} are also convergent. 

Foguel has also shown that for a bounded operator At we have 
TA=0 if and only if A=E({o})A and iV£({o}),4 = 0 . It follows 
that if £ ( { o } ) = 0 then TA*=*0 or AT^O only when A=0 and that 
r ï = 9 £ . The following elementary examples are used by Foguel to 
show that the converses to a number of the above mentioned results 
are false. The operator T — S+N in h is defined by placing 5 = 0 and 
^(?i> ?2, • • • ) = (£2, 0, £4, 0, • • • ). Then 5 is compact but T is not 
even weakly compact. In the space Co(0, 1), of continuous functions 
vanishing at the origin, let T = S+N with 5 = 0 and (Nf)(t) =fof(s)ds. 
Then 5 has a closed range but T does not and here the point spec
trum of 5 is the continuous spectrum of T. If, in this last example, 
we take 5 to be I instead of 0 then the ranges of T and 5 are both 
closed but the range of N is not closed. 

Returning for a moment to the canonical reduction itself we shall 
indicate here an elementary proof which is independent of Gelfand's 
theory of normed rings. I t will first be shown that the sum T — S+N 
of a scalar operator 5 and a quasi-nilpotent N commuting with 5 is 
a spectral operator having the same spectral resolution as 5. Let E 
be the spectral resolution for 5 so that for each Borel set 8 the projec
tion E(8) commutes with N and thus with 7\ Thus to show that E 
is also a spectral resolution for T it suffices to show that <r(T\E(&)%) 
Qd for every Borel set 8. But, since £ is a spectral resolution for 5 
this will follow if it is shown that cr(T\E(i)3t) =<r(S|E(8)X). This 
latter fact follows (by replacing H by £(S)3£) from the equation 
o-(5+iV)=cr(5) which will now be derived in an elementary fashion 
rather than by appealing to the ideal theory in normed rings. Since 
N is quasi-nilpotent it follows that] iV*| ~0(ek) for every e > 0 and 
thus for every X in p(5) the series ][>.o NkR(K; S)h converges in the 
uniform operator topology. Since 
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/ 00 \ 00 

\ X) NkR(\;S)k\ {I - NR(k;S)} = {/ - NR(\',S)} X) NkR(X;S)k 

\ &«0 / k**Q 

00 00 

- E NkR(\; S)h - £ N»R(\; S)k = / , 

the series is {i — NR(K; S) } ~ 1 . This shows that 

(XI - S - N)-1 = 12(X; 5){ ƒ - Ni?(X; S)}" 1 

exists as an everywhere defined and bounded operator. Thus 
XGp(5+iV) which shows that a(S)^<r(S+N). I t follows as a corol
lary that a(S+N) 2 < r ( 5 + N - N ) =<r(S) and so(j(5+iV) =er(S). Thus 
7" is a spectral operator having the same spectral resolution as S. 
Since S=P^E(dX) it follows that 5 is uniquely determined by T. 
Hence N—T — S is also uniquely determined by T. 

Finally it will be shown that every spectral operator T has the 
desired decomposition. The operators S and N are defined by the 
equations 

5 = fxE(dX), N = T 

where E is the resolution of the identity for T. I t is clear that 5 is a 
scalar type operator with resolution of the identity £ . Also, since T 
commutes with E(8) it commutes with S and thus N commutes with 
S. The desired conclusion will therefore be established as soon as 
it is shown that N is a quasi-nilpotent. To prove this we will show 
that the spectrum <r(N) of N is contained in the circle C€ = {\| | \ | ^ e} 
whose radius e is an arbitrary positive number. Now let the spectrum 
of T be decomposed into the union of the disjoint Borel sets 
&1, • • • , <Tk each having diameter less than a positive number a<e 
which will be specified presently. If X is in the resolvent set of each 
of the restrictions NVi*=N\ JE((r,-)X, and if Ri~R(\, NVi), then, putting 
R= ]CLi RiE(<Ti)y we have 

k k 

(XI - N)R = 'Z (\I - N,àRtE(ci) = Ë £(*<) - I 
t - 1 * - l 

and 

k k 

R(\I - N) = Y,R(XI - N)E(<Ti) = X) Rfr1 - N(ri)E(ai) 

k k 

= E RW - NVi)E(a{) = Ê E{*t) = / . 



1958] A SURVEY OF THE THEORY OF SPECTRAL OPERATORS 229 

Thus X is in p(N). Consequently, the spectrum of N is contained in 
the union of the spectra <r(NCi) of the restrictions N\ E(<ii)% so that 
it will suffice to show that <r(Nai)QCe for each i== 1, • • • , k. To show 
this we write 

Nffi = (r - xju + (\j - s)« 
where Xt- is a point in a{T9^). Since a,(T<ri)Q5'i we have, 

<r((T - X«J)„) C î < - x< QCaQ C. 

Since (X»I — 5)^. is the restriction of /«r<(X< —\)E(dX) to cr» we have 

|(Xi/ - 5)^. | g *>(£) max | X — X< | S av(E) 
\Gcri 

and thus (\%I—S)9i is small in norm if a is small. Thus cr(NCi)ÇiCt 

for small a. By the above, this shows that <r(N)QCe and since €>0 is 
arbitrary it follows that cr(iV)={o}. I t then follows that N is a 
quasi-nilpotent. Q.E.D. 

For functions ƒ in the algebra &(T) of all complex functions defined, 
single valued, and analytic on an open set containing the spectrum 
<r(T) of T the formula 

(i) f(T) = ~ f f(\)R(\; T)d\, 
ZwtJ c 

where C is a contour surrounding the spectrum of 7\ establishes a 
homomorphic map oi $(T) into the algebra of operators on 36 which 
maps 1 into I and X into T. Thus it establishes an operational cal
culus. For a spectral operator T with radical part N the formula (i) 
may be written as 

(n) AT) = z -^ f fn)(wm, 
the series being convergent in the uniform operator topology. Or, 
since/ ( n )(5)=/f ( n )(X)£(^X), it may be written as 

(iii) f(S + N)~Z-7f(n)(S), 
n-0 »1 

a form which, as Schwartz has shown, [35] is applicable to any pair 
of commuting operators 5 and N provided that ƒ is single valued and 
analytic on an open set containing the spectra <r(S) and a(S+N). If, 
for each ƒ in ^(T) , the formula (ii) reduces to 

(iv) f(T) = £ — I f™(\)E(d\), 
m-o ml J 

file:///Gcri
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the operator T is said to be of type n. The operator is of type n if 
and only if Nn+1 = 0 and it is a scalar operator if and only if it is of 
type zero. Foguel has shown that spectral operators of finite type 
can have no residual spectrum and that numbers X in the point spec
trum are characterized by the condition £ ( { X } ) ^ 0 . In general a 
spectral operator T may have a residual spectrum and the relations 

<TC(S) C *C(T), <rp(T) U <rr(T) C „9(S) 

between the point, continuous, and residual spectra of T and its 
scalar part 5 have been established by Foguel. 

J. Wermer [37] has shown that the scalar operators in Hubert 
space are those operators which are similar to normal operators. 
More precisely, Wermer, using an idea of Mackey [26], which is 
based upon a powerful inequality of Lorch [25], has shown that for 
every finite set 5i, • • • , 5* of commuting scalar operators in Hubert 
space there is a bounded selfadjoint operator B with a bounded 
everywhere defined inverse such that the operators BSiB~~l

f i 
= 1, • • • , k, are all normal. This shows that the sum and product of 
two commuting bounded spectral operators in Hubert space are also 
spectral operators. As Kakutani [23 ] has shown this is not true in all 
J3-spaces. In this connection however, it has been observed by Foguel 
[16] that in any space the sum (product) of two commuting spectral 
operators is a spectral operator if and only if the sum (product) of 
their scalar parts is a scalar type operator. 

For applications to differential boundary value problems some of 
the properties of unbounded spectral operators must be developed. 
Most of the necessary work in this direction has been done by W. G. 
Bade [ l ] . We shall discuss here very briefly a few of the facts con
cerning unbounded operators. All proofs will be found either in 
Bade's work or in L.O. II . 

While the theory of unbounded spectral operators is developed in 
the works cited ab initio and not made to depend in a fundamental 
way on the theory of bounded spectral operators there is a funda
mental connection between bounded and unbounded spectral oper
ators which is helpful to keep in mind. If the complex number X is in 
the resolvent set of a closed operator T then T is a spectral operator 
if and only if its resolvent RÇK; T) is a spectral operator whose 
spectral resolution Ex has J E I ( { O } ) = 0 . Another useful property 
relating the concepts of bounded and unbounded spectral operators 
is the following. If E is the spectral resolution for a closed spectral 
operator T then the restriction of T to E{h)H is a spectral operator 
whose spectral resolution is the restriction of E to E(h)H and, in 
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particular, if 5 is bounded then the restriction of T to E(b)H is a 
bounded spectral operator. There is a commutativity property for 
unbounded closed spectral operators which is quite analogous in 
statement and proof to the one stated for bounded operators. Let T 
be such an operator with spectral resolution E and let A be a bounded 
operator with A^)(T)Q^)(T) and ATx = TAx for x in T)(T). Then A 
commutes with all the projections E(ô). Just as in the bounded case 
this property may be used to prove the uniqueness of the spectral 
resolution of a closed operator. Bade has given examples to show 
that the canonical reduction theorem is not valid for unbounded 
spectral operators. However, if S is a closed scalar type spectral 
operator with spectral resolution E and if N is a bounded operator 
commuting with all the projections £(S), then S+N is a spectral 
operator with spectral resolution E provided that the restriction of 
N to each of the subspaces £ (5) ï , with ô bounded, is quasi-nilpotent. 

An operational calculus exists for closed spectral operators and 
may be developed as follows. Let E be the resolution of the identity 
for the closed spectral operator T and let ƒ be single valued and 
analytic on an open set G with £ ( G ) = / . Let {ôn} be an arbitrary 
increasing sequence of bounded Borel sets with closures contained in 
G and such that E((Jn~i ôn) = 7. Then the operator ƒ(T) is defined by 
the equations 

5D(/(2T)) = \x\ l i m / ( r | E(ôn)X)E(ôn)x exists! , 

f{T)x = \imf(T | E(6n)l)E(5n)x, x G ®<f(T)). 

The operator f(T) thus defined is a closed linear operator which is 
independent of the particular sequence {5n} of Borel sets used to 
define it. If T is a closed scalar type operator the operational calculus 
may be extended from analytic functions to functions ƒ which are 
Borel measurable on the spectrum of T. For such an ƒ let ƒ„ be defined 
by the equations 

A00 */(X), |/(X)| £n\ 
MX) = o, j/(x)| >» . 

Then the operator ƒ(T) may be defined by the equations 

®(f(T)) = <x\ lim f fn(\)E(d\)x existsi , 

f(T) - lim ƒ fn(\)E(d\)x, x E 2>(/(r)). 
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The operator f(T) thus defined is a closed operator with dense do
main and, of course, coincides with the previously defined operator 
f(T) in case ƒ is analytic. The usual rules for an operational calculus 
may be readily verified. 

If T is a closed scalar type spectral operator with spectral resolu
tion E and if ƒ is a Borel measurable function then the operator ƒ(T) 
is also a closed scalar type spectral operator whose spectral resolution 
Ei is given by the formula Ei(S) =£(/~1(S)). In general if T is an 
arbitrary closed spectral operator with spectral resolution E and if 
ƒ is a single valued function, analytic on a domain G which, when 
taken together with a finite number of exceptional points p includes 
a neighborhood of <r(T) and a neighborhood of the point at infinity, 
then ƒ(2") is a closed spectral operator provided that, at each excep
tional point p, as well as at <*>, ƒ has at most a pole, and also £ ( {p} ) 
= 0 for each exceptional point p. In particular a polynomial function 
of a closed spectral operator is a closed spectral operator. 

Bade [3; 4] has developed, by means of some remarkably powerful 
arguments, a theory of algebras of spectral operators which extends 
many features of the theory of commutative W*-algebras in Hubert 
space. In particular he has given answers to the following questions. 
If r is a family of commuting scalar type spectral operators, when 
are all the operators in the weakly closed algebra generated by r also 
scalar type spectral operators, and precisely what are the operators 
in this weakly closed algebra generated by r? Before surveying this 
work of Bade on algebras of scalar type spectral operators I should 
like to describe briefly the structure of uniformly closed commutative 
algebras of general spectral operators. I t will be convenient to use 
the term full algebra for a uniformly closed algebra of operators 
which contains the inverse of each of its nonsingular elements. The 
intersection of all the full algebras containing a given family of oper
ators is called the full algebra generated by the family. A fundamental 
result in the study of algebras of spectral operators states that the 
uniformly closed algebra of operators generated by a bounded Boo
lean algebra of projections is a full algebra equivalent to the algebra 
of continuous functions on its own space of maximal ideals. From this 
it follows that if 91 (r) is the full algebra generated by a family r of 
commuting spectral operators in a 5-space, H together with their 
resolutions of the identity and if the Boolean algebra j8 generated by 
the spectralmeasures of the operators in r is bounded then §l(r) is a 
vector direct sum 

»(r) - «08) + SR 
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where 9Î is the radical in 21 (r) and where §t(j3) is the uniformly closed 
algebra generated by /3. Furthermore 31 (j3) is equivalent to the alge
bra of continuous functions on the structure space A of 21 (r). This 
latter isomorphism may be represented by an integral of the form 

•?*(ƒ)= f f(\)A(d\), feC(A), 
J A 

where A is a spectral measure in 96* and where S*(/) is the adjoint 
of the operator S(f) in 21 (j3) corresponding to ƒ. If the space 36 is 
weakly complete then A is the adjoint of a countably additive spec
tral measure E in 36 and the preceding formula takes the form 

S(f)= f f(X)E(d\), /GC(A). 
J A 

This type of formula raises the natural question of considering the 
operators it defines for bounded Borel functions ƒ which are not 
necessarily continuous. In this connection let us consider a countably 
additive spectral measure E on a cr-field 2 of subsets of a set A. 
Then a function ƒ on A is said to be E-essentially bounded on A if 

E — ess sup | /(X) | = inf sup | /(X) | 
XSA E(s) «J X€ô 

is finite. Since E is countably additive on 2 there is a set So in S with 
E(8Q) = I and for which 

E - ess sup | /(X) | = sup | /(X) | . 
X€A X€50 

The map f->S(f) defined by the integral S(f) = / A / ( X ) E ( ^ ) is an 
isomorphism between the algebra EJ5(A,S) of all E-essentially 
bounded 2-measurable scalar functions on and a full algebra of scalar 
type spectral operators. The resolution of the identity E(S(f)) for 
S(f) is given by the formula 

E(S(f), cr) = E(j-\<T)) 

where a is an arbitrary Borel set in the plane. The norm of S(f) is 
related to that of ƒ by the inequalities 

E - ess sup |/(X) | g | S(f) | g KE - ess sup | ƒ(X) | , 
XeA X€A 

where K is independent of ƒ. I t follows that S(J) has a bounded in
verse if and only if f"1 is E-essentially bounded and that the spec
trum of S(f) is given by the formula 
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E(8) «I 

Also if the sequence {/w} is bounded in EB(A, 2) and if/n(X)—»/(X) 
except for those X in a set of £-measure zero then S(fn)x—^S(f)x for 
every x in X. Another corollary is that an algebra of operators in a 
weakly complete space which is topologically and algebraically equiv
alent to some algebra of bounded continuous functions consists 
entirely of scalar type operators. Thus every operator in the uni
formly closed algebra generated by a bounded Boolean algebra of 
projections in a weakly complete space is a scalar type spectral oper
ator. It follows that if the Boolean algebra generated by the spectral 
measures of the operators in a commutative family r of spectral oper
ators is bounded then every operator in the full algebra 31 (r) gener
ated by r is a spectral operator. In Hubert space the Boolean algebra 
generated by the spectral measures of a finite set Zi, • • • , Tn of 
commuting spectral operators is always bounded and so the full 
algebra 21 generated by 7\, • • • , Tn and their spectral measures has 
the form 2l = 93+9î where 9î is the radical in 21 and where $3 consists 
of scalar type spectral operators and is the algebra generated by the 
spectral measures for Tu • • • , Tn. If n — 1 this result is true for any 
5-space 36 and furthermore every operator in 33 is an ^-essentially 
bounded function of the scalar part of T\ (E is the spectral measure 
for T1). 

The preceding results concerning uniformly closed algebras are not 
difficult to prove and, for the most part may be found in [13]. We 
shall now describe Bade's results on strongly or weakly closed alge
bras of spectral operators. Since a convex set in the space of all 
bounded linear maps between two 5-spaces has the same closure in 
the weak as in the strong operator topology the strong and weak oper
ator closures of an algebra of operators are the same. Bade's basic result 
is the following theorem. 

THEOREM (BADE). Let ft be a bounded Boolean algebra of projections 
in a weakly complete B-space %. Then the weakly closed operator algebra 
generated by j8 consists of all operators in H which leave invariant every 
closed linear manifold which is left invariant by every member of /3. 

One of the tools developed by Bade in his study is the following 
lemma which enables him to dispense with the scalar product in 
Hilbert space and thus work in more general JB-spaces. The lemma 
concerns a <r-complete Boolean algebra S3 of projections in a J3-space 
3Ê, and asserts that for each xQ in 3É there is a linear functional x* in 
3Ê* with the properties that x*Ex0^0 for E in 93 and also that if 
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x*Exo = 0 for some JE in S3 then Ex0 = 0. A corollary of Bade's theorem 
is that every operator in the weakly closed algebra of operators in a 
weakly complete space which is generated by a bounded Boolean 
algebra B of projections is a scalar type spectral operator. If in addi
tion it is known that for some vector x the set {Ex\ -E£S3 J i s a funda
mental in 36 then a bounded linear operator is in the weakly closed 
algebra generated by S3 if and only if it commutes with every element 
of S3. Another corollary is that every operator in the weakly closed 
operator algebra generated by a spectral operator of scalar type and 
its spectral measure is a spectral operator of scalar type. 

Another result of Bade, which belongs to that interesting collection 
of principles dealing with conditions under which weak convergence 
implies strong convergence, is the following theorem. 

If a generalized sequence of projections in a a-complete Boolean alge
bra of projections converges weakly to a projection then it converges 
strongly. If the space is weakly complete then the assumption of a-
completeness may be replaced by that of boundedness. I t has also been 
shown by Bade that if the Boolean algebra is complete then the weakly 
closed operator algebra it generates is the same as the uniformly closed 
algebra it generates. 

Using some of the results on algebras of spectral operators Foguel 
[19] has proved the following perturbation theorem. Let {Sn} be a 
sequence of commuting scalar type operators which converges strongly to 
the operator S. Let the Boolean algebra generated by the spectral measures 
of the operators Sn be bounded. Then S is a scalar type operator whose 
spectral measure E is related to the spectral measure En of Sn by the 
equation E(<r)x = limn En(<r) for every x in H and Borel set cr for which 
E (boundary cr)x — 0. 

One feature of the theory of algebras of spectral operators which 
has, until recently, been neglected is the multiplicity theory. In 
1956 Dieudonné [ó] obtained such a theory under the assumption 
that the adjoint X* of the underlying space is separable. More rec
ently Bade [4] has developed a new approach to multiplicity theory 
which does not require the separability assumption. We shall describe 
briefly Bade's theory. A cardinal valued function m on a complete 
abstract Boolean algebra S3 is called a multiplicity f unction if m(0) = 0 
and if w(VE«) = Vw(E«) for every set {£«}. The cardinal number 
m(E) is called the multiplicity of E. The element E is said to have 
uniform multiplicity n if m(F)—n whenever O^FSE. Any such 
multiplicity function m on S3 uniquely determines a family {En}, 
ni£m(I), of disjoint elements of S3 such that 1 = Vn En and £«, if not 
0, has uniform multiplicity n. What is desired in case the Boolean 
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algebra 33 is a Boolean algebra of projections in the J3-space $ is a 
multiplicity function which is a natural one in the sense that m{E) 
is the least number of cyclic subspaces spanning the range of E. (The 
cyclic subspace SDî(x) spanned by a vector x is the closed linear mani
fold determined by all vectors of the form Ex, EG93.) If every family 
of disjoint projections in 93 which is bounded by a given projection E 
is at most countable then E is said to satisfy the countable chain 
condition. Such E form a dense or-ideal in 93 and what Bade does is to 
define m(E) for such E as the least cardinal number of cyclic sub-
spaces spanning the range of E and then prove that m has a unique 
extension to a multiplicity function defined on all of 93. Suppose that 
the identity 7 in 93 has a finite uniform multiplicity n and that 
£ = V?.i $l(xi). Let us regard S as a spectral measure on the Borel 
sets 2 of its Stone space 0. Bade shows that there are functionals 
x*, i = l , • • • , n, with x*<$l(xj)=0, jy^i, and that the measure 
xfE(cr)xi=fXi(<r) is positive and dominates the vector measure E(a)xi 
and uses these measures to define the direct sum L = X X I £i(£J, 2 , /**). 
The representation of 36 and 93 may now be stated as follows. There 
is a linear continuous one to one map T of 3£ into a dense subspace of 
the direct sum L such that if Tx = [/i, • • • , fn] then 

xfE{é)Xi = I fi(œ)fii(d<a), e £ 2, i = 1, • • • , », 

* ^ ^ m ÜC I fi{u*)E{du)Xi, 

where em~ {w|/»(co)| ^ w , i = l , • • • , w}. This is not as complete a 
description as one has for the well known Hilbert space case but, of 
course, it is not to be expected that T maps 36 onto all of L. 

Bade proves that a projection £ in 93 has finite uniform multiplic
ity n if and only if its adjoint E* has finite uniform multiplicity n. 
As a corollary he obtains the important result that if 36 is separable 
then m(E)=w(E*) for every E in 93. The main question left un
answered by Bade's work is the relation between m(E) and m(E*) for 
projections of infinite multiplicity on nonseparable spaces. 

Using the spectral representation associated with the spectral mul
tiplicity theory of normal operators in Hilbert space and a result of 
Bade's, Foguel [18] has recently obtained some interesting results 
concerning the representation of operators in a separable Hilbert 
space $ which commute with a given bounded normal operator S of 
finite multiplicity n in £ . In view of the classical spectral representa
tion theory there is a finite decreasing sequence e{Z>eO • • • 3^n, of 
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Borel sets in the complex plane with, e\ the whole plane, and Borel 
measures fjij with fXj(e) =fi(eej)f j = l , • • • , n, such that § is equiva
lent to the direct sum $1 = X)*-i ©-^(MJ)- Under this equivalence the 
operator 5 becomes the operator S\ of multiplication, i.e., the oper
ator which maps the vector {/i(X), • • • ,/n(X)} in §1 into the vector 
(X/i(X), • • • , X/n(X)}. Foguel's results are most clearly stated in 
terms of 5i and ^h and so we shall assume that S is the operation of 
multiplication by the independent variable in the Hubert space $ 
= X X i © ^ ( M * ) - Let 3Ï be the algebra of bounded operators in § 
which commute with S and 2li the algebra of nXn matrices -4(X) 
— (a>ij(k)) of bounded measurable functions ## for which aa(k)=0 
outside the set eiC\ej. Then to each operator -4GSÏ corresponds a 
matrix A (X) which represents it in the sense that A transforms the 
vector [ f i , - - - ,ƒ»] into the vector [][Xï(X)/y(X), • • • , ]£fln/(X)//(X)]. 
This representation is unique (up to sets of measure zero) and the 
mapping A-+AÇK) is a * -homomorphism. If 3Ii is normed by the 
expression max;,/ ess supx |a#(X)| then the mapping A—>A(k) is a 
homeomorphism. Strong convergence in 31 is equivalent to uniform 
boundedness and convergence in measure (of the elements a#(X)) 
in Sti. I t follows as a corollary that if a sequence \An} in SI converges 
strongly to the operator A then A% converges strongly to A *. 

Foguel has also given an interesting canonical reduction for the 
matrices ^4(X). There are n bounded measurable functions 
2i(X), • • • , 2n(X), and n disjoint projections €i(X), • • • , €n(X) whose 
elements are measurable and whose sum is the unit matrix, and a 
matrix NÇK) which commutes with €*(X), has measurable components, 
is nilpotent of order n, and for which 

A(\) « £ ^(X)e,(X) + N(\). 

There is an increasing sequence {o^} whose union is the complex 
plane and such that A restricted to E ( a w ) § (£ is the resolution of 
the identity for S) is a spectral operator. Thus every operator A in H 
is the strong limit of a sequence of spectral operators. The operator A 
will itself be a spectral operator if and only if the elements of the 
matrices €1, • • • , en are almost everywhere bounded. It also follows 
that any generalized nilpotent in SÏ must be a nilpotent of order n. 

The operator A is compact if and only if there is a sequence {Xn} 
of eigenvalues for S for which A (X) = 0 for almost all X not in the se
quence {Xn} and limn A (Xn) = 0 . Consequently if 5 has no eigenvalues 
then ^4=0 and if S has only a finite number of eigenvalues then A 
has a finite dimensional range. If X£{X»} then «<(X)=0, iV(X)=0, 
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€ i ( X ) = / , a n d € i (X)=0, i ^ 2 . 
Since every scalar type spectral operator in Hubert space is equiv

alent to a normal operator the above results hold for the algebra A 
of bounded operators which commute with a given bounded scalar 
type operator 5 of finite multiplicity. 

3. Conditions on the resolvent of an operator which are sufficient 
to insure that it is a spectral operator. In the preceding section it was 
observed that the resolvent of a spectral operator has the special 
properties (A), (B), (C) listed there, which are not properties of re
solvents in general. In this section and the next it will be shown that 
these conditions and, in general, another condition on the space 36 or 
the operator T will prove to be sufficient to insure that T is a spectral 
operator. In order to simplify the discussion we shall restrict our
selves to bounded operators. The central ideas to be developed in 
detail in §§3 and 4 are in the literature9 but the treatment here is 
more general and at the same time more transparent since a number 
of unnecessary concepts have been eliminated from the earlier de
velopment and new proofs have replaced some of the original ones. 
This section will be divided into three parts. Part 3(A), will discuss 
consequences of the condition (A), Part 3(B), those of conditions 
(A) and (B), while Part 3(C) will discuss consequences of the condi
tions (A), (B), and (C). In these three parts it will be shown that an 
operator T (in a weakly complete space) which has the properties 
(A), (B), and (C) has a uniquely determined countably additive 
spectral resolution defined on a <r-field M(T) of sets measurable-T. 
In general this field need not contain all Borel sets and may not even 
contain enough sets to be useful at all. In Part 3(C) a fourth condi
tion (D) is introduced so that the sets (A), • • • , (D) are necessary 
as well as sufficient conditions for the operator T to be a spectral 
operator. 

The conditions (A), • • • , (D) are in abstract form and difficult to 
verify in most concrete problems. In order to make the analytical 

9 These ideas were developed rather explicitly in [12] under the assumption that 
the spectrum is nowhere dense although in this work the present development was 
indicated. During the years 1953-1954 I had some correspondence with Gerhard 
Neubauer who made valuable suggestions concerning the work in [ l l ] and [12]. In 
particular Neubauer observed that the single valued extension property of the 
resolvent was a necessary condition for the operator to be spectral. He also suggested 
a number of improvements that could be made in the theory presented in [12]. A 
summary of these ideas may be found in [9; 10; l l ] . Also J. T. Schwartz has been a 
valuable critic and has made numerous contributions which have been incorporated 
in the presentation given in §§3 and 4. 
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work of verification easier we will, in §4, introduce a class of operators 
whose resolvents obey a growth condition (G). This class is general 
enough to include most differential operators and restrictive enough 
so that the conditions (A), (C), and (D) may be verified. Thus, for 
a large class of operators the two conditions (B) and (G) may replace 
the four conditions (A), • • • , (D). For this reason the problem of 
verifying the boundedness condition (B) must be regarded as a key 
problem in applying the theory of spectral operators. The reader will 
readily perceive that (B) is not the sort of condition that is likely to 
be easy to verify. This is not surprising, for what (B) amounts to in 
the final analysis is the assertion that the resolution of the identity is 
countably additive. Thus (B) is the condition which gives rise to the 
phenomenon of unconditional convergence of the eigenvalue expan
sions. 

What we mean, in more detail, is this. I t is because of the countable 
additivity of the resolution of the identity that spectral operators 
have important expansion theorems associated with them. For exam
ple, if T is a spectral operator and its spectrum is denumerable, then 
every x in 36 has an unconditionally convergent expansion of the type 
x—^Xn ( =: ]Cxe<r(r) EÇK)x) where the spectrum of xn consists of 
"generalized eigenvector" associated with Xn. If T is a spectral oper
ator of scalar type, then the generalized eigenvectors are simply 
eigenvectors in the ordinary sense. If T is a spectral operator of type 
m, then the generalized eigenvectors xn satisfy the equations 
(XnI— r ) w + 1 x n = 0, w = l, 2, • • • . Thus, as long as ÜThas a countably 
additive resolution of the identity, we are not far from the situation 
characteristic of normal operators in Hubert space. If the countable 
additivity of the spectral resolution fails, so do many other convenient 
eigenvalue expansion properties. 

I t should be noted that it is by no means the case that all the 
familiar eigenvalue expansions of classical analysis are uncondition
ally convergent. Indeed, there are many examples, such as Fourier 
series expansions in the space Lp(0, lie) with l<p<<x>, where the 
expansion converges, but only conditionally. This seems to indicate 
that further developments in spectral theory will include a theory of 
conditionally convergent expansions associated with discrete and 
continuous spectra. Contributions along these lines have been made 
by D. R. Smart [36]. Nevertheless, the cases where one does have 
unconditionally convergent eigenvalue expansions are of sufficient 
importance to justify studying them for their own sake. I t is this 
fact that lends importance to the problem of discovering which oper
ators are spectral operators. 
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3(A). Consequences of the condition (A). Here we shall be con
cerned with a bounded linear transformation T in a complex 5-space 
3Ê. We shall establish a few properties of T on the basis of the single 
assumption (A), which is repeated here for convenience of reference. 

(A) For each x in 36 the function i£(£; T)x has the single valued exten
sion property. 

Since T satisfies condition (A) we recall that the resolvent set of x, 
which is denoted by p(x), may be defined as the union of all the do
mains D(f), the union being taken as ƒ varies over all analytic exten
sions of R(%; T)x. Thus p(x) is an open set containing p(T), and its 
complement a(x) is a closed subset of <r(T). The set a(x) is called the 
spectrum of x. I t is clear that there is a unique maximal analytic ex
tension of R(%; T)x. This extension, which is a single valued analytic 
function defined on p(x) will be denoted by #(•)• Thus the function 
x(') has, by definition, the properties 

(*ƒ - T)x(& = x, « G p(x), 

x® = R&T)x, tep(T). 

Even though (A) is taken as a standing assumption throughout 
Part 3(A), it will be indicated parenthetically in the statement of 
each lemma in the proof of which it is used. 

LEMMA 1. (A) If a, 0 are complex numbers and x, y are vectors in 36, 
then 

<r(x + y) C a(x) U cr(y), 

<*x(& + fty(Ö - (ax + fiy)(&, £ G P(x)p(y). 

PROOF. The function a#(£)+#y(£) is an analytic extension of 

R(b T)ax + * ({ ; T)0y = Rfa T)(ax + #y), £ G p(T), 

defined on the open set p(x)p(y). Thus p(ax+l3y)Z)p(x)p(y). For 
%Çzp(%)p(y) we have, 

by (A). Q.E.D. 

LEMMA 2. (A) The spectrum <r(x) is void if and only if x = 0. 

PROOF. If <x(x) is void then x(£) is an entire function. Since 

lim x*x(Ç) = lim x*R(£:T)x = 0, 

it is seen that x*x(£) = 0 for all £ and all x* in the conjugate space 36*. 
Hence 
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x*x = **({ƒ - T)%{$ = {($/ - T)*x*}(x(?)) « 0, 

for all x* in X*, and thus it follows from the Hahn-Banach extension 
theorem that x = 0. Q.E.D. 

LEMMA 3. (A) Let a be a set of complex numbers, and af its comple
ment. If x+y = xi+yiy where cr(x), <r(#i)C<r and <r(y), cr(yx)Qa\ then 
x = xl9 y=yi. 

PROOF. By Lemma 1 

<r(x — Xi) C a{x) U <r(xi), 

*(yi — y) ^ <Ky) ^ *(yi) 

and so the vector x-~Xi~yi~-y has a void spectrum. Thus Lemma 2 
shows that # = Xi, 3/=yi. Q.E.D. 

LEMMA 4. (A) /ƒ P is a bounded linear operator in 26 which commutes 
with J1, then 

cr(Px) C 0-(x), # G £• 

PROOF. Since P commutes with T it commutes with the resolvent 
2?(£; r ) for every f in p(T). From the equation P(£; T)Px~PR(%; T)x 
it is clear that P#(£) is an analytic extension of P(£; T)P^ to the 
domain p(x). Thus p(Px)'Dp(x) and hence <r(Px)Ccr(x). Q.E.D. 

3(B). Consequences of the conditions (A) and (B). Throughout 
this section it will be assumed that the operator T satisfies condition 
(A) of 3(A) as well as the fundamental boundedness condition (B), 
which we restate here for convenience. 

(B) There is a constant K, depending only upon UP, such that for 
every pair x, y of vectors with (r(x)t a(y) disjoint we have 

| x\ S K\x + y\ . 

Although the assumptions (A) and (B) will be standing assump
tions throughout Part 3(B), they will be indicated in the statement 
of each lemma where they are used. 

Assumption (B) allows us to associate projections E(8) with cer
tain sets 5 of complex numbers. 

DEFINITION 1. The symbol Si(T) will be used for the family of all 
sets cr with the property that vectors of the form x+y with o-(x)Q<r, 
v^Çzc' are dense in 36. 

I t is clear that if <r is in 5i(P), then the complement a' is also in 
Sx{T). 



242 NELSON DUNFORD [September 

LEMMA 2. (A, B) If a is in Si(T), there is one and only one bounded 
projection E(<r) on 36 with the properties E(cr)x = x if <r(x)Qcr and 
E(<r)x — 0 if a(x)Qaf. Moreover, 

E(a) + E{<T') = ƒ, E(cr)E(<r') = 0, | E(a) | g K. 

PROOF. The properties 

(*) E(o)x = x if tr(x) C er, E(o)x = 0 if <r(a) C <r', 

define the projection E(o-) on the dense set D~ {x+y\<r(x)Ç.<r, 
<r(y)Q<r'}- Thus the uniqueness of E (a) is assured by the require
ment that it is bounded. 

To prove that an E(<x) with the properties (*) exists, note that by 
Lemma 3 of Part 3(A) the properties (*) define a single-valued projec
tion on D. Assumption (B) merely states that this projection is 
bounded, with bound at most K. Thus it has a unique extension by 
continuity to a projection with bound at most K defined on 36. Since 
it is clear that (E(a)+E(<r'))x = x and E(<r)E(a')x = 0 for x in D, it 
follows by continuity that these properties hold for all x in 36. Q.E.D. 

LEMMA 3. (A, B) If P is a bounded linear operator which commutes 
with T> then 

PE(a) « E(v)P, *eSi(T). 

PROOF. For a in Si, vectors of the form z = x+y with a(x)Qcr and 
cr(y)Q<r' are dense in 36. For such a vector z we have Pz = Px+Py 
and, by Lemma 4 of Part 3(A), <T(PX)Q<T and <T(Py)Q<r'. Thus, by 
Lemma 2, E(cr)Px~Px and E(cr)Py = 0 and so by Lemma 2 

E(a)Pz = Px * PE(a)z. 

Since the vectors z are dense in 36 we have E((r)P — PE(a). Q.E.D. 
We now introduce a subclass of Si(T), which will be shown to be a 

Boolean algebra. 
DEFINITION 4. (A, B) The symbol S2(T) will be used for the family 

of all sets a having the property that for every x in H and every 
€>0 , there are vectors X\, x{ with a(xi)Qa(x)(ry <r(xi)Çl(r(x)<r' and 
|#1+#1 —x\ <€. 

I t is clear that S 2 ( r ) is closed under complementation, and con
tains the void set and the whole plane. 

LEMMA S. (A, B) The family 52(T) is a Boolean algebra. 

PROOF. Since 52(7") is closed under complementation, to prove the 
lemma it is sufficient to show that it contains the union of every pair 
of its elements. 
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Let (7i and <r2 be sets in 52(2") and, for every set /x of complex num
bers, let 

9JJ(M) = {x\a(x)Q»} 

for every subset \i of the complex plane. If x is in #, then, since ai 
is in S2(T)t x is in the closure of WI(G\(T(X)) +M(cr{ <T(X)). On the other 
hand, it follows, since <r2 is in S2(T), that WI(<T2<TI<r(x)) +<$fl(crl<r{v(x)) 
is dense in 23Î((TI <r(x)). Since, by Lemma 1 of Part 3(A), $l(<ricr(x)) 
+$R(<T2<ri<T(x)) is contained in 9Dt((criU(T2)<r(aO), it follows immedi
ately that x is in the closure of W((oiU<r2)(r(x)) +'$l((<riU<r2y<T(x)). 
But this means that <TI\JCF2 is in S2(T). Q.E.D. 

LEMMA 6. (A, B) The restriction of the projection valued function 
E from Si(T) to the Boolean algebra S2(T) is a spectral measure. 

PROOF. The term spectral measure is used for a homomorphic map 
from a Boolean algebra into an algebra of projections provided that 
the units of the Boolean algebra map into the projection operators 0 
and I respectively. We use the notations of the proof of the preceding 
lemma and let <r be in S2(T). Since an arbitrary vector is in the closure 
of S0fï(cr<T(x))+9W(ö"V(x)) and since, by Lemma 2, E(a)(z+y) =z for z 
in fBl(a<r(x)) and y in 9K((rV(x)), it follows that E(a)x is in CI ^Jt((xa(x)) 
(where the symbol CI 9K(<ro"(x)) is used for the closure of (SJl(aa(x))t 

and that E(<r)x = x for x in CI tyfl(<r<r(x)). Thus, if (Ti, <T2 are in S2(T), 
then we have E(<ri)E(a2)x is in CI Tt(aicr2a(x)). Hence 

E(<n<T2)E{(Ti)E((T2)% = E(<n)E(<r2)x. 

Since 

E{<n<T2)xeC\m{<n<T2<j{x)) C CI2W(<n<r2(*)) Pi Cl2tt(<r2er(*)) 

we have 

E(<ri)E(<r2)E((Ticr2)x = E(<Tior2)x. 

Since all the projections E(-) commute with T and hence with each 
other, by Lemma 3, it follows that E(<ri)E(<r2)—E(cri<r2). Then we 
have 

E(<n) V E(<r2) = E(<n) + E{<r2) - E(<n<r2) 

= ƒ - (/ - £(<rO)(I - E(a2)) 

= I - {E(<T{)E{<T2')) = I - E((r/(r2') 

= E((cr{aIY) = £(<rx U <r2). Q.E.D. 

DEFINITION 7. (A, B) The symbol S(T) will be used for the collec-
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tion of those sets a in Sz{T) for which there exist closed sets ju», vn in 
S<L(T) with iJLnQcr, VnQcr', n = l, 2, • • • and 

x = lim [E(vn) + E(Mn)]#, oo G 36. 

LEMMA 8. (A, B) The family S(T) is a Boolean algebra. 

PROOF. I t is clear that S(T) is closed under complementation. 
Hence, in order to show that S(T) is a Boolean algebra, it will suffice 
to show that it is closed under the operation of forming unions. 

Let (7, a be in S(T). Let {fxn} and {vn} be as in Definition 7, and 
let {pn} and {vn} be sequences of closed sets in S*{T) such that 
pnQcr, PnQ<r', and 

x = lim {E(vn)x + E(fXn)x}, ^ G ï . 
n-*<*> 

Since the sequence {£(*>»)+£(/*„)} is strongly convergent it is 
bounded and the operators E(pn)+E(fxn) are therefore equi-continu-
ous. Thus we have 

x = lim [E(vn) + E{tin)][EQln) + E(yn)]x 
n—»» 

= Hm { E(fXn}Xn W M»A W Vnpn)% + E (^ w ) ^} , ^ G Ï . 
ft—*oo 

Since |M»#nWAtw£nUz'w#»} and {s^w} are sequences of closed sets in 
$2(T) contained in a^Jâ and (arUâ)' respectively, it follows that <j\Jâ 
is in S(T). Q.E.D. 

LEMMA 9. (A, B) The set a(T) belongs to S(T), and E(<r(T))=I. 
Furthermore, every subset ô of the resolvent set p(T) is in S(T) and has 
£ ( ô ) = 0 . 

PROOF. Since cr(x)Qcr(T) for all x in 36, it is clear from Definition 4 
and Lemma 2 that cr(T) is in S<L{T) and that E(a(T))x = x for x in 3Ê. 
Since cr(T) is closed, it is clear from Definition 7 that <r(T) is in S(T). 
If ôCp(T) then the void set <t> and the spectrum <r(T) are closed sub
sets of 5, 5' respectively and E(<t>)x+E((r(T))x~x which proves that 
Ô is in S(T). Since E(p(T))=0 we have E(Ô)=E(ô)E(p(T))=0. 
Q.E.D. 

LEMMA 10. (A, B) Let {<rm} be a decreasing sequence of sets in S(T) 
whose limit a is also in S(T). Then 

E(o)x = lim E(am)x} x G 36. 

PROOF. We wish to show that lim^^oo E(<rm—cr)x = 0 for all x. Thus 
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we may pass without loss of generality from consideration of the 
sequence {<rm} to consideration of the sequence {<rm—(r}; that is, 
we may and shall assume without loss of generality that a is void. 
Since E(am) = E((rm<r(r)), by the preceding lemma, we may also as
sume that <rmQa(T). 

Suppose that our assertion is false, so that there is a p>0 and a 
vector x such that | E(crm)x\ ^p for arbitrarily large m. Passing with
out loss of generality to a subsequence, we may assume that | E(<rm)x\ 
^p for all m. 

For a in S2(T) let M(<r) = supMo |£(/x)x|, tiE.S2(T). I t is clear 
that if viQv2 then M(vx) ^ M{v2). Let fxQp^Jv^ Since | £ ( M ) * | 

= |E(ixvi)x+E(ixvlv2)x\ ^M{vi)+M{v2)y it follows immediately that 

M(vx \J v2) â Miyx) + M(v2). 

Since 

E ( M ) X = |£0*)£(cr)*| £K\E(O)X\, 

for fxQa it is seen that 

M(a) ^ K | E(a)x | . 

Since crm is in S(T), we can find closed sets \xm and vm in S2(T) such 
that jLimC^, vmCl(r'm, and 

\E{nm\Jvm)'x\ ^pK-i2~™-\ 

Then 

M ( ( ) u w U ^ ) 0 <,p2~™-\ 

so that, putting 5m = crm--/xm, we have Sm = <rmjit,
wCjLt'mn/m=(jLtmU^M)' 

and so 

M(ôm) S p2-m~l. 

It follows that no finite sum b\U • • • US» can cover <rn- Indeed, 

M ^ U . - u y ^ t pi-^ ^ 1/2*, 

while |E((TM)x| *zp. Hence 

n 

0"nMlM2 * * * Mn = O*» — U (T»Ôi 

is nonvoid. Since fl?»! /x* is a decreasing sequence of nonvoid closed 
subsets of the compact set cr(r), we have flS*̂  /**?*$. Thus, since 
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jj,iQ<Ti it follows that O^x ( T » ? ^ , contrary to assumption. Q.E.D. 
The following three theorems summarize the results of this section 

and at the same time lay the foundation for the studies to be made 
in §4 that follows. 

THEOREM 11. (A, B) Let T be a bounded linear operator in the com
plex B-space X. Then there is a unique spectral measure on the field 
S{T) with the properties 

E(fi)x = x, ô G 5(20, <r(x) C Ô, 

= 0. ô G S(T), er(*) C «'. 

This spectral measure is bounded, countably additive on 5(2"), and 
commutes with T. 

PROOF. From Definitions 1, 4 and 7 it is seen that S(T)QSx(T)f 

and thus for each S in S(T) there is, by Lemma 2, one and only one 
projection E(8) with E(8)x = x if <T(X)ÇZÔ and E(o)x = 0 if <x(x)Qb'. 
Lemma 2 also shows that | £ (S) | is bounded in ô. Lemma 3 shows 
that E(8) commutes with T and Lemmas 6, 8 and 10 show that E is 
a countably additive spectral measure on S(T). Q.E.D. 

Since the field S(T) is not necessarily a <r-field it is natural to ask 
whether or not the spectral measure E may be extended to the a-
field generated by S(T). The following definition and theorems are 
concerned with this question. 

DEFINITION 12. The symbol M{T) will be used for the cr-complete 
Boolean algebra (or cr-field) determined by the Boolean algebra 
5(2"). The sets in M(T) are called sets measurable T or T-measurable 
sets. 

THEOREM 13. (A, B) Let T be a bounded linear operator in the com
plex B-space X and let E be the associated spectral measure whose exist
ence was established in Theorem 11. Then, in the conjugate space X*, 
there is a unique extension of the adjoint E* to a spectral measure on the 
o'-field M(T) of sets measurable T which is countably additive on M(T) 
in the % topology of X*. This unique extension is bounded and commutes 
with T*. 

PROOF. For every x in 3£ and #* in 3Ê* there is, according to the 
Hahn theorem, a unique countably additive extension m(e, xy x*) of 
the x*E(e)x from S(T) to M(T). From its uniqueness it is seen that 
m(e, x, x*) is bilinear in #, x* and from the boundedness of |l£(e)| 
follows the boundedness of m(e, x, x*). Thus for each e in M (T) there 
is a uniquely defined bounded linear operator A (e) in X* for which 

xA(e)x* = m(e, x, x*). 
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I t will next be shown that the mapping e—>A(e) of M(T)—*B(%*) 
is a spectral measure. I t clearly preserves finite disjoint unions, takes 
complements into complements, is countably additive in the X topol
ogy of 36*, and is bounded. It remains only to show that 

A(a)A(i) « A(aô). 

It is seen, by using the above remarks, that for a fixed a the family 
of 5 for which the equation is valid is a <r-field. Thus if a is in S(T) 
the equation holds for all 5 in M(T). Analogously, if S is fixed in 
M(T), then since the equation holds for <r in a <r-field containing 
5(70, it must hold for all a in M(T). 

Since T and £(S) commute and since A(h) = £ ( 5 ) * for 8 in S(T) we 
have 

xT*A(ô)x* = xA(ô)T*x*, x 6 36, x* G X*, 8 G S(T). 

Since A is countably additive in the 36 topology of 36* this identity 
holds for every 8 in the cr-field determined by 5(7") and this proves 
that -4(8) commutes with 71* for every ^-measurable set 8. Since 
m{e, x, x*) =x*A(e)x is bounded in e it follows from the principle of 
uniform boundedness that |-4(e)| is bounded for e in M(T). Q.E.D. 

THEOREM 14. (A, B) Let The a bounded linear operator in the weakly 
complete complex B-space 36 and let E be the associated spectral measure 
whose existence was established in Theorem 11. Then there is a uniquely 
determined extension of E to a spectral measure on the a-field M(T) of 
sets measurable T which is countably additive on M(T) in the strong 
operator topology. This extension is bounded and commutes with 7\ 

PROOF. Let A be the spectral measure in the adjoint space 36* 
which is associated with T* as in the preceding theorem. If 36 is 
weakly complete, ^4(8) is the adjoint of an operator £(8) in X. To see 
this, note that the family of all sets 8 for which there exists an oper
ator E(8) in 36 with A(ô) = £ ( 8 ) * contains S(T). This family is also a 
Boolean algebra since A is a spectral measure. Since # is weakly com
plete it is a (r-complete Boolean algebra and hence coincides with 
M(T). Since £*(8) commutes with T* it follows that £(8) commutes 
with T for every 8 in M{T). Theorem 13, together with the Orlicz-
Pettis theorem, shows that £ is countably additive on M(T) in the 
strong operator topology. The boundedness of £ follows from that of 
A. Q.E.D. 

3(C). Consequences of the conditions (A, B, C): necessary and 
sufficient conditions for spectral operators. Theorem 14 of Part 3(B) 
falls short of proving that T is a spectral operator in two ways. First 
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of all the spectral measure E is not necessarily a resolution of the 
identity for T, for, even though it commutes with T it may not 
satisfy the inclusion relation a-(r|£(5)3E)Co. Secondly, the field S(T) 
or the cr-field M(T) may not contain ill Borel sets. The first of these 
difficulties will be eliminated by the hypothesis (C) to be made 
presently. The second of these difficulties leads us to consider oper
ators which are spectral relative to a field other than the field of Borel 
sets. Such operators are described as follows: 

DEFINITION 1. Let S be a field of sets in the complex plane and let 
T be a linear operator in the complex 5-space 36. Then a spectral 
measure £ on S is said to be a resolution of the identity f or Tiî it com
mutes with T and satisfies 

<r(r| E(8)ï) CÔ, 5 G S, 

where T\E(b)H is the restriction of T to E(5)36. The operator T is 
said to be a spectral operator of class (2, 3Ê*) if it has a bounded resolu
tion of the identity on 2 for which the set functions x*E{-)% with x 
in 9£ and x* in 3£* are all countably additive on 2 . An operator in 36* 
is said to be a spectral operator of class (2, 36) if it has a bounded 
resolution of the identity i o n S for which the set functions xA(-)x* 
with x in 36 and x* in 36* are all countably additive on 2 . 

Thus T is a spectral operator if and only if it is a spectral operator 
of class (B, 36*), where B is the field of Borel sets in the plane. 

Besides the conditions (A) and (B) the following condition (C) will 
be assumed in most of what follows. However, when any of the as
sumptions (A), (B), (C) are made in a lemma or theorem they will 
be indicated parenthetically. 

(C) For every closed set ö of complex numbers the set of all vectors x 
with <r(x)ÇZ8 is also closed. 

LEMMA 2. (A, B, C) For every set ö in Si(T) and every vector z in 36 
we have a{E(h)z) Qô<r(z). 

PROOF. Since ô is in Si(T), an arbitrary vector z in 3Ê is the limit of 
a sequence zn = xn+yn with <r(xw)ÇS and <r(;yn)CS'. Thus 

a(E(d)zn) = a(xn) C Ô 

and since E(ô)zn—>E(ô)z, it follows from (C) that 

<r(E)(ô)z) Qè. 

Since £(5) commutes with T (cf. Lemma 3 of Part 3(B)), it is seen 
from Lemma 4 of Part (A) that cr(E(Ô)z)Ç<r(z). Thus <r(E(Ô)z) 
C{(r(2). Q.E.D. 
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LEMMA 3. (A, B, C) For 8 in SX(T) let T\ E{8)T£ be the restriction of T 
to £(8)X. Then 

<r(T\ E(8)X) C 5 , ô G Si(T). 

PROOF. I t follows from Lemma 3 of Part 3(B) that T commutes 
with E(8) and so T maps E(8)% into itself. I t is therefore meaningful 
to speak of the spectrum of the restriction of T to E(S)X. 

Let £(£ô. I t will first be shown that %I—T is one-to-one on J5(5)9£. 
If x is in E(5)36 and (£/— !T)x = 0, then, since 

n~0 (X ~ £)w+1 

for all large X, it is seen that x(K) = x/(X~£) for X^£. Thus the spec
trum <r(x) contains at most the point £ and therefore 8a (x) is void. 
Since x = E(8)x it follows from Lemma 2 that <r(x) is void and from 
Lemma 2 of Part 3(A) that x = 0. This shows that £7— T is one-to-one 
on E(Ô)3E. 

It will be shown that (£I-T)E(8)% = E(8)X. Let x = E(8)x be an 
arbitrary point in E(S)3£. Then, by Lemma 2, <r(x)Cô and so %Çzp(x)> 
Thus ( £ / - r ) x ( £ ) = x and hence (%I-~T)E(8)x(£) =E(8)x = x which 
shows that (£/•- T)E(8)% = £(§)$. The operator £/— T therefore maps 
E(S)36, in a one-to-one manner, onto all of itself. This means that £ 
is in p(T\ E(8)%) and thus <r(T\ E(8)%) Co. Q.E.D. 

THEOREM 4. A spectral operator T has the properties (A), (B), and 
(C). Conversely, if the bounded linear operator T has these properties 
it is a spectral operator of class (S(T), 9£*). Moreover, T has a resolution 
of the identity which is countably additive in the strong operator topology. 

PROOF. We shall only demonstrate here the sufficiency of the con
ditions. Let the bounded linear operator T satisfy the conditions 
(A), (B), and (C). Then by Theorem 11 of Part 3(B) and Lemma 3, 
T is a spectral operator of class (S(T), #*) with a resolution of the 
identity which is countably additive in the strong operator topology» 
Q.E.D. 

THEOREM 5. Let T be a bounded linear operator in a weakly complete 
space. Then T is a spectral operator if and only if T satisfies conditions 
(A), (B), (C), and the following condition (D): 

(D) Every complex number is interior to a set of arbitrarily small 
diameter belonging to S(T). 

PROOF. I t follows from the preceding theorem that a spectral oper
ator has properties (A) through (C). To show that a spectral oper-
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ator T has property (D), let 8 be a closed set in the complex plane, 
and let {Sn} be an increasing sequence of closed sets whose union is 
the complement 8' of 8. Let E be the spectral resolution of T. Then 

x = Hm {E(ö)x+ E(Ôn)x}. 
n 

But <r(E(ô)x)QÔ and <r(E(Ôn)x)Qôn. This shows that 8 is in Si(T). 
Lemma 2 shows that 5 is in 5 2 ( r ) and, since ôn is closed, the above 
equation proves that 8 is in S(T). Thus S(T) contains every closed 
set and property (D) is evident. 

Conversely, if the operator T satisfies conditions (A) through (D), 
then, by Theorem 4, it is a spectral operator of class (S(T), 36*). Ac
cording to Theorem 14 of Part 3(B) the resolution of the identity for 
T has a unique extension to a countably additive spectral measure 
E on M(T). It will next be shown that M(T) contains all Borel sets. 

To do this let U be an open set of the complex plane, and let K 
be a compact subset of U. Then, by (D), each point p in K is interior 
to a certain set <rp in 5(7") with crpQ U. Since K is compact, it is con
tained in the union <r of a finite collection of the sets <rp. Thus, we 
have shown that if J? is a compact subset of £/, there exists a set 
aÇ£S(T) such that KQaQU. Since U is the union of a countable 
infinity of its own compact subsets, it follows U is in M(T). Since 
M(T) contains all open sets, it contains the family B of all Borel sets. 

To complete the proof it will suffice to show that a-(r|E(8)3Ê)C8 
for every Borel set 8. If X££8, then, using (D), the compact set 8a(T) 
may be covered by a set a in the field S(T) with X££cr. Since T is a 
spectral operator of class (S(T), £*), we have <J(T\E{<T)HL)Ç^<T and 
consequently X is in p(T\ £(<r)ï) which means that XI— T is a one-to-
one map of E{<T)H into all of itself. Since o'^5<r(T)t we have E(<r) 
"DE(öa(T))=E(ö) and consequently E(S)X is an invariant subspace 
of JE(<T)Ï. Thus XI— T is a one-to-one map of E(8)3E into all of itself. 
This proves that X is in p(T\E(8)%) and thus that <r ( r |£ (S) ï )C8 . 
Q.E.D. 

We conclude this section with two results on adjoint operators. 

LEMMA 6. Let S be a field of sets in the complex plane and let T be a 
spectral operator of class (2, 36*). Then its adjoint T* is a spectral 
operator of class (S, X). 

PROOF. Let E be a resolution of the identity for T. Then the map
ping a-j>E*(<r) of S into J5(3E*) is a spectral measure in X*. Moreover, 
#E*(<r)#* is evidently countably additive on S for each x£3Ê and 
#*GX*. Let X(£flf. Then the restriction of XJ—T to E(o)T£ has an 
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inverse R,. Define the operator P„ in Ï by putting Pff~RcE(<r). Then 
clearly E(cr)P, = P„ = P,E(<r). Hence 

P,E(<r) -E(<r) P , , 

so that P ; maps E(a)*%* into itself. Also ( X J - r ) P , = £(o'), and 
P , ( A / - P ) = P , £ , ( X / - P ) = P,(X7-P)£(<r) = £(<r). Thus 

P,(X/ - D = (X/ - T ) P , = £(<r) . 

Consequently the restriction of P* to £(<r)*3Ê* is the inverse of the 
restriction of X/* — T* to E(oO*36*. Hence X is in the resolvent of the 
restriction {T*)9 of T* to E*(cr)ï*. This shows that <r((T*)ff)Çl<r and 
completes the proof. Q.E.D. 

THEOREM 7. (A, B, C, D) Let T be a bounded linear operator in the 
complex B-space T£ and let B be the field of Borel sets in the plane. Then 
T* is a spectral operator of class (J5, 3E). 

PROOF. In view of condition (D) we have BQM(T). By Theorem 
13 of Part 3(B) the spectral measure E* of the preceding lemma may 
be extended from S(T) to a spectral measure defined on M(T). Then, 
as in the proof of Theorem 5, it may be shown that cr(P|£(S)ï)CÔ 
for each 5 in M(T). Q.E.D. 

4. Operators whose spectra lie in a Jordan curve. In the preced
ing section it was seen that operators satisfying the conditions 
(A), • • • , (D) are spectral operators. In this section it will be shown 
that, in certain important special cases, all of these conditions, ex
cept possibly the boundedness condition (B), are automatically satis
fied. Thus for the special types of operators, condition (B) becomes 
the condition which is necessary as well as sufficient for the operator 
to be a spectral operator. 

LEMMA 1. The condition (A) is satisfied if the spectrum of T is 
nowhere dense in the complex plane. 

PROOF. If the resolvent set is dense then any two analytic, or even 
continuous, extensions of P(X; T)x must coincide on their common 
domain of continuity. Q.E.D. 

All of the special type operators to be considered in the present 
section will have nowhere dense spectra so that, according to Lemma 
1, the condition (A) will be satisfied by all of the operators that will 
be studied here. 

The following theorem, which applies in particular to compact 
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operators, gives a topological restriction on the spectrum of T which 
guarantees that (A), (C), and (D) are all satisfied. 

THEOREM 2. If the spectrum of an operator in a weakly complete 
space is totally disconnected then it is a spectral operator if and only if 
the boundedness condition (B) is satisfied. 

PROOF. Let T be a bounded linear operator in the weakly complete 
5-space X. To prove the theorem it will, in view of Theorem 5 of 
Part 3(C), suffice to show that T has the properties (A), (C), and (D). 
Since the spectrum cr(T) of T is totally disconnected it is nowhere 
dense and, according to Lemma 1, condition (A) is satisfied. 

We recall10 that to each spectral set (a spectral set is one which is 
an open and closed subset of the spectrum <r(T) in its relative topol
ogy) is associated a projection E(ô) with cr(T\ E ( Ô ) Ï ) = Ô from which 
it follows that every spectral set is in 52(7"). Since spectral sets are 
closed they are also contained in 5(7"). Since the spectrum is totally 
disconnected, every spectral point is contained in a spectral set of 
arbitrarily small diameter and thus in an 5(7") set of arbitrarily small 
diameter. Since it is clear that every subset of the resolvent set is an 
5(7") set, condition (D) is immediate. 

To verify condition (C), let S be a closed set of complex numbers 
and let 

MQt) = {x\a(x) Qô}. 

Condition (C) will be proved by showing that M(ô) is closed. Since 
a(x)ÇZa(T) we have M(ô) ~M(ô<r(T))y and it may therefore be as
sumed, without loss of generality, that ôQa(T). Since <r(T) is totally 
disconnected, the closed set ô is an intersection 0« §« of spectral sets 
ôa. Now clearly 

M(d) = M( n $«)= n M(ôa), 
\ a / a 

and so to see that M (ô) is closed it will suffice to see that M (8a) is 
closed. Since 8a is a spectral set, it follows that M(ôa) =£(S«)9£ and 
hence is closed. Q.E.D. 

Theorem 2 suggests that the difficulties which may be encountered 
in verifying the conditions (C) and (D) are, in some way, related to 
the presence of connected components of the spectrum. The re
mainder of the present section will be devoted to a study of the case 
where the spectrum is contained in a finite disjoint union of con-

10 Here we are using the operational calculus on analytic functions as developed 
in [7] and [8]. 
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nected sets each one of which is a Jordan arc. Before passing to the 
details of this study the following result will be introduced to allow 
us, without any loss of generality, to study the case where the whole 
spectrum is contained in one Jordan arc. 

THEOREM 3. Let T be an operator in the B-space 36. If X is the direct 
sum of two of its closed subs paces ï i and £2, each invariant under T, and 
if the restrictions of T to 36i and 362 are both spectral operators then T is 
a spectral operator. 

PROOF. Let £1 and E2 be the spectral resolutions of the restrictions 
of T to & and & respectively. If x = xi+x2 with x»£36; for i = 1, 2, we 
define, for every Borel set e of complex numbers, the operator 

E(e)x = Ei(e)xi + E2(e)x2. 

I t is clear that E is a countably additive spectral measure and that 
all the projections E(e) commute with T. If X is a complex number not 
in the closure of the set e, then \I—T maps each of the spaces 
Ei(e)%i and E2{e)HL2 in a one-to-one manner onto all of itself. Hence 
\I—T maps E(e)H to a one-to-one manner onto all of itself. This 
shows that cr(T\ E(e)%)Çlë and proves that E is a spectral resolution 
for T and that T is a spectral operator. Q.E.D. 

In most of the remainder of the present section it will be assumed 
that the spectrum a(T) of T is contained in a closed Jordan curve T0. 
In order to avoid technical complications it will be convenient to 
assume also that To is smoothly imbedded in a one-parameter family 
of closed rectifiable Jordan curves. More specifically, and as a basis 
for the analytical discussion that follows, it will be assumed that 
there is a function £ = %(t, 8) which is twice continuously differentiable 
on its domain — 1 ^§2, Ô<1 of definition and which has the following 
properties. The equation £( — 1 , S)=£( + l, 5) holds for all S in the 
interval — 1 ^ S ^ 1, whereas £ (s, S) 7*%(t, S) unless s = t or the pair s, t 
is the pair — 1 , 1 . Thus £(•, S) is the parametric representation of a 
simple closed rectifiable Jordan curve IV It is assumed that the 
curves 1% are mutually disjoint, that I \ lies inside Ts2 if — 1 ^ ô i < ô 2 

^ 1 , and that T0 contains the spectrum <r(T). There will be occasion 
to integrate around the curve T$ with respect to its arc length, and 
for this reason it is supposed that the curves Tg are oriented in the 
positive sense customary in the theory of complex variables. The 
simple Jordan arc A\0 which is parametrized by the function %(to, •) 
is called the transversal through the point Xo = £(£o, 0). The principal 
assumption that will be made throughout most of this section is that 
the resolvent RÇk; T) has a finite rate of growth as X approaches a 
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spectral point Xo along the transversal A\0 through X0. This rate of 
growth hypothesis is stated formally as follows. 

(G) The spectrum of T is contained in the rectifiable Jordan curve 
r 0 described above. Moreover, for each spectral point Xo there are 
two positive integers v = p(k0)

 a n d M = M(K0) depending upon X0 and 
such that 

| (X - Xo)'£(A; T) | ^ M, X ̂  Xo, X G AX0. 

Although the rate of growth condition (G) will be assumed in 
most of what follows, it will be stated either explicitly or paren
thetically (as was done with the conditions (A), • • • , (D)) in any 
theorem where it is used. It will be seen that this growth condition 
implies the conditions (A) and (C) and that the boundedness and 
growth conditions (B) and (G) together come very near to insuring 
that the operator T is a spectral operator. 

LEMMA 4. An operator with property (G) also has properties (A) 
and (C). 

PROOF. If the operator T in the J3-space H satisfies the growth 
condition (G), its spectrum lies in the rectifiable Jordan curve IV 
Thus the spectrum is nowhere dense and condition (A) follows from 
Lemma 1. 

To prove (C), let ô be a closed subset of the complex plane and let 

S»(«) = {*| * GX, a(x) C ô } . 

I t will be shown that M(b) is closed. For every x we have <r(x) 
Qo-(T)QT0 and thus M(ô) =M(ôT0) which allows us to assume, with 
no loss of generality, that 5 is a subset of the curve r 0 . The set S is 
therefore an intersection ô == f)a 8a of sets 8a each one of which is the 
complement in T0 of an open subinterval of IV Since 

\ a / a 

in order to see that M(ô) is closed it will suffice to prove that M(5a) 
is closed. In other words, we may and shall assume that ô is the com
plement of an open subinterval y of IV Let {xn} be a sequence in 36, 
convergent to the point x, and with p(#n)2Y- To prove (C) it will be 
shown that p(#)2Y« T O do this it is evidently sufficient to show that 
p(x) contains an arbitrary open subinterval y0 of 7. Let a and b be 
the end points of 70 and let C be a simple Jordan curve composed of 
the transversals Aa, A& and arcs connecting their end points in such 
a way that C includes 70 in its interior, intersects r 0 only at the points 



i958] A SURVEY OF THE THEORY OF SPECTRAL OPERATORS 255 

a9 by and includes the rest of T0 in its exterior. 
The condition (G) shows that there is an integer N such that 

lim (X - a)N(X - b)Nxn(\) - lim (X - a)N(\ - b)Nxn(\) « 0 

uniformly in n = l, 2, • • • . Thus there are open subarcs Na, Nb of C 
containing a, b respectively and such that the vector 3>W(X) 
= (\-a)N(\~b)Nxn(\) has norm 

| yn(\) | < e/2, n â 1, X G Na U Nh. 

Since xn—*x we have 

lim yn(\) - (X - a)*(X - &)*i?(X; T)x 
n—»» 

uniformly for X in C~Na"-Nb. This fact together with the preceding 
inequality shows that for some integer n0 depending upon e we have 

I ?n(X) - ym(\) | < e, X G C, /*, m è w0, 

and thus proves that the sequence (^n(X)} converges uniformly for 
X in C. By the maximum modulus principle this sequence converges 
uniformly on the union of C and its interior to an analytic function 
y(\). Since 

y(\) - lim yn(\) « (X - a)N(\ - J)%(X) 
n 

for X(£r0 the vector 

(X - a)N(\ - b)N 

is an analytic continuation of x(K) into the interior of C. Since 
( X J - 7 > ( X ) = * for X 6 I Y it follows that (\I~T)X(\) = * for all X 
interior to C. Thus p(x) includes the interior of C and, since the inte
rior of C includes 70, the proof is complete. Q.E.D. 

According to the preceding lemma and Theorem 5 of §3(C), an 
operator T in a weakly complete space will be spectral if it satisfies 
(B), (G) and (D). We shall now study the condition (D) more care
fully and see that the conditions (B) and (G) come very near to 
implying the condition (D). This will allow us to replace the condi
tion (D), and in a variety of ways, by more satisfactory conditions. 
For example, it will be seen that an operator T in a reflexive space 
which satisfies (G) and whose adjoint satisfies (B) is a spectral oper
ator. 

Before starting this study it will be convenient to restate the con-
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dition (G) in a form more suitable to the analysis that follows. In the 
first place, it is clear that the integers v = p(Ko) and M = MÇko) with 
the required properties exist for every X0 in T0 even if Xo is not in the 
spectrum. Also, it may be assumed that for each Xo in r 0 the trans
versal Ax0 lies within the circle of radius 1/2 and center X0. This 
shortening of the transversal Ax0 may be achieved by replacing £(X, S) 
by £i(X, ôi) where ôi = Kô with K sufficiently large. Now, if every 
point of Ax0 is within a distance of 1/2 from Xo, it follows from (G) 
that 

lim (X - \o)NR(\; T) = 0 
JV-»oo 

uniformly for X in Ax0. Thus there is an integer valued function 
p = *>(Xo) defined for every X0 in T0 and such that | (X-X0)

v(Xo).R(X; T) \ 
^ 1 for every X in AXo except X=Xo. In other words the function M 
= MÇKo) of condition (G) may, without loss of generality, be as
sumed to be identically one. Thus, condition (G) may be restated 
in the following equivalent form. 

(G) The spectrum of T is contained in the rectifiable Jordan curve 
T0. Moreover, there is an integer valued function v defined on T0 such 
that for every Xo in T0, 

| (X - Xo>(Xo>i?(X; T ) | g l , X ̂  Xo, X G Ax0. 

In the analysis to follow, it is this inequality that will be used 
rather than the one in the earlier formulation of the growth condition 
(G). 

DEFINITION 5. An integer valued function v defined on T0 and 
satisfying the preceding inequality is called an index function for T. 
An interval of constancy relative to T is a nonvoid open subinterval of 
To upon which some index function for T is constant. A point X in 
To is said to be regular relative to T if it belongs to an interval of con
stancy and if, in addition, there is an integer n such that the mani
fold 

(XI - TYU + {x| (X/ - TYx = 0} 

is dense in T£. 
It should be noted that if 

H - C l ( r - X J ) » ï + {x\ (T -\I)»x = 0} , 

then, by applying the operator (T—XJ)n to both sides of this equa
tion, one obtains the inclusion relation 

(T - X/)*ï C C1(T - X/ ) 2 ^ . 
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Thus, since the manifolds (T—X/)m9Ê decrease as m increases, it fol
lows that 

(T - XJ)WX C Cl( r - XI)**1*. 

Since the manifolds {x\ (T—\I)mx = 0} increase with ra, it follows 
that 

(T - X/)w+13e + {*| (T - XI^x = 0} 

is dense in 3Ê. By induction it is seen that the manifold 

(T - X/)w+&36 + {x\(T- XI)n+kx = 0} 

is dense in 36 for all &è0. This fact will be stated in the following 
lemma for future reference. 

LEMMA 6. A complex number X is regular relative to T if and only if 
it is contained in an interval of constancy relative to T andf for all suffi
ciently large integers n, the manifold 

(T - X/)"ï + {x\ (T - \I)»x = 0} 

is dense in 36. 

I t should also be noted that every point X of To which is in the re
solvent set of T is regular relative to T. This follows since the re
solvent set is open and RÇk; T) is continuous so that X is interior 
to an interval where some index function is constant. Also for X in 
the resolvent set the density requirement of Definition 5 is satisfied, 
since for such X, (r—XI)3£ = 36. 

LEMMA 7. (A) If (k0I—T)nx~0 for some integer n and some X9*Q 
then a(x) = {Xo}. 

PROOF. Since it is finite, the series 

Z ( X ) * ^ A ' (Xo/ - T)'x 
y-o (X - Xo)'+1 

= S „ ' (ÀoJ - T)'x 
y-o (X - Xo)'+1 

converges for every X 5̂ X0 and satisfies the equation ÇhI-~T)X(X) ~x. 
Thus X(X) is an analytic extension of R(k; T)x to the complement of 
{Xo}. This means that o-(x)c{Xo}. Since, by Lemma 2 of §3(A), 
a(x) is not void, we have <r(x) = {Xo}. Q.E.D. 

LEMMA 8. (B, G) Every closed subinterval ofT0 whose end points are 
egular relative to T belongs to S\(T). 



258 NELSON DUNFORD [September 

PROOF. Let 7 be a closed subinterval of T0 whose end points 
Xi, X2 are regular relative to T. I t is clear that, by making a suitable 
change in the parameter s in the function %(s, S), it may be assumed 
that Xi = £ ( - - ( l /2 ) , 0) and X2 = £( l /2 , 0). Since Xi and X2 are interior 
to intervals of constancy relative to T9 there is an e > 0 such that for 
IXo—Xi| <€ or JX0—X2I <€ the inequality 

(i) I X - A o h R(\; 3T) I g 1, X0 ^ X G AXo 

holds for all sufficiently large values of N. In view of Lemma 6 the 
integer N may be fixed so that the inequality (i) holds and also so 
that the manifolds 

Wli = (\J - T)N% + {x\ (Kil - T)Nx = 0}, i = 1, 2, 

are both dense in 36. Since 9ft2 is dense in 36 the manifold 

(\J - T)NWi2 +{x\ (Xx7 - T)Nx = 0} 

is dense in 36, so that 

(Xx7 - T)N(\2I - T)NX +xx\ Qui - T)Nx = 0} + x\ (\2I - T)Nx = 0 

is also dense in ï . By Lemma 7, a(x)Qy if (KJ— T)Nx = Q for i= 1 or 
i = 2, so that to prove the present lemma it will be sufficient to show 
that every element of the form y — (\iI-~T)NÇK2l—T)Nx may be 
approximated arbitrarily closely by a sum 21+22 where cr(zi) is con
tained in 7 and <x(z2) is contained in the complement 7 ' . 

Actually more will be proved, for it will be shown that Z\ and z2 

may be chosen so that Zi+Zz is arbitrarily close to y and the spectra 
<r(si), a(z2) are contained in the interior of 7, 7 ' respectively. Using 
the operational calculus for analytic functions10 we have 

y = (XJ - T)N(\2I - T)Nx 

- J ƒ - ƒ I (Xi - X)*(X2 - \)NR{\\ T)xd\. 

The transversals A\x and Ax2 divide the annular region between Ti 
and r_ i into two simply connected areas, each bounded by a curve 
consisting of the arcs A\v A\2 and portions of I \ , r_x. Let the area 
containing 7 be called Ai, and its positively oriented bounding curve, 
Ci. Let the area containing the complement 7 ' be called A2 and its 
positively oriented bounding curve C2. Then, since the integrand in 
the expression (ii) for y is bounded on G and C2, we have 

y = yct + yc2 
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where 

(iii) yCl = — ; f (Xi - X)*(X2 - X)*R(X; T)xd\, i - 1, 2. 

I t will be shown that ycx can be approximated arbitrarily closely by 
vectors whose spectra lie interior to C\, and that yc2 can be ap
proximated arbitrarily closely by elements whose spectra lie interior 
to C2. The details will be given only for ycv but the proof for ycx is 
quite similar. 

Let A7, A+ be the transversals through the points £(( — 1/2) — 6, 0), 
£((1/2)+e, 0) respectively. Let A\, A\ be the two simply connected 
regions into which the annular region between I \ and T~i is divided 
by the transversals Af and A€

+. Let A\ be that one of these areas con
tained in A2, and let C\ be its bounding curve. In view of (i) the 
integrand in (iii) is uniformly bounded, and it follows from an ele
mentary calculation using Lebesgue's dominated convergence theo
rem that 

yc2 = Urn yet 

where 

yc2 = — : f (Xi - X)*(X2 - X)^(X; T)xd\. 
2iri J c2 

Thus, to see that yc2 is the limit of a sequence of vectors whose spectra 
are interior to C2, it will suffice to show the spectrum <r{yc$ is con
tained in A\. I t is evident that the integral 
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m = ~ f . (Xi - X)»(X, - X)»tt - X ) - 1 ^ ; T)xdk 
liriJ c 

is analytic for £ outside A*2. Since 

(£ƒ - D/(£) = — ; f (Xi - X)*(X2 - X)*({ - \)~^I - T)R(\; T)xd\ 

= T": f e <Xl ~ x)i"(X2 - x ^ - x ) ~ ^ - x ) ^ T^xdx 
2iri J c\ 

it follows that ƒ(£) is an analytic extension of i?(£; T)yd- Thus 
pÇycï) includes the entire complement of A\ and so the spectrum 
<r(yc2) is contained in A\. Q.E.D. 

COROLLARY 9. (B, G) Let y be a closed subinterval of T0 whose end 
points Xi, X2 belong to intervals of constancy relative to T. Then, for 
sufficiently large N, the manifold ( X I I — J T ) ^ ^ / — T)N% is contained in 
the closed manifold determined by vectors of the f or m Zi+z2 where <r(zi) 
is interior to y and a(z2) is interior to the complementary arc y'. 

PROOF. The above statement is what was actually proved in the 
preceding proof. Q.E.D. 

LEMMA 10. (B, G) If the set of points regular relative to T is dense on 
To then every closed subinterval ofT0 whose end points are regular rela
tive to T is in S(T) and every Borel subset of the plane is measurable T. 

PROOF. Let 7 be a closed subinterval of T0 whose end points are 
regular relative to T. Since the points regular relative to T are dense 
in To, there is an increasing sequence {yn} of open subintervals of F0 

each member of which has regular end points in the arc 7 ' comple
mentary to y and whose union is the whole arc 7 ' . By Lemma 8 the 
intervals 7 and 7», n = 1, 2, • • • , are all in Si(T). Since 7 is in Si(T) 
there are, for each x in X and €>0, vectors y and z such that 

I y + z - x I < €, cr(y) C 7, a(z) C y'. 

Since <r(z) is compact we have 7n27n2ö'0g) for all sufficiently large n. 
Thus, by Lemma 2 of §3(B), [E(y)+E(yn)](y+z) =y+z for all large 
n. By the boundedness assumption (B) the norms of the projections 
E(y)+E(yn) are bounded in n and, since e > 0 is arbitrary, we have 

(i) x = lim [E(y)x + E(yn)]x, xEX. 
n 
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Now it follows from Lemma 4 that T has the properties (A) and (C), 
and thus it is seen from Lemma 2 of §3(C) that 

(ii) <r(E(y)x) C y<r(x), <r(E(yn)x) Q 7^0*0-

These relations (i) and (ii) show that 7 is in 52(JT). Since 7 is an 
arbitrary closed subinterval of T0 whose end points are regular rela
tive to T, this proves that the closure yn is also in S*(T). Thus it 
follows from (i) that 7 is in 5(7"). I t follows that every Borel subset 
of T0 is measurable T. By Lemma 9 of §3(B) every subset of p(T) 
is in 5(3") and hence is a set measurable T. Thus, since c r ( r ) c r 0 , 
every Borel set in the plane is measurable T. Q.E.D. 

In view of Lemma 10 it behooves us to seek conditions under 
which points on To which are regular relative to T are dense on To. 
Some results in this direction will be found in the next four lemmas. 

LEMMA 11. (G) The union of all intervals of constancy relative to T 
is an open set dense in T0. 

PROOF. I t is clear that the union of intervals of constancy is open. 
To see that it is dense let 7 be a closed subarc of T0 having positive 
length and let 

7 n = {Xo|XoG7, I X — Xo|*| -R(X; T) I £ 1, Xo ^ X G AXo} 

= {Xo|XoG7, I €(Xo, «) -Xo | n £(£(Xo,S) ; r ) | £ 1 , 0 < | « | £ l } . 

I t is clear from the second expression for yn that it is closed, and it 
follows from (G) that every point in 7 is in one of the sets 7». Thus, 
by the Baire category theorem one of the sets 7» contains a nontrivial 
subinterval of 7. Q.E.D. 

LEMMA 12. (G) If the point spectrum of the adjoint T* contains no 
nontrivial subarc of T0 then the set of points regular relative to T is 
dense in T0. 

PROOF. If X is not in the point spectrum of the adjoint of T then 
there is no functional x*5*0 for which x*(kl— r)3Ê = 0. In view of the 
Hahn-Banach theorem this means that (XI— T)Tl is dense in 3Ê. Hence 
if X is also in an interval of constancy for T then X is regular relative 
to T. The present lemma thus follows from Lemma 11. Q.E.D. 

LEMMA 13. (G) If the space 36 is reflexive and if the f unction identi
cally one on T0 is an index function for T then every point of T0 is 
regular relative to T. 

PROOF. I t is clear that T0 itself is an interval of constancy relative 
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to T. Let x be an arbitrary vector in 36, Xo an arbitrary point on F0 and 
let {Xw} be a sequence of points in the transversal A\0 with Xw 5̂ X0 and 
Xo = limXn. Since 36 is reflexive, the bounded 

{(Xn ~ \o)R(\n; T)x) 

contains a subsequence weakly convergent to an element y of 36. By 
replacing the sequence {Xn} by a suitably chosen subsequence it may 
therefore be assumed that, in the weak operator topology, we have 

lim (Xw - X0)^(Xn; T)x = y. 
n 

Then (k0I—T)y is the weak limit of 

(Xn - Xo)(Xo/ - T)R(\n; T)x = (Xn - X0)# - (Xo - K)2R(\n; T)x 

and this limit is clearly zero. Thus (X0I— T)y — 0. 
It will next be shown that the vector x—y is in the closure of the 

manifold (X07— T)3Ê. To see this it will, in view of the Hahn-Banach 
theorem, suffice to show that x*(x—y) = 0 for every linear functional 
x* which vanishes on (Xo/—T)36. If x* is such a functional then 
r*#*=x0x*, 

x* 
R(\n:T)*x* , 

Xw -"* Xo 

and so 

x*y = Hm #*(XW — Xo)i£(Xw; T)x = x*x, 

and x*(x—y) = 0 . I t has been shown that an arbitrary vector x in X 
is the sum of a vector y with (X0J— T)y = 0 and a vector x—y in the 
closure of (Xo/-~r)3Ê. Since X0 is interior to an interval of constancy 
relative to T it is therefore a regular point relative to 7\ Q.E.D. 

LEMMA 14. (G) If 3Ê is reflexive and if the adjoint T* satisfies the 
boundedness condition (B) then the regular points relative to T are dense 
in r 0 and, in particular, every interval of constancy relative to T con
sists entirely of regular points. 

PROOF. In view of Lemma 11 it suffices to show that a point Xo in 
an interval of constancy relative to T is regular. Since a-(jT*) =(r(2n,) 
and R(k; T*) =R(K; T)*t it follows that T* also satisfies the growth 
condition (G) and that every index function for T is also an index 
function for T* and vice versa. By applying Corollary 9 to T* and 
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the interval consisting of the single point Xo it is seen that, for N 
sufficiently large, every element in the manifold (Xo/* —3H*)̂ X* may 
be approximated by elements 3* with Xo££<r(2*). To prove that X0 is 
regular relative to T it will be shown that, for such N, the manifold 

(i) (Xo/ - T)NTL + {x I Xo/ - T)*x = 0} 

is dense in $. To do this it will, in view of the Hahn-Banach theorem, 
suffice to show that the functional x* = 0 is the only functional which 
vanishes on the manifold (i). Let x* be such a functional. Then 

(ii) (Xo/* - T*)Nx* = 0. 

To see that x* = 0 it will first be shown that 

(iii) x* G Cl(Xo/* - T*)*£*. 

If (iii) is not true then, since ï is reflexive, it follows from the Hahn-
Banach theorem that there is an x in 3Ê with x*x?*0 and [(X0/* 
— T*)NX*]x~0 which means that (X0/— T)Nx = 0. Since #* vanishes 
on the manifold (i) we have #*x = 0 which contradicts the inequality 
x*x?*0 and establishes (iii). 

Now from (ii) and (iii) together it may be concluded that x* = 0. 
To do this note first that, according to Lemma 7, o-(#*) = {X0}. By 
Corollary 9, applied to 3H* and the interval consisting of the single 
point Xo, there is a sequence {x*} converging to #* with X0(£<r(x*). 
Since T* satisfies the condition (B) we have 

J X* J ^ K I X* - Xn I - > 0 , 

and SOJC* = 0 . This completes the proof that the manifold (i) is dense 
in 3Ê and thus proves that Xo is regular relative to T. Q.E.D. 

The preceding lemmas, when combined with the general criteria 
given in Theorems 5 and 7 of §3(C), allow us to summarize a set of 
conditions that are sufficient to guarantee that an operator is a spec
tral operator. This will be done in the following two results. 

THEOREM IS. If a bounded linear operator in a weakly complete space 
satisfies the boundedness condition (B) and the growth condition (G) 
then it is a spectral operator provided that any one of the following con
ditions holds. 

(a) The point spectrum of the adjoint contains no nontrivial subarc 
of To. 

(b) The space is reflexive and the function 

v(\) = 1, A G To 
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is an index function for the operator, 
(c) The space is reflexive and the adjoint operator satisfies the bound-

edness condition (B). 

PROOF. If the bounded linear operator T in a weakly complete 
space has the properties (B) and (G) then, by Lemma 4, it has the 
properties (A) and (C). Thus, in view of Theorem 5 of §3(C), to 
prove the present theorem it suffices to show that T has property 
(D). According to Lemma 10 the condition (D) will be satisfied if the 
points regular relative to T are dense on IV Thus Lemmas 12, 13, 14 
give the desired conclusions. Q.E.D. 

THEOREM 16. Let T be a bounded linear operator in the Bspace H 
which satisfies the conditions (B) and (G) and let B be the field of B or el 
sets in the plane. Then the adjoint T* is a spectral operator of class (B} 36) 
provided that any one of the conditions (a), (b), (c) of the preceding theo
rem hold. 

PROOF. The proof is the same as that of the preceding theorem ex
cept that Theorem 7 of §3(C) is used instead of Theorem 5. 

I t is to be expected from analogies with finite matrices that a 
spectral operator T which satisfies the growth condition (G) will be 
a spectral operator of type m — 1 if and only if the constant function 
p(K)^m is an index function. For convenience of reference this finite 
rate of growth condition is stated formally as follows. 

DEFINITION 17. The bounded linear operator T is said to satisfy 
the growth condition (Gm) if its spectrum lies in the curve T0 and if 
for some constant M, 

I tt - &)**(&; T)\SM, « G r0| o< | a| £ l, 
where %$ is the intersection of the transversal A$ with the curve Tô. 

THEOREM 18. -4 bounded linear operator T in Hubert space whose 
spectrum lies in the Jordan curve T0 will be a spectral opertor of type 
m — 1 if and only if both T and its adjoint satisfy the conditions (B) and 
(G„). 

PROOF. If T is a spectral operator in the Hubert space H then, since 
H is reflexive, the adjoint T* is, by Lemma 6 of §3(C), a spectral oper
ator. By Theorem 4 of §3(C), both T and T* satisfy the boundedness 
condition (B). Now if T is of type m — 1 with radical part N and 
resolution of the identity E then 

*-0 J a(T) (S - * ) W + 1 
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from which it is apparent that T and consequently T* also satisfy 
the condition (Gm). 

Conversely, let T and its adjoint satisfy the conditions (B) and 
(Gw). I t is clear from Theorem 15(c) that T is a spectral operator 
and so it suffices to prove only that T is of type w — 1. The proof of 
this will require the following lemma. 

LEMMA 19. Let T be a spectral operator in Hubert space | ) and let E 
be its resolution of the identity. Then there is a constant K such that for 
any finite collection Aj, j=l, 2, • • • , n, of bounded operators in $ 
which commute with T, and any collection o-j, j = l, 2, • • • , n, of dis
joint Borel sets, we have 

g K sup I Aj 
l<J<n 

PROOF. According to the Lorch-Mackey-Wermer result there is a 
linear one-to-one map B with B!g = !Qt with B and B~l both continu
ous and such that for each Borel set or the projection 

P(<r) = BE{<T)B~1 

is self-adjoint. If Bj^BAjB"1 then 

Since Aj commutes with T it commutes with E(<r) and hence Bj com
mutes with P(<r). Thus 

£ BjP(*j)x J ) P(<Tj)BjX 
y - i 

^ s u p | B y | * £ |P(<ry)*|* 
> i - i 

^ SUp | J3y | 2 | tf|2, 
J 

which proves the lemma. Q.E.D. 
The remaining part of the proof of Theorem 18 will involve Rie-

mann integrals of the type 

(i) ƒ -F(t)E(di), 

where E is the resolution of the identity for T and F is an operator 
valued function defined on <r(T), continuous in the uniform operator 
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topology, and for which 

(ii) F(&T= TF{&, Se<r(T). 

I t follows that F(£) also commutes with the projections in the range 
of £ , i.e., 

(iii) F^)E(a) = E(*)F®9 £ G *(T), 

for every Borel set cr. If IT = (0*1, • • • , <rn), ir' == (<r{, • • • , crw' ) are two 
partitions of cr(T) and if £i£<r»-, £ƒ £<r/, i = l, • • • , w, j = l , • • • , n', 
then using (iii) and Lemma 19, it is seen that, for some constant K, 

Ê F(fc)JE(«*) - £ F ( { / ) £ W ) 

tÊN-W)|£M) 
i - i y- i 

S Ü : sup | F & ) - F ( S / ) | , 

where the supremum is taken over those i and j for which cr̂ cr/ is not 
void. If by the norm \w\ is understood the quantity 

| 7T j = max diam <r^ 

it is seen that the limit 

lim X>fe)£(<r,) 
|ir|-K) t „ l 

exists in the uniform topology of operators for every function F on 
<r(T) which is continuous in the uniform operator topology and satis
fies (ii). This limit defines the Riemann integral (i). I t is clear that 
the integral is linear in F and satisfies the inequality 

(iv) I f *«)£(<«) I g * sup |F(Ö| . 

If F and G are two continuous operator valued functions both satisfy
ing (ii) then, since 

( L F(fc)E(<r,)V £ G t t / ) W ) - È F(fc)G(fc)22M, 

it follows that 

(v) ( f F®E<#)\ i f G(QE(d&\ - f F(&G(&E{i&. 
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It will next be shown that 

(vi) f ({ƒ - T)2mE(dO = 0. 

The proof of (vi) will use the integral 

(vii) 7(M, 7) = — f 0* - £)w(7 - *)•*(*; T)d^ 
ZMJ C$(M,Y) 

where /x, 7 are points on T0 and, for 0 < 5 g l , the contour CÔ(M» T ) is 
the positively oriented contour through /*, 7 which is defined as fol
lows. For an arbitrary £ in T0 let £« be the intersection of the trans
versal through £ with the curve Ts. The curve C$Gu, 7) is a positively 
oriented Jordan curve through the points ixh 75, 7_a, M~« and consist
ing of subarcs of the curves T8l Ayt r_s, AM. The curve CsGu, 7) is 
defined so as to contain in its interior the interior of the directed seg
ment (jit, 7) on the oriented contour T0. The integrand ƒ(£) in I(/x, 7) 
is defined and continuous at every point of C«(JU, 7) except at fx and 7. 
In view of the condition (Gm), ƒ(£) is bounded on CsOu» 7) . Hence 
7(/x, 7) exists and is clearly independent of 5 since ƒ(£) has its only 
singularities on T0. I t will first be shown that I(fx, 7)—>0 as | /x—*y | —»0. 
Let € > 0 be arbitrary and fix ô > 0 so that the arcs fj,~~8fx$ and 7-«7$ 
both have length less than e. Fix Kt so that 

\R(S;T)\ =K„ f e r , U 2 . , 
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and fix a e > 0 so that the arcs 7_8M-« and JU575 both have length less 
than e/Kt provided that | M—T| <<*«• Then, for | /x—*y | <at, we have 

I / 0», 7) J £ — [2eM + 2K€e/K<] 
2T 

which shows that I(/x, 7)—»0 as | M ~ " 7 | ~^0. 
I t will next be observed that the spectrum of any vector of the form 

J(/x, y)x is contained in the directed closed subarc ixy. To see this let 
X lie in p(T) and outside CBQI, 7) . Then, it is seen from the resolvent 
equation that 

\ r (n — £)m(y — £)m 

R(\; D/Ot, 7)* = — I r^T-^- R& T)xd* 
2wlJ Cà(n,y) A — ? 

and the integral on the right of this equation gives an analytic ex
tension of R(K; T)I(/A, y)x to all points outside of C$(JA, 7) . Thus the 
spectrum a(I(fxt y)x) is contained in the closed arc fiy. Thus if the 
closed intervals py and yfy' of T0 are disjoint we have from Lemma 2 
of §3(A), 

Efay)Ifa'9 7') = 0. 

Let finy M» 7» Jn be an ordered set on the oriented curve T0 with 
/Xn—>M and 7»-~»7. Then E(ixy)I(yni jLtw)=0. Since 

0»/ - T)"(yl - T)~ = JO*», /*) + /0*, 7) + /(Y, 7») + /(7n, AI»), 

and I(fin, ju)--»0, -̂ OV» 7n)—*0, it follows that 

£047)0*/ - 2 > ( 7 l - 7 > = /(M, 7). 

Now let T0 be divided into w nonoverlapping subintervals ÖÏ, • • • , crn 

each of length L/n where L is the length of T0, and let £1, £2, • * • , £n, 
£w+i = £i be their positively ordered sequence of end points. Then, 
according to the preceding equation 

(viii) £(*,)(&/ - r ) « t t m l - ? > = /(*/, &n). 

Now let S = l/n so that the length of C«(£y, £y+i) is of the order of l/n. 
I t follows from (vii) and (viii) that 
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and thus that 

I è &ƒ - 7T(w - WEM I = —. 
I y-i I nm 

An elementary continuity argument shows that the sum whose norm 
appears on the left of the preceding inequality approaches the integral 
Jc{T)(%I•— T)2mE(d^) as n—>oo and thus, this inequality establishes the 
Equation (vi). 

I t will next be proved that 

(ix) f (*ƒ - T)*E(d& = 0 j^m. 

In view of (vi) this equation may be proved by induction downward. 
Thus it will be shown that (ix) holds for the integer j^m provided 
that it holds for the integer j+1. To do this let £s be the point of 
intersection of the curve Ts with the transversal A$ through the point 
£ on To and let î (Ca) =i^(^«; T). Then, from (iv) and the hypothesis 
(Gm) we have 

I f (S - h)*»R(b)E(d& = C i | * - { , | , 

which shows that 

lim f ($ - { , )w*tt i )£(d0 = 0. 

On the other hand it is seen by writing (£ —%s)I= (£/ — T) — (£$/ — T) 
that 

f (* - SB)»lR(iê)E(d& = f fe/ - T)MRfa)E(di) 

r«l \ r / J <r(T) 

But, in view of (v) and the induction hypothesis, 

f ({ƒ - T)»lRfa)E(dt) = 0, 0 < ô g 1. 
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Thus, since l im^ 0 (£bl— T)r~l = (t;I— T)7""1 in the uniform operator 
topology it follows from (iv) that 

lim f tt - SùmRfa)E(dZ) = - f (*/ - T)'E(di) 

which establishes the equation (ix) for every j^rn. Now if S is the 
scalar part of T then 

0 = f «ƒ - T)<*E{dQ = tit™) f e~'E(d&(-T)' 

which shows that Nm = 0. The fact that T is of type rn — 1 is now 
evident. Q.E.D. 

The spectral theorem for a bounded self ad joint operator T in 
Hubert space follows from Theorem 18. A well known and elementary 
argument shows that the spectrum is real and that the resolvent has 
first order rate of growth along vertical lines. This shows that the 
condition (GTO) is satisfied with w = l. Now, since | x + ^ | 2 = | x | 2 

+1 y\2 for orthogonal vectors, to verify the condition (B) it will suffice 
to show that x and y are orthogonal if their spectra are disjoint. In 
this case the function 

(U(X; 2 > , y) = (», J?(K; T)y) = conj (£(X; T)y, x) 

the complex conjugate of (R(k; T)y, x), is analytic for \^a(x) and 
X^cr(^). Since a(y) is real and disjoint with <r(x) the function 

(x,y) (Tx,y) 

X \* 

is everywhere analytic and vanishes at infinity. Hence it is identically 
zero and the coefficient (x, y)ss0. This verification of the condition 
(B) is due to Schwartz. Another one may be found in [12]. 

Another special case is useful in the discussion of the nonself-
adjoint second order singular differential boundary value problems 
discussed by Neumark. Because of its special nature however, an 
independent proof, shorter than that of Theorem 18 is possible and 
will be given here. In this theorem the operator T has its spectrum 
in the smooth curve T0 as described in the discussion of the growth 
condition (G). I t will not be necessary however to assume the growth 
condition as it will follow from the other assumptions. 
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THEOREM 20. Let the operator T in the reflexive space T£ have its 
spectrum in the curve T0. In addition let 36o, Xo* be dense linear manifolds 
in the spaces X, X* respectively with the following three properties. 

(i) For xo in Xo and x0* in Xo* there is a constant K(xo*, x0) with 

| x?R(t(f9 «); T)xo\ Û K(x0*, x0), - 1 £ t, à £ 1, ô 9* 0. 

(ii) For each x0 in Xo and x* in Xo* the limits 

R+(\, x0*, xo) = lim x?R(t(t, Ö); T)x0, 

R-(\, xo*, xo) = lim x0*R(£(t, Ô); 2 > 0 , 

exist for each point X = £(/, 0) iw T0. 
(iii) 77œr£ w a constant M depending only upon T such that 

I I R+(\, Xo*, Xo) — 2f~(X, ^0*, *o) I ^ =2 Af I #0* I \xo\ , 
J ff(T) 

xo G X, xo* G 36*, 
wAere s is the arc length on IV 

Then T is a scalar type spectral operator whose spectral resolution is 
given by the formula 

(iv) XO*E(<T)XQ = — : I {2£+(\, Xo*, xo) — R~(\, x0*, x0)}d\. 
2wi J a 

PROOF. Let S>0 and let ƒ be single valued and analytic in a 
neighborhood of the annular region bounded by the curves Ts and 
r_*. Then10 

f(T) = - ^ [ J r /(A)*(X; T)d\ - £ /(X)JK(X; D<*x], 

where both integrals are taken in the positive sense. Then, in view of 
the hypotheses (i) and (ii), this formula may be written as 

xo*f(T)x0 = — : f f(\){R+(\, xo*, xo) - R~(\ x0*, x0)}d\, 
2wi J r0 

Xo G 36o, Xo* G Xo*, 

or, since the integrand vanishes if X is in the resolvent set, 

(v) Xo*f(T)xQ - — f /(X){*+(X, xo*, xo) - *-(X, xQ*, x0)}d\, 

Xo G Xo, #0* G Xo*. 
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In view of the hypothesis (iii) the right side of this equation (v) 
defines, for each bounded Borel function ƒ on <r(T), a continuous bi
linear form (ƒ, #o*, Xo) which, since 360 and 36o* are dense, has a unique 
extension to a bounded bilinear form (ƒ, x*, x) defined for all x in H 
and x* in 36*. Since H is reflexive it follows that there is a unique oper
ator ƒ(T) in 36 for which (v) holds. The mapping f-*f(T) is a homo-
morphism on the algebra of analytic functions ƒ and since every con
tinuous function on To is the uniform limit of analytic functions it 
follows that this map is also a homomorphism on the algebra of con
tinuous functions. To see that it is a homomorphism on the algebra 
of bounded Borel functions note that for a fixed continuous function 
g the set of all bounded Borel functions ƒ for which 

(vi) (fg)(T) = f(T)g(T), 

includes all continuous functions. Furthermore, if the equation (vi) 
holds for each function in a uniformly bounded pointwise convergent 
sequence {fn} then it follows from (v) that it holds for the limit f unc
tion ƒ = lim/w . This shows that (vi) holds for every bounded Borel 
function ƒ and every continuous function g. A repetition of this argu
ment shows that it also holds if ƒ and g are both bounded Borel func
tions. Thus the operators f(T) and g(T) commute and also, as (v) 
shows, satisfy the inequality 

(vii) \f(T)\ ^ M sup | / ( X ) | . 
X6<r(T) 

These facts show that the operator E(a) defined by (iv) is a bounded 
spectral measure which, in view of the Orlicz-Pettis theorem, is 
countably additive in the strong operator topology. To see that E 
is a spectral resolution for T it will therefore be sufficient to show that, 
for each Borel subset a of cr(T), the spectrum of the restriction 
r|E(cr)3Ê is contained in â. For every £(£<* let the bounded Borel 
function r^ be defined by the equation r^(K) = (£— X)~1x«r(X) where x* 
is the characteristic function of o\ Then rs(T)(%I--T)=E(<T) which 
shows that (T\E(a)%)ç:<rt and proves that T is a spectral operator. 
It follows from (vii) that T is a scalar operator. Q.E.D. 
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