## NORM INEQUALITIES FOR SOME ORTHOGONAL SERIES
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## To Professor A. Zygmund

1. Introduction. Over forty years ago M. Riesz [31] proved a theorem that is still inspiring new work. We refer to his celebrated conjugate function theorem.

Let $f\left(e^{i \theta}\right)$ be integrable on $(0,2 \pi)$ and form its Fourier series

$$
\begin{equation*}
f\left(e^{i \theta}\right) \sim \sum_{-\infty}^{\infty} c_{n} e^{i n \theta} \tag{1}
\end{equation*}
$$

The conjugate function $\tilde{f}\left(e^{i \theta}\right)$ to $f\left(e^{i \theta}\right)$ is the function which in some sense has the expansion

$$
\begin{equation*}
f\left(e^{i \theta}\right) \sim-i \sum_{-\infty}^{\infty}(\operatorname{sgn} n) c_{n} e^{i n \theta} \tag{2}
\end{equation*}
$$

M. Riesz showed that if $f \in L^{p}, 1<p<\infty$, then $\tilde{f} \in L^{p}$, so (2) is an ordinary Fourier series, and

$$
\begin{equation*}
\|\tilde{f}\|_{p} \leqq A_{p}\|f\|_{p} \tag{3}
\end{equation*}
$$

where

$$
\|f\|_{p}=\left[\int_{0}^{2 \pi}\left|f\left(e^{i \theta}\right)\right|^{p} d \theta\right]^{1 / p}
$$

One reason for considering the conjugate function is that $f\left(e^{i \theta}\right)+i \tilde{f}\left(e^{i \theta}\right)$ has an analytic extension to the interior of the unit circle. In addition to this, there were two other applications of this theorem that were made many years ago. The first actually dates back before this theorem to a result of Kolmogoroff. Kolmogoroff [23] showed that the partial sums of (1) could be obtained in terms of $f$ and $\tilde{f}$. Using this M. Riesz proved the inequality

$$
\begin{equation*}
\left\|S_{n}\right\|_{p} \leqq A_{p}\|f\|_{p} \quad(n=0,1, \cdots) \tag{4}
\end{equation*}
$$

where $S_{n}(f)=\sum_{-n}^{n} c_{k} e^{i k \theta}$ and $A_{p}$ is independent of $f$ and $n$. From (4) it was easily shown that $\lim _{n \rightarrow \infty}\left\|S_{n}-f\right\|_{p}=0$ for all $f \in L^{p}, 1<p<\infty$.

[^0]A second application is due to Zygmund in the first edition of [38]. Hardy and Littlewood [17] proved that if

$$
f(x)=\sum_{n=1}^{\infty} a_{n} \cos n x
$$

and $a_{n+1} \leqq a_{n}, a_{n} \rightarrow 0$, then $f \in L^{p}$ if and only if $\sum a_{n}^{p} n^{p-2}$ converges, $1<p<\infty$. Since the conjugate function to $f(x)$ is the function with the expansion $\sum_{n=1}^{\infty} a_{n} \sin n x$, Zygmund observed that the theorem also holds for sine series, that is, if $g(x)=\sum_{n=1}^{\infty} a_{n} \sin n x, a_{n}$ as above, then $g \in L^{p}$ if and only if $\sum a_{n}^{p} n^{p-2}$ converges. In this case it is easy to dispense with the conjugate function theorem since the theorem for sine series can be proven in the same way as the theorem for cosine series. However the idea that one can get results for a series expansion from corresponding results for a different series expansion is an important idea as we will show later.

We now show how these three ideas can be applied in other contexts. We mention in detail only applications to orthogonal series. There are corresponding applications to Hankel transforms and to Dini series and we include references to these papers in the bibliography.

As the reader will see, many of the results I describe will be joint work with S . Wainger. In addition to the many mathematical discussions we have had for years, I discussed the organization of this paper with him and he made a number of valuable suggestions.
2. Mean convergence. Consider first the problem of mean convergence. The first important results for orthogonal expansions are due to Pollard [27], [28], [29], [30]. While his results have been proven for more general orthogonal expansions we state them only for ultraspherical expansions. The ultraspherical polynomials $P_{n}^{\lambda}(x)$ are defined by

$$
\left(1-2 r x+r^{2}\right)^{-\lambda}=\sum_{n=0}^{\infty} P_{n}^{\lambda}(x) r^{n} \quad \lambda>0
$$

They are orthogonal on $(-1,1)$ with respect to $\left(1-x^{2}\right)^{\lambda-1 / 2} d x$. We assume $f \in L^{p, \lambda}$; i.e., $N_{p}^{\lambda}[f]=\left[\int_{-1}^{1}|f(x)|^{p}\left(1-x^{2}\right)^{\lambda-1 / 2} d x\right]^{1 / p}$ is finite. Form its ultraspherical expansion

$$
f(x) \sim \sum_{n=0}^{\infty} a_{n}^{\lambda} P_{n}(x)
$$

where

$$
a_{n}=\frac{2^{2 \lambda-1}[\Gamma(\lambda)]^{2}(n+\lambda) \Gamma(n+1)}{\pi \Gamma(n+2 \lambda)} \int_{-1}^{1} f(x) P_{n}^{\lambda}(x)\left(1-x^{2}\right)^{\lambda-1 / 2} d x .
$$

Let $S_{N} f=\sum_{n=0}^{N} a_{n} P_{n}^{\lambda}(x)$. Then Pollard [29] has shown that

$$
\begin{equation*}
N_{p}^{\lambda}\left[S_{N} f\right] \leqq A_{p} N_{p}^{\lambda}[f] \quad(N=0,1, \cdots) \tag{5}
\end{equation*}
$$

but only for $(2 \lambda+1) /(\lambda+1)<p<(2 \lambda+1) / \lambda$. As usual from (5) we get $\lim _{N \rightarrow \infty} N_{p}^{\lambda}\left[S_{N} f-f\right]=0$.

Pollard has also shown that if

$$
f(x) \sim \sum b_{n} P_{n}^{\lambda}(x)\left(1-x^{2}\right)^{\lambda / 2-1 / 4}
$$

i.e.,

$$
b_{n}=\frac{2^{2 \lambda-1}[\Gamma(\lambda)]^{2}(n+\lambda) \Gamma(n+1)}{\pi \Gamma(n+2 \lambda)} \int_{-1}^{1} f(x) P_{n}^{\lambda}(x)\left(1-x^{2}\right)^{\lambda / 2-1 / 4} d x
$$

then

$$
\int_{-1}^{1}\left|\sum_{n=0}^{N} b_{n} P_{n}^{\lambda}(x)\left(1-x^{2}\right)^{\lambda / 2-1 / 4}-f(x)\right|^{p} d x \rightarrow 0 \quad \text { for } 4 / 3<p<4
$$

when $f \in L^{p}, 4 / 3<p<4$.
The second result is not as interesting as the first, for among other reasons series of the form $\sum a_{n} P_{n}^{\lambda}(x)$ arise when considering expansions on spheres of zonal functions in terms of spherical harmonics. However, the fact that the indices $4 / 3$ and 4 are fixed turns out to be important. If we consider $\left(1-x^{2} / \lambda\right)^{\lambda-1 / 2}$ and let $\lambda \rightarrow \infty$ we get $\exp \left(-x^{2}\right)$. Also

$$
\lim _{\lambda \rightarrow \infty} \lambda^{-n / 2} P_{n}^{\lambda}\left(\frac{x}{\lambda^{1 / 2}}\right)=\frac{1}{n!} H_{n}(x)
$$

where $H_{n}(x)$ are the Hermite polynomials defined by $H_{n}(x)$ $=(-1)^{n} \exp \left(x^{2}\right)\left(d^{n} / d x^{n}\right)\left(\exp \left(-x^{2}\right)\right)$. See [35, p. 196.] These polynomials are orthogonal on $(-\infty, \infty)$ with respect to $\exp \left(-x^{2}\right) d x$. There are two interesting expansions which arise:

$$
\begin{equation*}
f(x) \sim \sum a_{n} H_{n}(x) \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x) \sim \sum b_{n} H_{n}(x) \exp \left(-x^{2}\right) \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{n}=\frac{1}{\pi^{1 / 2} 2^{n} n!} \int_{-\infty}^{\infty} f(x) H_{n}(x) \exp \left(-x^{2} / 2\right) d x \\
& b_{n}=\frac{1}{\pi^{1 / 2} 2^{n} n!} \int_{-\infty}^{\infty} f(x) H_{n}(x) \exp \left(-x^{2} / 2\right) d x
\end{aligned}
$$

It is of interest to see when the partial sums of (6) or (7) converge to $f$ in the appropriate mean. Since

$$
\lim _{\lambda \rightarrow \infty} \frac{2 \lambda+1}{\lambda+1}=\lim _{\lambda \rightarrow \infty} \frac{2 \lambda+1}{\lambda}=2
$$

we suspect that $\int_{-\infty}^{\infty}\left|\sum_{n=0}^{N} a_{n} H_{n}(x)-f(x)\right|^{p} \exp \left(-x^{2}\right) d x \rightarrow 0$ for all $f$ with $\int_{-\infty}^{\infty}|f(x)|^{p} \exp \left(-x^{2}\right) d x$ finite only if $p=2$. Pollard [29] has shown that this is correct. However the second result of Pollard held for $4 / 3<p<4$ so one might suspect that

$$
\int_{-\infty}^{\infty}\left|\sum_{n=0}^{N} b_{n} H_{n}(x) \exp \left(-x^{2} / 2\right)-f(x)\right|^{p} d x \rightarrow 0
$$

for all $f$ with $\int_{-\infty}^{\infty}|f(x)|^{p} d x$ finite, $4 / 3<p<4$. This result is true and was proven by Askey and Wainger in [2]. There we also proved the corresponding result for Laguerre series. Our proof uses an idea of Pollard to reduce the partial sum to a form with $\mathfrak{S}_{n}(x)-\mathfrak{S}_{n+2}(x)$ instead of $\mathfrak{S}_{n}(x)-\mathfrak{S}_{n+1}(x)$, which is what naturally appears. For certain values of $x, \mathfrak{S}_{n}(x)-\mathfrak{S}_{n+2}(x)$ is smaller than $\mathfrak{S}_{n}(x)-\mathfrak{S}_{n+1}(x)$. $\mathfrak{S}_{n}(x)$ is the orthonormal Hermite function. We also use important asymptotic formulas of Erdélyi and Skovgaard [12]. We should remark that all of these results are best possible in that they fail for some $f \in L^{p}$ for $p$ either endpoint of the appropriate open interval.

Pollard has asked the question about how you guess the values of $p$ for which there is mean convergence for the expansion in orthogonal polynomials which are orthogonal with respect to $w(x) d x$. This problem seems to be related to another problem on orthogonal series, the problem of what Cèsaro means sum a series in $L^{1}$. For ultrapsherical series, $\sum_{n=0}^{\infty} a_{n} P_{n}^{\lambda}(x)$, the $(C, \lambda+\epsilon)$ means are effective in $L^{1}$, i.e.

$$
\int_{-1}^{1}\left|\frac{1}{A_{N}^{\lambda+\epsilon}} \sum_{n=0}^{N} A_{N-n}^{\lambda+\epsilon} a_{n} P_{n}^{\lambda}(x)-f(x)\right|\left(1-x^{2}\right)^{\lambda-1 / 2} d x \rightarrow 0
$$

for all $f \in L^{1}\left(\left(1-x^{2}\right)^{\lambda-1 / 2} d x\right)$. Here

$$
A_{N}^{\alpha}=\binom{N+\alpha}{N}
$$

On a $(1 / p, \alpha)$ plane plot the points $((\lambda+1) /(2 \lambda+1), 0)$ and $(1, \lambda)$.


If we connect them with a straight line we see that the point $\left(\frac{1}{2},-\frac{1}{2}\right)$ is collinear with them. Whether this is always true is unknown for there are few cases in which both the mean convergence and the mean summability problems have been solved. Getting away from orthogonal polynomials, but using this principle, it is natural to conjecture that for spherical partial sums of multiple Fourier series and for expansions in spherical harmonics that mean convergence holds in $L^{p}$ for $2 n /(n+1)<p<2 n /(n-1)$ where $n$ is the dimension of the space we are in. For each of these problems the corresponding ( $C, \alpha$ ) summability problem has been solved, [10], [22], [32].

A somewhat more tractable conjecture is obtained if we consider the problem of Cèsaro summability for Jacobi or Hermite series. Jacobi polynomials, $P_{n}^{(\alpha, \beta)}(x)$, are polynomials orthogonal on $(-1,1)$ with respect to $(1-x)^{\alpha}(1+x)^{\beta}$. For these polynomials the mean convergence problem has been solved, [27], [30], but the mean Cèsaro summability in $L^{1}$ is still open, [1]. It should be possible to find an analogue of the convolution structure that is known for the case $\alpha=\beta$ and then the mean Cèsaro summability would follow from known results on the Lebesgue constants [1], [35]. And even without the convolution structure the theorem can probably be proven because of the known uniform asymptotic formulas of Hilb type [34], [35].

For Hermite series, $\sum a_{n} H_{n}(x)$, it was shown in [1] that no Cèsaro
mean is effective in $L^{1}$, or even $L^{p}, p \neq 2$. For a closely related orthogonal set of functions, the Laguerre polynomials, D. Ernst [13] has shown that the ( $C, 1$ ) means are effective in $L^{1}$. More particularly, he shows that if $\int_{0}^{\infty}|f(x)| d x<\infty$ and

$$
f(x) \sim \sum a_{n} x^{\alpha / 2} L_{n}^{\alpha}(x) \exp (-x / 2)
$$

then the ( $C, 1$ ) means converge in $L^{1}$ norm. For technical reasons he assumes that $\alpha \geqq 3$ but this restriction is probably not necessary. If this theorem were known for $\alpha= \pm \frac{1}{2}$, then it would be known for Hermite series. Actually the best result is probably that the ( $C, \frac{1}{2}+\boldsymbol{\epsilon}$ ) means are effective while the ( $C, \frac{1}{2}$ ) means are not.

For another heuristic connection between Cèsaro summability and convergence see [24]. For related results on Bessel series and integrals see [16], [19], [36], [37].
3. Mapping theorems. We now take up another of the ideas mentioned in the introduction, the problem of getting results for expansions in a family of orthogonal functions from known results on expansions in other orthogonal functions. We start by recalling Parsevall's theorem.

Let $f(\theta) \in L^{2}(0, \pi)$ and define its Fourier coefficients by $a_{n}=(2 / \pi)$ $\int_{0}^{\pi} f(\theta) \cos n \theta d \theta$. Then $\sum\left|a_{n}\right|^{2}$ is finite and

$$
\begin{equation*}
\frac{a_{0}^{2}}{2}+\sum_{n=1}^{\infty} a_{n}^{2}=\frac{2}{\pi} \int_{0}^{\pi}|f(\theta)|^{2} d \theta \tag{8}
\end{equation*}
$$

Let $P_{n}^{\lambda}(\cos \theta)$ be the ultraspherical polynomials of degree $n$, order $\lambda$, $\lambda>0$, and define two functions $f^{\lambda}$ and $f_{\lambda}$ by

$$
\begin{equation*}
f^{\lambda}(\theta)=\sum a_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\lambda}(\theta)=\sum a_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta) \tag{10}
\end{equation*}
$$

Here

$$
t_{n}=\left[\frac{2^{2 \lambda-1}[\Gamma(\lambda)]^{2}(n+\lambda) \Gamma(n+1)}{\pi \Gamma(n+2 \lambda)}\right]^{1 / 2}
$$

and

$$
\int_{0}^{\pi}\left(l_{n}^{\lambda}\right)^{2}\left[P_{n}^{\lambda}(\cos \theta)\right]^{2}(\sin \theta)^{2 \lambda} d \theta=1
$$

Since $\sum\left|a_{n}\right|^{2}$ is finite each of the series (9) and (10) converges in an appropriate $L^{2}$ space and we have

$$
\begin{equation*}
\int_{0}^{\pi}\left|f^{\lambda}(\theta)\right|^{2} d \theta=\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\pi}\left|f_{\lambda}(\theta)\right|^{2}(\sin \theta)^{2 \lambda} d \theta=\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} \tag{12}
\end{equation*}
$$

It is clear from (8), (11), and (12) that

$$
\begin{equation*}
\int_{0}^{\pi}|f(\theta)|^{2} d \theta \sim \int_{0}^{\pi}\left|f^{\lambda}(\theta)\right|^{2} d \theta \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\pi}|f(\theta)|^{2} d \theta \sim \int_{0}^{\pi}\left|f_{\lambda}(\theta)\right|^{2}(\sin \theta)^{2 \lambda} d \theta \tag{14}
\end{equation*}
$$

We write $a \sim b$ if $a / b \leqq C$ and $b / a \leqq C$ where $C$ is a constant (which is independent of any free variables in $a$ or $b$ ). For instance in (13), $\lambda$ is fixed but $f$ is free.

We would like to generalize (13) or (14) to values of $p$ other than $p=2$. For instance we would like to see for what $p$ we have

$$
\begin{equation*}
\int_{0}^{\pi}|f(\theta)|^{p} d \theta \sim \int_{0}^{\pi}\left|f^{\lambda}(\theta)\right|^{p} d \theta \tag{15}
\end{equation*}
$$

and for what $p$ we have

$$
\begin{equation*}
\int_{0}^{\pi}|f(\theta)|^{p} d \theta \sim \int_{0}^{\pi}\left|f_{\lambda}(\theta)\right|^{p}(\sin \theta)^{2 \lambda} d \theta \tag{16}
\end{equation*}
$$

(16) is false for $p \leqq(2 \lambda+1) /(\lambda+1)$ and $p \geqq(2 \lambda+1) / \lambda$ since we have mean convergence of Fourier series for $1<p<\infty$ but mean convergence of ultraspherical series only for $(2 \lambda+1) /(\lambda+1)<p<(2 \lambda+1) / \lambda$. Actually (16) is false for all $p \neq 2$ as Wainger and I showed in [4]. We will give this example later in this section.

On the other hand (15) is true for $1<p<\infty$ and it is also true in certain weighted norms as was shown in [5]. There are a couple of reasons why a result like (15) is to be expected. From the known asymptotic relations for $P_{n}^{\lambda}(\cos \theta)$ we have

$$
\hat{t}_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}=A \cos [(n+\lambda) \theta-\lambda \pi / 2]+O(n \sin \theta)^{-1}
$$

Thus the series $\sum a_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}$ is actually $\sum\left[a_{n} \cos [(n+\lambda) \theta\right.$ $\left.-\lambda \pi / 4]+O\left(a_{n} /(n \sin \theta)\right)\right]$ and for $\theta$ bounded away from 0 and $\pi$
the series is essentially $\sum a_{n} \cos [(n+\lambda) \theta-\lambda \pi / 2]$. By M. Riesz's theorem this series behaves like $\sum a_{n} \cos n \theta$, at least as far as its integrability properties are concerned. This connection has been used for many decades to set up equiconvergence theorems between Fourier and ultraspherical series on compact subsets on $(0, \pi)$. However, no one has succeeded in using only the asymptotic formulas to get connections on all of $[0, \pi]$. After formally stating our theorem we will give the second heuristic reason and it is this reason that has been turned into a proof.
Theorem 1. Let $1<p<\infty,-1<\alpha<p-1$. Let $\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta$ $<\infty$. Define

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(\theta) \cos n \theta d \theta
$$

so that

$$
f(\theta) \sim \sum a_{n} \cos n \theta
$$

Define

$$
T_{r}^{\lambda} f(\theta)=f_{r}^{\lambda}(\theta)=\sum_{n=0}^{\infty} r^{n} a_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}, \quad 0<r<1
$$

Then

$$
\begin{equation*}
\left[\int_{0}^{\pi}\left|f_{r}^{\lambda}(\theta)\right|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \leqq A\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta){ }^{\alpha} d \theta\right]^{1 / p} \tag{17}
\end{equation*}
$$

where $A$ is independent of $r$ and $f$. Also there is $f^{\lambda}(\theta)$ such that $f_{r}^{\lambda}(\theta)$ $\rightarrow f^{\lambda}(\theta)$ a.e. as $r \rightarrow 1$. Finally

$$
\left[\int_{0}^{\pi}\left|f_{r}^{\lambda}(\theta)-f^{\lambda}(\theta)\right|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \rightarrow 0
$$

and

$$
\left[\int_{0}^{\pi}\left|f^{\lambda}(\theta)\right|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \leqq A\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p}
$$

There is also a related theorem in which one expands first in $t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}$ and uses these coefficients to set up a new function defined by a cosine series and then the same inequalities hold.

Theorem 2. Let $p, \alpha, f$ be as in Theorem 1. Define

$$
b_{n}=\int_{0}^{\pi} f(\theta) t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda} d \theta,
$$

so that

$$
f(\theta) \sim \sum b_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda} .
$$

Set

$$
S_{r}^{\lambda} f(\theta)=\sum_{n=0}^{\infty} b_{n} r^{n} \cos n \theta .
$$

Then

$$
\left[\int_{0}^{\pi}\left|S_{r}^{\lambda} f(\theta)\right|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \leqq A\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p}
$$

where $A$ is independent of $r$ and $f$. Also there is $S^{\lambda} f(\theta)$ such that $S_{r}^{\lambda} f(\theta)$ $\rightarrow S^{\lambda} f(\theta)$ a.e., $\left[\int_{0}^{\pi}\left|S_{r}^{\lambda} f(\theta)-S^{\lambda} f(\theta)\right|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \rightarrow 0$, and

$$
\left[\int_{0}^{\pi}\left|S^{\lambda} f(\theta)\right|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \leqq A\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p}
$$

For $\lambda=1 / 2$ we sketch the idea of the proof. Recall Mehler's formula

$$
P_{n}^{1 / 2}(\cos \theta)=\pi^{-1} 2^{1 / 2} \int_{0}^{\theta} \frac{\cos \left(n+\frac{1}{2}\right) \phi}{(\cos \phi-\cos \theta)^{1 / 2}} d \phi
$$

Using this in $\sum a_{n} r^{n}(n+1 / 2)^{1 / 2} P_{n}^{(1 / 2)}(\cos \theta)(\sin \theta)^{1 / 2}$ we see that

$$
T_{r}^{\lambda} f(\theta)=2^{1 / 2} \pi^{-1} \int_{0}^{\theta} \frac{\sum a_{n} r^{n}\left(n+\frac{1}{2}\right)^{1 / 2} \cos \left(n+\frac{1}{2}\right) \phi}{[\cos \phi-\cos \theta]^{1 / 2}} d \phi(\sin \theta)^{1 / 2}
$$

The series is related to the fractional derivative of order one half of $\sum a_{n} r^{n} \cos n \phi$ and the integral is related to the fractional integral of order one half. The proof consists of unscrambling these two operations.

Before we give applications of these theorems we need to state some results about Fourier series. We state them only for cosine series, but they in fact hold for general Fourier series. The first theorem is a generalization of the Marcinkiewicz multiplier theorem to weighted $L^{p}$ spaces and is due to Hirschman [20].

Theorem A. Let $\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta<\infty, 1<p<\infty,-1<\alpha<p-1$. Set

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(\theta) \cos n \theta d \theta
$$

so

$$
f(\theta) \sim \sum a_{n} \cos n \theta
$$

If $\left\{t_{n}\right\}$ satisfies

$$
\begin{align*}
& \left|t_{n}\right| \leqq C \quad n=0 \quad 1, \cdots  \tag{1}\\
& \sum_{2^{n}}^{2^{n+1}-1}\left|t_{k+1}-t_{k}\right| \leqq C \quad n=0 \quad 1, \cdots \tag{2}
\end{align*}
$$

then there is a function Tf such that

$$
T f(\theta) \sim \sum t_{n} a_{n} \cos n \theta
$$

and

$$
\left[\int_{0}^{\pi}|T f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p} \leqq A C\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta\right]^{1 / p}
$$

where $A$ is independent of $f$ and $\left\{t_{n}\right\}$.
For $t_{n}=1$ if $n \leqq N$ and $t_{n}=0$ if $n>N$ this theorem is essentially due to Hardy and Littlewood [18] and for $\alpha=0$ it is the theorem of M. Riesz that we mentioned in the introduction.

A second theorem is due to Hardy and Littlewood [17] for monotonic coefficients and is found in [7] in this degree of generality.

Theorem B. Let $f$ be integrable on $(0, \pi)$. Then if

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(\theta) \cos n \theta d \theta
$$

and $(n+1)^{-k} a_{n+1} \leqq n^{-k} a_{n}$ for some $k$, we have $\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha} d \theta<\infty$ if and only if $\sum a_{n}^{p} n^{p-2-\alpha}<\infty, 1 \leqq p<\infty,-1<\alpha<p-1$.

An analogue of the Marcinkiewicz theorem is the following.
Theorem 3. Let $\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta<\infty, \quad(2 \lambda+1) /(\lambda+1)<p$ $<(2 \lambda+1) / \lambda, f(\theta) \sim \sum a_{n} P_{n}^{\lambda}(\cos \theta)$. Assume that $\left|s_{N}\right| \leqq C$ and $\sum_{2^{N}}^{2^{N+1}}\left|s_{n}-s_{n+1}\right| \leqq C, N=0,1,2, \cdots$. Then there is Tf $(\theta)$ such that

$$
T f(\theta) \sim \sum a_{n} s_{n} P_{n}^{\lambda}(\cos \theta)
$$

and

$$
\int_{0}^{\pi}|T f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta \leqq A \int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta
$$

Using Theorems 1,2 , and $A$ we see that

$$
\begin{aligned}
& \int_{0}^{\pi}|T f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta \\
&=\int_{0}^{\pi}\left|\sum a_{n} s_{n} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}\right|^{p}(\sin \theta)^{2 \lambda-p \lambda} d \theta \\
& \leqq A \int_{0}^{\pi}\left|\sum\left(t_{n}\right)^{\lambda-1} a_{n} s_{n} \cos n \theta\right|^{p}(\sin \theta)^{2 \lambda-p \lambda} d \theta \\
& \leqq A \int_{0}^{\pi}\left|\sum\left(t_{n}\right)^{\lambda-1} a_{n} \cos n \theta\right|^{p}(\sin \theta)^{2 \lambda-p \lambda} d \theta \\
& \leqq A \int_{0}^{\pi}\left|\sum a_{n} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}\right|^{p}(\sin \theta)^{2 \lambda-p \lambda} d \theta \\
&=A \int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta
\end{aligned}
$$

We need $-1<2 \lambda-p \lambda<p-1$ or $(2 \lambda+1) /(\lambda+1)<p<(2 \lambda+1) / \lambda$.
Similarly the following analogue of the Hardy-Littlewood theorem holds.

Theorem 4. Let $f(\theta) \sim \sum a_{n} P_{n}^{\lambda}(\cos \theta)$ where $n^{-k} a_{n} \downarrow 0$ for some $k$. Then $\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{\alpha}(\sin \theta)^{2 \lambda} d \theta<\infty$ if and only if $\sum\left|a_{n}\right|^{p} n^{2 p-2-2 \lambda-\alpha}$ $<\infty, 1<p<\infty, \lambda p-(1+2 \lambda)<\alpha<p(\lambda+1)-(1+2 \lambda)$.

There is a related $L^{1}$ result but only for series with monotone coefficients. As a corollary of other results, Ganser [14] shows that

$$
f(\theta) \sim \sum a_{n} \cos n \theta \quad f^{\lambda}(\theta) \sim \sum a_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda}
$$

satisfy $\int_{0}^{\pi}|f(\theta)|(\sin \theta)^{\beta-1} d \theta<\infty$ if and only if $\int_{0}^{\pi}\left|f^{\lambda}(\theta)\right|(\sin \theta)^{\beta-1} d \theta<\infty$ but only for $0<\beta<1$ and more importantly if some condition like $a_{n+2} \leqq a_{n}, a_{n} \rightarrow 0$ holds. It would be interesting to have some counterexamples to this result without the assumption on $a_{n}$.

To show that the mapping between $\sum a_{n} \cos n \theta$ and $\sum a_{n} \lambda_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)$ is not bounded we consider the functions given by $f(\theta)=\sum n^{-\alpha} \cos n \theta$ and $g(\theta)=\sum n^{-\alpha} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)$ and the functions given by $T f(\theta)$ $=\sum i^{n} n^{-\alpha} \cos n \theta$ and $T g(\theta)=\sum i^{n} n^{-\alpha} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)$ for $0<\alpha<1$. We have that $f(\theta)$ and $g(\theta)$ are continuous except for $\theta=0$ and there $f(\theta)=A \theta^{\alpha-1}+B(\theta), g(\theta)=A^{\prime} \theta^{\alpha-\lambda-1}+B^{\prime}(\theta)$, where $A$ and $A^{\prime}$ are constants, $B(\theta)$ is bounded and $B^{\prime}(\theta)=O\left(\theta^{\alpha-\lambda}+1\right)$. See [3, p. 215]. Tf $(\theta)$ and $T g(\theta)$ are continuous except for $\theta=\pi / 2$ and there

$$
\begin{aligned}
& T f(\theta) \sim|\theta-\pi / 2|^{\alpha-1}\left[A_{1}+B_{1} \operatorname{sgn}(\theta-\pi / 2)\right] \\
& T g(\theta) \sim|\theta-\pi / 2|^{\alpha-1}\left[A_{2}+B_{2} \operatorname{sgn}(\theta-\pi / 2)\right]
\end{aligned}
$$

where $A_{1}, B_{1}, A_{2}, B_{2}$ are constants and at least one each of $A_{1}, B_{1}$ and $A_{2}, B_{2}$ is nonzero. See [4]. $f(\theta)$ and $T f(\theta)$ are in $L^{p}(d \theta)$ for the same values of $\alpha$. However $g \in L^{p}\left((\sin \theta)^{2 \lambda} d \theta\right)$ for $\alpha>1+\lambda-(1+2 \lambda) / p$ and $T g \in\left((\sin \theta){ }^{2 \lambda} d \theta\right)$ for $\alpha>1-1 / p$ but not for other values of $\alpha$.

Thus if $p<2$ and $1+\lambda-(1+2 \lambda) / p<\alpha<1-1 / p$, we have $g \in L^{p}\left((\sin \theta)^{2 \lambda} d \theta\right)$ but not $T g$. However $f$ and $T f$ belong to $L^{p}$ at the same time and so it is not possible to set up a mapping between $\sum a_{n} \cos n \theta$ and $\sum a_{n} t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)$ that is bounded in both directions. Actually this shows slightly more, that the only way we could set up a mapping between $\sum a_{n} \cos n \theta$ and $\sum a_{n} k_{n} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\beta}$ and have it bounded in both directions is to have $k_{n} \sim t_{n}^{\lambda}$ and $\beta=\lambda$ and have the measures the same.

There is a dual mapping theorem in which the function $f$ is held fixed and the mapping goes between different coefficients.

Theorem 5. Let $f(\theta) \in L^{1}(0, \pi)$ and $1<p<\infty,-1<\alpha<p-1$. Set

$$
a_{n}=\int_{0}^{\pi} f(\theta) \cos n \theta d \theta
$$

and

$$
a_{n}^{\lambda}=\int_{0}^{\pi} f(\theta) t_{n}^{\lambda} P_{n}^{\lambda}(\cos \theta)(\sin \theta)^{\lambda} d \theta, \quad \lambda>0
$$

Then if either $\sum\left|a_{n}\right|^{p}(n+1)^{\alpha}<\infty$ or $\sum\left|a_{n}^{\lambda}\right|^{p}(n+1)^{\alpha}<\infty$ so is the other and

$$
\left[\sum_{n=0}^{\infty}\left|a_{n}\right|^{p}(n+1)^{\alpha}\right]^{1 / p} \sim\left[\sum_{n=0}^{\infty}\left|a_{n}^{\lambda}\right|^{p}(n+1)^{\alpha}\right]^{1 / p}
$$

This theorem is in [6]. There is a corresponding theorem for Jacobi coefficients [8] and in this paper there are some results on the mapping in $l^{1}$. The applications that follow from Theorem 5 are handled in exactly the same way as the applications that were given following Theorems 1 and 2. The analogue of the Marcinkiewicz theorem is due to Sunonchi [33] and Igari [21].

For a similar theorem for Hankel transforms see [16]. There are also two other papers that have work that is related to this type of theorem [9], [15]. Baxter's work is related to Theorem 5 and Gunzler's work is related to Theorems 1 and 2. However, they are both different in that the mappings they set up are bounded in $L^{1}$ (or $l^{1}$ ) while our mappings are not.
4. Conjugate series. Finally we mention briefly a few of the results of Muckenhoupt and Stein [25]. These results are closely related to
our Theorems 1 and 2. In fact we prove Theorem 1 first for $0<\lambda<1$ and then use estimates found by Muckenhoupt and Stein to extend our result to $\lambda \geqq 1$.

We have considered expansions

$$
f(\theta) \sim \sum a_{n} P_{n}^{\lambda}(\cos \theta)
$$

in both $\S \S 2$ and 3. To this function $f(\theta)$ we associate the "harmonic" function

$$
\begin{equation*}
f(r, \theta)=\sum a_{n} r^{n} P_{n}^{\lambda}(\cos \theta) \quad 0 \leqq r<1 . \tag{18}
\end{equation*}
$$

If we write $u(x, y)=f(r, \theta), x=r \cos \theta, y=r \sin \theta$, then $u(x, y)$ satisfies

$$
\Delta_{\lambda}(u)=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 \lambda}{y} \frac{\partial u}{\partial y}=0
$$

for $x^{2}+y^{2}<1, y>0$. To the series for $f(\theta)$ we associate a "conjugate" series

$$
f(\theta) \sim 2 \lambda \sum_{n=1}^{\infty} \frac{a_{n}}{n+2 \lambda} P_{n-1}^{\lambda+1}(\cos \theta) \sin \theta
$$

and its "conjugate harmonic" series

$$
\begin{equation*}
\tilde{f}(r, \theta)=2 \lambda \sum_{n=1}^{\infty} \frac{a_{n}}{n+2 \lambda} r^{n} P_{n-1}^{\lambda+1}(\cos \theta) \sin \theta . \tag{19}
\end{equation*}
$$

If we set

$$
v(x, y)=y^{2 \lambda \tilde{f}}(r, \theta)
$$

then $u$ and $v$ satisfy "Cauchy-Riemann equations"

$$
v_{x}=-y^{2 \lambda} u_{y}, \quad v_{y}=y^{2 \lambda} u_{x}
$$

and $v$ satisfies an equation "conjugate" to that of $u$,

$$
\Delta_{-\lambda}(v)=\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}-\frac{2 \lambda}{y} \frac{\partial v}{\partial y}=0
$$

Since $P_{n}^{1}(\cos \theta)=\sin (n+1) \theta / \sin \theta$ and $\lim _{\lambda \rightarrow 0}((n+2 \lambda) / 2 \lambda) P_{n}^{\lambda}(\cos \theta)$ $=\cos n \theta$ the above reduce to the classical notion of conjugate function when $\lambda \rightarrow 0$.

In some sense $f+i \tilde{f}$ is a generalized analytic function. There are two types of theorems we now mention. The first is a generalization of M. Riesz's conjugate function theorem. Muckenhoupt and Stein show that

$$
\left[\int_{0}^{\pi}|\tilde{f}(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta\right]^{1 / p} \leqq A\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta\right]^{1 / p}
$$

for $1<p<\infty$ and conversely that

$$
\left[\int_{0}^{\pi}|f(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta\right]^{1 / p} \leqq A\left[\int_{0}^{\pi}|\tilde{f}(\theta)|^{p}(\sin \theta)^{2 \lambda} d \theta\right]^{1 / p} .
$$

As we remarked above the analysis that went into the proof of this theorem was used to complete the proof of Theorem 1.

The other theorem is also an analogue of a classical theorem. If $f(z)=u(x, y)+i v(x, y)$ is analytic then $|f(z)|^{\alpha}=\left(u^{2}+v^{2}\right)^{\alpha / 2}$ is subharmonic for $\alpha>0$. The analogue of this for ultraspherical expansions is the following.

Theorem 6. Let $f(r, \theta)$ and $\tilde{f}(r, \theta)$ be defined by (18) and (19). Then $\Delta_{\lambda}\left[f^{2}+\tilde{f}^{2}\right]^{p / 2} \geqq 0$ for $p \geqq 2 \lambda /(2 \lambda+1)$.

A corollary of this is the following theorem which is the analogue of the F. and M. Riesz theorem.

Theorem 7. Let $\int_{0}^{\pi}(\sin \theta)^{2 \lambda} d \mu<\infty, \int_{0}^{\pi}(\sin \theta)^{2 \lambda} d \nu<\infty$ and

$$
d \mu \sim \sum a_{n} P_{n}^{\lambda}(\cos \theta)
$$

and

$$
d \nu \sim 2 \lambda \sum \frac{a_{n}}{n+2 \lambda} P_{n-1}^{\lambda+1}(\cos \theta) \sin \theta .
$$

Then $d \mu$ and $d \nu$ are absolutely continuous.
There are many other theorems in this interesting paper including the first proof of the Marcinkiewicz multiplier theorem which we gave in §3. The results in this paper are only for $\lambda>0$. For $-\frac{1}{2}<\lambda<0$ the ultraspherical series still make sense and a start of the theory for this case has been made by S. Parter in [26].
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