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Banach [1, p. 238] states that Schauder bases are known for the spaces $C^{k}(I)$ but it is not known if $C^{1}(I \times I)$ has a Schauder basis. In this note we construct a Schauder basis for $C^{1}(I \times I)$.

1. Definitions and notation. We say that $\left\{x_{n} ; \alpha_{n}\right\}$ (or simply $\left\{x_{n}\right\}$ ) is a Schauder basis for a Banach space $X$ if for each $x \in X$ there exist unique scalars $a_{i}=\alpha_{i}(x)$ such that $x=\sum_{i=1}^{\infty} a_{i} x_{i}$ (i.e. the sequence of partial sums $\left\{\sum_{i=1}^{n} a_{i} x_{i}\right\}$ converges to $x$ in norm).

It is well known [4] that each $\alpha_{n}$ is a continuous linear functional on $X$. Also, a total ${ }^{1}$ set $\left\{x_{n}\right\}$ is a Schauder basis for $X$ if and only if there exists a constant $M$ such that

$$
\begin{equation*}
\left\|\sum_{i=1}^{p} a_{i} x_{i}\right\| \leqq M\left\|\sum_{i=1}^{p+q} a_{i} x_{i}\right\| \tag{1}
\end{equation*}
$$

for any sequence $\left\{a_{i}\right\}$ of scalars and any natural numbers $p, q$. In the sequel we simply say "basis" for "Schauder basis".

We will denote by $I$ the closed interval $[0,1]$, by $C(I)$ the Banach space of real-valued continuous functions $f$ defined on $I$ with norm $\|f\|_{\infty}=\sup _{x \in I}|f(x)| . C^{k}(I)$ is the Banach space of real-valued $f$ having $k$ continuous derivatives with norm $\|f\|_{k}=\|f\|_{\infty}+\left\|f^{\prime}\right\|_{\infty}+\cdots$ $+\left\|f^{(k)}\right\|_{\infty}$. Finally, $C^{1}(I \times I)$ is the Banach space of real-valued functions $h=h(x, y)$ defined on $I \times I$ with continuous first partial derivatives. The norm for $C^{1}(I \times I)$ is given by

$$
\begin{aligned}
\|h\|= & \sup _{(x, y) \in I \times I}|h(x, y)|+\sup _{(x, y) \in I \times I}\left|\frac{\partial}{\partial x} h(x, y)\right| \\
& +\sup _{(x, y) \in I \times I}\left|\frac{\partial}{\partial y} h(x, y)\right| .
\end{aligned}
$$

2. Construction of bases for $C^{k}(I)$. Let $\left\{\phi_{n} ; \mu_{n}\right\}$ be any basis for $C(I)$ and let

$$
f_{1}(x)=1, \quad \alpha_{1}(f)=f(0)
$$

$$
\begin{equation*}
f_{n}(x)=\int_{0}^{x} \phi_{n-1}(t) d t, \quad \alpha_{n}(f)=\mu_{n-1}\left(f^{\prime}\right) \tag{2}
\end{equation*}
$$

[^0]for
$$
f \in C^{1}(I), \quad x \in I, \quad n=2,3, \cdots,
$$
then $\left\{f_{n} ; \alpha_{n}\right\}$ is a basis for $C^{1}(I)$.
One can obtain a basis for $C^{k}(I)$ by repeating the above process $k$ times. The resulting basis for $C^{k}(I)$ is
(3)
\[

$$
\begin{array}{rlrl}
f_{1}(x) & =1, & \alpha_{1}(f) & =f(0) \\
\cdots \cdots \cdots \cdots \cdots \\
f_{k}(x) & =\frac{1}{(k-1)!} x^{k-1}, & \alpha_{k}(f) & =f^{(k-1)}(0) \\
f_{n}(x) & =\int_{0}^{x} \int_{0}^{t_{k-1}} \cdots \int_{0}^{t_{2}} \int_{0}^{t_{1}} \phi_{n-k}(t) d t d t_{1} \cdots d t_{k-1} \\
\alpha_{n}(f) & =\mu_{n-k}\left(f^{(k)}\right) &
\end{array}
$$
\]

for

$$
f \in C^{k}(I), \quad x \in I, \quad \text { and } \quad n=k+1, k+2, \cdots
$$

Conversely, let $\left\{g_{n} ; \beta_{n}\right\}$ be a basis for $C^{k}(I)$ which satisfies

$$
g_{i}(x)=\frac{1}{(i-1)!} x^{i-1}, \quad \beta_{i}(f)=f^{(i-1)}(0)
$$

for $i=1,2, \cdots, k$, then $\left\{g_{n}^{(k)} ; n=k+1, n+2, \cdots\right\}$ is a basis for $C(I)$
3. A basis for $C^{1}(I \times I)$. Ciesielski [3, p. 320] has shown that if $\left\{\phi_{n}\right\}$ is the Franklin basis for $C(I)$, then the resulting indefinite integral basis (2) is a basis for both $C^{1}(I)$ and $C(I)$. A theorem of Kreŭn, Milman and Rutman [6] assures us that "many" bases will do this.

Lemma 1. The polynomials in $x$ and $y$ are dense in $C^{1}(I \times I)$.
The proof is an immediate consequence of Lemma 2 [2, p. 109].
Next, let $\left\{\phi_{n} ; \mu_{n}\right\},\left\{\psi_{n} ; \nu_{n}\right\}$ be bases for $C(I)$ for which the indefinite integral bases $\left\{f_{n} ; \alpha_{n}\right\},\left\{g_{n} ; \beta_{n}\right\}$ are also bases for $C(I)$.

Note. The expansion $\sum_{i=1}^{\infty} \alpha_{i}(f) f_{i}$ for a differentiable function $f$ is the same if we consider $f$ as an element of $C^{1}(I)$ or $C(I)$. Let

$$
\begin{align*}
S_{n} f & =\sum_{i=1}^{n} \alpha_{i}(f) f_{i}, & \Phi_{n} \phi & =\sum_{i=1}^{n} \mu_{i}(\phi) \phi_{i} \\
T_{n} f & =\sum_{i=1}^{n} \beta_{i}(f) g_{i}, & \Psi_{n} \phi & =\sum_{i=1}^{n} \nu_{i}(\phi) \psi_{i} \tag{4}
\end{align*}
$$

for $f \in C^{1}(I), \phi \in C(I)$, and $n=1,2, \cdots$.

There exist constants $L_{1}, L_{2}, M_{1}, M_{2}$, as in (1) such that

$$
\begin{array}{ll}
\left\|S_{n} f\right\|_{\infty} \leqq L_{1}\|f\|_{\infty}, & \left\|\Phi_{n} \phi\right\|_{\infty} \leqq L_{2}\|\phi\|_{\infty} \\
\left\|T_{n} f\right\|_{\infty} \leqq M_{1}\|f\|_{\infty}, & \left\|\Psi_{n} \phi\right\|_{\infty} \leqq M_{2}\|\phi\|_{\infty}
\end{array}
$$

For $h(x, y)=f(x) g(y)$, we define

$$
\begin{array}{ll}
S_{n} h=\left[\sum_{i=1}^{n} \alpha_{i}(f) f_{i}\right] g, & \Phi_{n} h=\left[\sum_{i=1}^{n} \mu_{i}(f) \phi_{i}\right] g  \tag{5}\\
T_{n} h=f\left[\sum_{i=1}^{n} \beta_{i}(g) g_{i}\right], & \Psi_{n} h=f\left[\sum_{i=1}^{n} \nu_{i}(g) \psi_{i}\right]
\end{array}
$$

We extend the operators (5) to all polynomials $h$ by linearity. (We feel justified in confusing the operators in (4) with those in (5) since there will be no ambiguity if one keeps track of the function to which the operators are being applied.)

Thus, for a polynomial $h(x, y)$ equations (2) give us

$$
\frac{\partial}{\partial x} S_{n} h=\Phi_{n-1} \frac{\partial}{\partial x} h
$$

and

$$
\frac{\partial}{\partial y} S_{n} h=S_{n} \frac{\partial}{\partial y} h
$$

for $n=1,2, \cdots$ with $\Phi_{0} h=0$. Therefore, we get

$$
\begin{aligned}
\left\|S_{n} h\right\| & =\sup _{(x, y)}\left|S_{n} h(x, y)\right|+\sup _{(x, y)}\left|\frac{\partial}{\partial x} S_{n} h(x, y)\right| \\
& +\sup _{(x, y)}\left|\frac{\partial}{\partial y} S_{n} h(x, y)\right| \\
& =\sup _{y}\left[\sup _{x}\left|S_{n} h(x, y)\right|\right]+\sup _{y}\left[\sup _{x}\left|\Phi_{n-1} \frac{\partial}{\partial x} h(x, y)\right|\right] \\
& +\sup _{y}\left[\sup _{x}\left|S_{n} \frac{\partial}{\partial y} h(x, y)\right|\right] \\
& \leqq L_{1}\left[\sup _{(x, y)}|h(x, y)|\right]+L_{2}\left[\sup _{(x, y)}\left|\frac{\partial}{\partial x} h(x, y)\right|\right] \\
& +L_{1}\left[\sup _{(x, y)}\left|\frac{\partial}{\partial y} h(x, y)\right|\right] \\
& \leqq L\|h\|
\end{aligned}
$$

where $L=\max \left[L_{1}, L_{2}\right]$.
Similar calculations give

$$
\left\|T_{n} h\right\| \leqq M\|h\|
$$

This permits us to extend $S_{n}$ and $T_{n}$ to all of $C^{1}(I \times I)$ with

$$
\begin{equation*}
\left\|S_{n} h\right\| \leqq L\|h\| \quad \text { and } \quad\left\|T_{n} h\right\| \leqq M\|h\| \tag{6}
\end{equation*}
$$

for any $h \in C^{1}(I \times I)$.
We enumerate $N \times N$ in the following way.

$$
\begin{align*}
& \{(1,1),(1,2),(2,1),(2,2), \cdots,(n, n),(1, n+1) \\
& \begin{aligned}
&(2, n+1), \cdots,(n, n+1),(n+1,1)(n+1,2), \cdots \\
&(n+1, n+1), \cdots\}
\end{aligned} \tag{7}
\end{align*}
$$

We let $h_{p}(x, y)=f_{i}(x) g_{j}(y)$, where $(i, j)$ is the $p$ th element in the enumeration (7).

Theorem 1. The functions $\left\{h_{p}\right\}$ form a basis for $C^{1}(I \times I)$.
Proof. First we show that $\left\{h_{p}\right\}$ is total in $C^{1}(I \times I)$. In view of Lemma 1, we need only show that we can approximate a function of the form $h(x, y)=f(x) g(y)$. We have

$$
\begin{align*}
\left\|h-S_{m} T_{n} h\right\| & \leqq\left\|h-S_{m} h\right\|+\left\|S_{m} h-S_{m} T_{n} h\right\| \\
& \leqq\left\|h-S_{m} h\right\|+L\left\|h-T_{n} h\right\| . \tag{8}
\end{align*}
$$

The right-hand side of (8) converges to zero as ( $m, n$ ) $\rightarrow(\infty, \infty)$ since

$$
\begin{aligned}
\left\|h-S_{m} h\right\| \leqq & \left\|f-S_{m} f\right\|_{\infty}\|g\|_{\infty} \\
& +\left\|f^{\prime}-\Phi_{m-1} f^{\prime}\right\|_{\infty}\|g\|_{\infty}+\left\|f-S_{m} f\right\|_{\infty}\left\|\frac{\partial}{\partial y} g\right\|_{\infty} \\
= & o(1)
\end{aligned}
$$

as $m \rightarrow \infty$ and a similar calculation shows that $\left\|h-T_{n} h\right\|=o(1)$ as $n \rightarrow \infty$. Next, let $h=\sum_{i=1}^{p+q} a_{i} h_{i}$. We show that

$$
\begin{equation*}
\left\|\sum_{i=1}^{p} a_{i} h\right\|<3 L M\|h\| \tag{9}
\end{equation*}
$$

where $L$ and $M$ are the constants in (6).
Case 1. $p=n^{2}+m$ with $1 \leqq m \leqq n$, then

$$
\sum_{i=1}^{p} a_{i} h_{i}=S_{n} T_{n} h+S_{m}\left(T_{n+1}-T_{n}\right) h
$$

Case 2. $p=n^{2}+n+m$ with $1 \leqq m \leqq n+1$ then

$$
\sum_{i=1}^{p} a_{i} h_{i}=S_{n} T_{n+1} h+\left(S_{n+1}-S_{n}\right) T_{m} h
$$

In either case, the triangle inequality gives (9).
4. Comments. The above construction will generalize to give a basis for $C^{1}(I \times I \times \cdots \times I)$ with little difficulty. In order to use this method to get a basis for $C^{k}(I \times I)$ one needs the basis $\left\{f_{n} ; \alpha_{n}\right\}$, defined in (3), to be a basis for $C(I)$. However, this is impossible for $k>1$ since the functional $\alpha_{2}$ can not be extended to a continuous functional on $C(I)$. Finally, we notice that the basis $\left\{h^{p}\right\}$ for $C^{1}(I \times I)$ is also a basis for $C(I \times I)$ (see [5] and [7]).
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[^0]:    ${ }^{1}$ total $=$ finite linear combinations are dense in $X$.

