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THE FUNCTIONAL-DIFFERENTIAL EQUATION 

y'(x) —ay (he) +by(x)1 

BY TOSIO KATO AND J. B. McLEOD2 

ABSTRACT. The paper discusses the functional-differential 
equation 

(1) y'ix) = ayfyx) + by(x) (0 ^ x < «>), 

where a is a possibly complex constant, b a real constant, and X a 
nonnegative constant. 

The paper first shows that the boundary-value problem associ
ated with (1) and the boundary condition 

y(0) = 1 

is well-posed if \ < 1 , but not if X>1. 
The remainder of the paper discusses the asymptotic properties 

of solutions of the equation as x—»oo. If X<1, it is possible to dis
cuss the asymptotics of all solutions of the equation; if X> 1, it is 
shown that, given a specific asymptotic behavior, there is one and 
only one solution which possesses that asymptotic behavior. 

1. Introduction. The functional-differential equation 

(1.1) y'(x) = ay(\x) + by(x) (0 g x < oo) 

arises as a mathematical idealization and simplification of an indus
trial problem involving wave motion in the overhead supply line to an 
electrified railway system [ l ] , (It is curious that the particular case 
ô = 0 also appears in the quite different context of a partitioning 
problem in the theory of numbers [2].) In the problem as it arises in 
practice, a and b are real constants, and y is a real-valued function, 
but without significant complication we can (and shall) allow complex 
values for a while retaining b real. The case a — 0 is trivial and we shall 
always assume a 9^0. 

1 An expanded version of an invited address delivered by the first author to the 
680th meeting of the Society in Pasadena, California on November 21, 1970; received 
by the editors June 17, 1971. 
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The quantity X is a nonnegative constant, the cases X = 0 and X = 1 
being trivial and so omitted from further consideration, and there are 
basic differences between the two cases 0 < X < 1 and X > 1 . In the 
practical problem, if 0 < X < 1 , then the equation (1.1) has associated 
with it the boundary condition 

(1.2) y(0) = 1, 

but if X> 1, no such boundary condition seems to arise. This is in line 
with the first two results we prove in this paper, that the boundary-
value problem (1.1) and (1.2) is well-posed if 0 < X < 1 (Theorem 1), 
but not if X> 1 (Theorem 2). 

The remainder of the paper is concerned with the asymptotic be
havior as x—»oo of solutions of (1.1), not necessarily also satisfying 
(1.2), and to see what sort of results are to be expected, we look briefly 
at some general properties of solutions of (1.1). By the simple change 
of variable x — eB, \ — ec, y(x)=z(s), (1.1) becomes the difference-
differential equation 

e~sz'(s) = az(s + c) + bz{s) (— oo < ^ < <»), 

and we shall wish to use this transformation on occasions, although it 
does not always simplify the analysis to do so. But it does mean that 
certain well-known properties of solutions of difference-differential 
equations can be taken over (without proof) to (1.1), and this we 
now do. 

By a solution of (1.1) we mean a complex-valued continuous func
tion y(x) defined in some subinterval of 0 ^ x < «> and satisfying (1.1). 
If the original interval of definition includes an interval of the form 
[Xx0, x0] (X<1) or [x0, Xx0] (X>1) for some fixed x 0 > 0 , then the 
solution can be extended uniquely to the right (increasing values of x) 
or to the left (decreasing values of x) by using (1.1), and by a solution 
we shall always mean from now on a solution extended as far as it can be 
in either direction. 

To consider first the case X < 1 , we extend to the right by solving 
(1.1) as a differential equation for y(x) in the interval [xo, X-1Xo], 
yÇKx) being known, and the solution is unique because we demand 
continuity at x = x0. Further, even if the solution is merely continuous 
in [Xx0, x0] , it will be continuously differentiate in [x0, \~lx0] be
cause an integration is involved, and the process can be continued 
indefinitely to show that the solution can be extended to all of x èXx0, 
becoming more and more differentiate as x increases. Thus all solu
tions of (1.1) are well-behaved as x—*<*>, and it makes sense to try to 
discuss the asymptotic behavior of all solutions. This proves to be 
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possible, and is done in Theorems 3-7, the cases b<0, b>0> ô = 0 
having to be considered separately. Theorems 3, 5, 7 discuss general 
asymptotic behavior, while Theorems 4 and 6 make some remarks 
about the specific solution which also satisfies (1.2). 

If, still with X < 1 , we extend to the left, the solution loses degrees 
of differentiability instead of gaining them, and if it is, in its original 
interval of definition, differentiable only a finite number of times, 
then the extension can be carried out only a finite number of times. 
In order that the solution can be extended to all of x > 0 , it is there
fore necessary that it be infinitely differentiable. 

If we turn now to X > 1 , the roles of "right" and "left" are inter
changed. A solution defined in [x0l Xx0] can be extended to all of 
X^XQ only if it is infinitely differentiable. I t is therefore impossible 
to discuss the asymptotic behavior of the "general" solution, and 
instead we show that, given a specific asymptotic behavior, there is 
one and only one solution of (1.1) which exhibits this. Results of this 
type are discussed in Theorems 8-10, the cases b>0, b < 0, & = 0 again 
being considered separately. 

In Theorems 8-10, the asymptotic behavior that we investigate 
has a certain degree of smoothness. If however we consider instead 
asymptotic behavior given by a distribution, then a rather beautiful 
duality appears between the cases X< 1 and X> 1, in that the condi
tions (4.3) below which characterize the possible asymptotic be
havior of any solution of (1.1) when X < 1 are strikingly similar to the 
conditions (10.5) which characterize those solutions of (1.1) which 
have distributional asymptotic behavior when X > 1. The discussion of 
this is given in Theorem 11. 

The general field of functional-differential and difference-differ
ential equations is a rapidly growing one [general references are 
[3], [lO]], but the work closest to ours is that of de Bruijn [[4], [5], 
[ó]], which was brought to our attention by Professor K. Cooke. 
De Bruijn's work is relevant at various points, but in particular in [ó] 
he gives a very complete account of the case 0 < X < 1 , b — 0. (It is 
perhaps curious that the case b — 0 is in many ways the most difficult 
one to discuss.) Some work has also been done by E. W. Bowen and 
G. R. Morris [7], their results including a demonstration of non-
uniqueness (alternative to that of Theorem 2 of the present paper) 
for the boundary-value problem (1.1) and (1.2) when X > 1 by ex
plicitly exhibiting an infinite family of solutions. In [8], Frederickson 
proves the existence of a solution with periodic modulus for a class of 
equations which includes (1.1) with X = 2, a > 0 , 5 — 0; and in [9] he 
constructs families of analytic solutions of (1.1), and of a generaliza-
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tion of (1.1), and uses these to construct other solutions which have 
specific properties. 

2. Existence and uniqueness for (1.1) and (1.2) : the case 0 < X < 1 . 

THEOREM 1. If 0 <X < 1, then, given any 5 > 0 , the problem defined by 
(1.1) and (1.2) in [0, 5] has one and only one solution, and this solution 
is in fact a solution for all x and is an integral f unction of x. 

PROOF. Existence and uniqueness can be established in the usual 
way by Picard's method of successive approximations, setting 

y'oG*0 = i, 

yn(x) = l + f {ayn^(Xt) + byn^it)} dt (n = 1, 2, • • • ). 

The details are sufficiently well-known to require no exposition. 
The method produces the solution in the form of a power series, 

and we can obtain this form alternatively by trying a solution 

(2.1) y = 1 + £) o***. 

Substitution in (1.1) and equating coefficients of xn~l gives the 
recurrence relation 

nan = aan-i\
n~l + 5<v_i, 

so that 

(2.2) an/an^ = (aX""1 + b)/n. 

I t follows at once that the power series has infinite radius of con
vergence, and so the solution is an integral function of x. 

3. Existence and uniqueness for (1.1) and (1.2): the case X>1. 

THEOREM 2. If X> 1, there is no solution of (1.1) and (1.2) which is 
analytic in a neighborhood of x — 0. There are however an infinite num
ber of solutions, even of infinitely differentiable solutions, of (1.1) and 
(1.2). 

REMARK. I t is easy to deduce from the proof that every solution of 
(1.1) tends to a limit as #—»0, although we may not have y(0) = 1. 
This is a result comparable to that in [5], and in fact if we make the 
change of independent variable x = e~', so that /—><» as x—»0, our 
equation has strong similarities to that discussed by de Bruijn, al
though it does not quite fit under the conditions he imposes. 
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PROOF. T O dispose first of the possibility of an analytic solution, 
we try a solution of the form (2.1) and are led as in §2 to the recur
rence relation (2.2). Since nowX> 1 and a^O (as we always suppose), 
the radius of convergence of the power series is 0, as required. 

To show that there are an infinite number of infinitely differentiable 
solutions, let us suppose that a solution is defined by setting 
y(%) —f(%) m [ffo, Xx0], where ƒ (x) is infinitely differentiable and x0>0 
is to be fixed later, and then extended to the left by using (1.1). The 
extended solution will be infinitely differentiable for all x in 0<x 
^Xxo, provided that, as was indicated in §1, it is infinitely differ
entiable in [x0, X#o]> which is so since ƒ (x) is infinitely differentiable, 
and provided that the values of ƒ and its derivatives at x = xQ cor
respond with those at x=\x0 according to (1.1), i.e. if we have 

f(x0) = af(\x0) + bf(x0), 

and, by successive differentiation of (1.1), 

(3.1) ƒ<»>(*„) = aXw-1/^~1>(Xxo) + bf^Kxo) (n = 1, 2, 3, • • • ). 

To continue the argument, we must now show that it is possible 
to find infinitely differentiable functions f(x) which satisfy (3.1). The 
simplest way to do this is to use a function ƒ (x) of the form 

(3.2) ƒ*(*) = exp{ - ( * - \xo)-2 - (* - *o)-2}«(*), 

where g(x) is any function infinitely differentiable in [x0, Xx0]. For 
the exponential factor ensures t h a t / * , together with all its deriva
tives, vanishes at both X — XQ and x = Xx0, so that (3.1) is certainly 
satisfied. We shall however require a slightly different form for f(x), 
and we satisfy (3.1) by finding a function/(x), infinitely differentiable 
in [xo, X#0], such that 

/(*o) = a, ƒ<»>(*,,) = 0 (» = 1, 2, • • • ), 

f(\xQ) = - *, fMfao) = 0 (n = 1, 2, • • • ). 

We can achieve such an ƒ by setting 

X 

where/* is given by (3.2) with g chosen so that 

J Xa?o 

/*(0 dt = a + b. 

This implies that in general g is complex-valued, since a may be, but 
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we shall insist that arg g is constant. This means that, for ƒ defined 
by (3.3) and x in [x0, Xx0], |ƒ | does not exceed the greater of | a\ and 
161. The degree of arbitrariness in g is still very considerable, but we 
shall not need to specify it further. 

Let us suppose that ƒ so defined has upper bound M0 in [x0, Xx0], 
so that Mo is the larger of \a\ and \b\ and is therefore independent 
of the choice of x0l which we have still to make and which will be 
small. If we write (1.1) in the form 

d 
— (ye~bx) = ae~hxy(\x), 
dx 

and integrate, we see that, for the solution y defined by y(x) =f(x) 
in [x, Xxo], we have, for x in [V^Xo, #o], 

dt. 
X 

But y(xo) = a , and so 

y(x) = y(x0){l + [Kxo]}, 

where [Kx0] denotes a term not exceeding Kx0 in modulus, K being 
a constant which is independent of the choice of x0 if x0 is bounded 
above, and we are thinking of x0 as small. Hence we have 

yQrlxà = y ( * 0 ) { l + [K*o]} 

and also 

M x = |y (* 0 ) | { 1 + [Kxo]}, 

where M\ is the upper bound for y in [X_1x0, x 0 ] . 
We can now repeat the argument for x in [X"™2x0, X

_1x0], and we 
obtain, from the inequality corresponding to (3.4). 

y{x) = y(\-lXo){\ + [KX-'xo]} + [KX^xoiii]. 

(The reader will find it easy to verify that there is a common choice 
of K possible throughout the argument.) Substituting the estimates 
for y(h~lx$) and Afi, we have 

y(x) = y(*o){l + [Kx0]}{l + [iKk-ixo]}, 

and an inductive argument shows that, for x in [X~(n+1)x0, X~nx0], 

y(x) = y (xo) {1 + [Kxo]} {1 + [2K\-*x0]} 

• {l + [2/a-%0]} • • • { ! + [2K\-"xo]}. 
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The convergence of IJjT (1+X~n) implies that y(x) is bounded as 
x—->0, and (1.1) then shows that y'(x) is bounded and so y(x) tends 
to a finite limit, I say, as x—»0; and if x0 is chosen sufficiently small, 
it is clear that there will be no zero factors in (3.S), and that conse
quently / 5̂  0. Indeed, by multiplying y by a constant factor (which will 
not alter the fact that y satisfies (1.1)) we can arrange that / = 1, and 
the degree of arbitrariness in our choice of g then shows that there are 
infinitely many solutions y of (1.1) and (1.2), all infinitely differenti-
able. This completes the proof. 

4. Asymptotic form of solutions when X<1: the case 6<0 . We 
recall from §1 that in the case X < 1 all solutions are defined in an 
interval of the form (R, oo), where R^O may vary from solution to 
solution, so that we hope to discuss the asymptotic behavior of all 
solutions of (1.1), regardless of whether or not they also satisfy (1.2). 
The results depend heavily on the sign of 6, but before stating these 
precisely, we make some intuitive remarks about what might be 
expected in the case 6 < 0 . 

We might hope most simply for algebraic solutions. If y is to be
have like xk, then since y' is presumably negligible compared with y, 
we determine k from the equation 

0 = a(\x)k + bxk, 

so that 

(4.1) * = log(-J/<0/LogX, 

Log denoting the principal branch of log, so that — IT <im(Log z) ^T. 
The equation (4.1) determines uniquely re k ( = K , say) and so 
| xk | (by xk we mean eklj°gx), for 

K = (Log| V<*|)/Log A; 

but it does not determine k ; for if ko is any one value, then the com
plete family of values is given by k = km> where 

(4.2) km = ko + 2niTi/Log X (m = 0, ± 1 , ± 2 , . . • ), 

and consequently a complete description of the asymptotic behavior 
of solutions is presumably given by a linear combination of terms of 
the form #*», i.e. of the form xko exp {2imri Log x/Log X}. In view of 
the Fourier completeness of the complex exponential functions, this 
would seem to imply that the complete asymptotic behavior is given 
by xkog(Log x)y where g is periodic in Log x of period | Log X|, and it 
is essentially this that we prove in Theorem 3. 
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I t should also be remarked that if a > 0 , then ko may be taken to 
be real, so that there is a possible asymptotic behavior which is real 
and nonoscillatory. (When a is real, it is of course possible to have 
real solutions, and indeed complex solutions have real and imaginary 
parts which are separately real solutions.) But if a < 0, then ko must 
be complex, and if we are interested in real solutions with the asymp
totic behavior xkog{hog x), then g(Log x) must be complex-valued. 
(That it is possible for a real solution to have such an asymptotic 
form is best seen by considering re y{x), where y{x) is a solution with 
the asymptotic form xkogÇLog x). Then re y{x) has the asymptotic 
form 

re{xkog{Log x)} = j{i^0g(Log x) + xkQg(Juog x)} 

= %xko{g{Log x) + ^ - ^ ( L o g x)\, 

and g(Log x)+xko~kog{Log x) has period | Log \ | in Log x, just as g 
has.) Also, if a < 0, an increase in Log x of | Log \ | will leave g(Log x) 
unchanged and negative xk°, and so all real solutions must be oscil
latory. 

Finally, if \a\ <\b\, then re k0 < 0, and so the modulus of solutions 
tends to 0 as x—>«>, while if \a\ > | & | , the modulus tends to «>. 

THEOREM 3. Let b < 0, and let ko be any particular solution of (4.1). 
Let /c = re ko. 

(i) Every solution of (1.1) is 0{xK) as x—»<*>. 
(ii) No solution of (1.1) {apart from the identically zero solution) is 

o{xK) asx—><*>. 
(iii) Given any infinitely differ entiable f unction g{s) which is periodic 

of period | Log X | and satisfies the condition that, for some positive K 
and all n and s, 

(4.3) | gM(s) | ^ Kn+l\~n2i\ 

then there is one {and by (ii) only one) solution of (1.1) which has the 
asymptotic behavior 

#*°{g(Log #) + 0(1)}. 

Further, every solution y of (1.1) has this asymptotic behavior for some 
such g (Log x), and we can in fact write 

{ JL x~ngnCLog x) ) 
(4.4) y = ** hÇLog x) + J2 * > , 

where the series is absolutely and uniformly convergent for x sufficiently 
large, and the f unctions gn, all infinitely differ entiable and periodic, are 
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obtained from g = go by the recurrence formula 

(4.5) grl = - (k0 - n)gn + gn+1. 

(Particular functions g satisfying (4.3) are clearly given by 

(4.6) g(s) = exp{2nnris/Log X}.) 

(iv) If g(s) is a function of period | LogX| satisfying (4.3), and if the 
Fourier coefficients of g with respect to the f unctions (4.6) are {cm}, so 
that 

oo 

(4.7) £ = ]C cmexp{2miris/Log\}9 
m=—oo 

then if y is the solution of (1.1) corresponding to g, and ym the solution 
corresponding to exp {2mwis/Log X}, we have y = X)- » cmymi ^ smes 
fowg absolutely and uniformly convergent for x sufficiently large. 
(Thus the functions ymform in some sense a complete set of solutions of 
( l . i ) . ) 

REMARKS. 1. There is a striking duality between the cases X < 1 
and A > 1 , brought out particularly by the equations (4.3) and (10.5) 
below. Note also the resemblance between (4.4) and (7.2). 

2. Note that the recurrence relation (4.5) can otherwise be written 

d 
(4.8) — (^-»£n(Log *)) = tf*°-n-W(Log x), 

dx 

so that 

dn+l 

(4.9) X^^+Vgn+xÇLog X) = — — ( * * * ( L o g X)). 
dxn+l 

3. By taking 5 = Log x as an independent variable, we can trans
form (1.1) to the form (4.10) below, when it becomes the type dis
cussed in [4], We could in fact use de Bruijn^ results to prove (i), 
(ii) and parts of (iii) of the present theorem, but we would not then 
obtain the estimates we require for the remainder of (iii), and so we 
prove (i) and (iii) de novo. But (ii) is covered by Theorem 7 of [4], and 
all that we shall do is to show that it is so covered. 

4. Having in mind comparison with Theorem 7 below, we note 
that the characterization of g given by (4.3) can alternatively be 
expressed in terms of the coefficients cm in the Fourier expansion of 
g. In fact, (4.3) is equivalent to 

(4.9a) cm = 0 { e x p ( - { L o g | m | } 2 / 2 | L o g X | + KLog\m\)}, 
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for some constant K. 
To show that (4.3) implies (4.9a) we differentiate (4.7) p times and 

apply Parseval's theorem as in the proof of (iv) below. This gives 
00 

Z w1»!*.!1 â K****-**, 
fttesc—CO 

the constant K being not necessarily the same at each appearance in 
the argument, and in particular, for any m and all p, 

| w*| \cm\ S Kv+1\-v2i\ 

which can be written as 

| cm\ g Kexp{p(LogK-Log\ni\) - | />2LogX}. 

For varying t1 the expression /(Log i£ — Log | r a | ) ~ \t2 Log X has a 
minimum when t = t0= {Log K — Log |m| }/LogX, which may not of 
course be integral. But the integral value of p which gives the best 
estimate for | cm\ will be within 1 of t0, and it is easy to see that such 
a value of p leads to the estimate (4.9a). 

Conversely, if cm satisfies (4.9a), then, for all s, 

00 

\gM(s)\ ^K» £ e x p { ( » + Z ) L o g | « | - ( L o g | w | ) 2 / 2 | L o g X | } . 
7 / 1 = — 0 0 

I t will evidently be sufficient to consider only positive values of m, 
and then once again the greatest term in the sum occurs when Log m 
is within 1 of the value (n+K)\hog X|. I t is easy to see that this 
greatest term satisfies (4.3), and since the terms in the sum decrease 
on either side of the greatest one, we can, considering sufficiently 
larger values of m, compare the sum with 

ƒ» 00 

exp{ (n + K)Log x — (Log x)2/2 \ Log X |} dx. 
Logx=~(n+K)\Log\\ 

If we make the obvious transformation Log x = u} the integral be
comes 

ƒ' 00 

expj-^lLogl)-1 

(n+JDILogM 

•{u- (n + K+ 1) | Log \ | } 2 } du, 

which again leads to (4.3). 
PROOF OF THEOREM 3(i). Let y(x) be any particular solution of 

(1.1). Set 
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5 = Log x, c = Log A (<0) , w(s) = x~koy(x). 

Then w satisfies the equation 

(4.10) w'(s) *= - k0w(s) - Je«{w(5 + c) — w(s)\, 

and in order to prove (i), we need to show that w is bounded. 
Let In denote the s-interval [so — tic, So—(w + l)c] , $o being some 

fixed value of s to be specified later. Let us suppose that | w | has the 
upper bound Kn in In. Then the equation (4.10) can be written in the 
form 

d 
(4.11) — \w(s) exp(k0s — bea)\ = — be* exp(k0s — be*)w(s + c), 

ds 

so that for s in In+i, we have 

[w txp(k0t — 6«0]«o-(n+l)« 

(4.12) f* 
= — b I el exp(&0* — bel)w(t + c) 6?/, 

•/ s0-(w+l)c 

and using the estimate \w\ ^Kn in In, we obtain 

| w(s) exp(/cs — be9) | ^ #« <exp[/c(s0 — in + l)c) — be8°-^n+l)o] 

( 4 ' 1 3 ) 

- I 6«*exp(ic/- be')dt> . 
J »0-(n+l)c / 

We shall assume, as we may, that SQ is chosen sufficiently large that 
K—|oe*°>0, which implies in particular that Kt — be* is increasing for 
£ in any Jn . In fact, with future applications in mind where we shall 
wish to operate with K replaced by K — k and s0 replaced by s0 — kc, k a 
nonnegative integer, we shall suppose that K — k— %be80~~kc>0 for all 
integers k §: 0. Since e~kc is of higher order than k as k—> oo, it is clear 
that such a choice of s0 is possible. 

Then the integral in (4.13) can be integrated by parts to give 

f be* 1* 
exp(/c/ — be1) 

L/c — be* J«o-(n+i)c 
f r * \ d be* \ 1 

+ O exp(« - be8) — — \dt , 
L •/ •0-(n+i)cl dt K— be*\ J 

the O-term being uniform in 5, /c, s0 and w, subject to the provisos that 
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sÇzIn+i and that s0 is chosen as above. Formula (4.14) can be re
written as 

— ( 1 ) expOc/ - be') + 0[Ke~8Q+(n+1)c exp(ns - be8)\ 
LA be1/ J«0-(n+i)c 

(4.15) r 

= - [exp(/c* - oöO]So-(n+i)C + O[fce-*0+(w+ 1)c exp(^ - be8)]. 

Substituting this back into (4.13), we obtain finally that, in 7n+i, 

(4.16) | w(s) | ^ Kn{\ + O^-^+Cn+Dc]^ 

so that 

(4.17) Kn+l ^ Kn{l + Olturv+t'*»']}. 

The convergence of the product J J n (l+e~n) now implies that Kn 

is bounded for all n, and so w is bounded, as required. Also, if Ke~80 

is sufficiently small, it will follow that 

00 

I I { l + 0[(c<r-8°+<"+1>c]} ^ 2, 
71=0 

and then Kn g 2K0 for all n, i.e. | w(s) \ S 2K0 for 5 in any In. (We note 
for future purposes that (K — k)e"8Q+kc can be chosen uniformly small 
for all integers k^O.) 

The result (i) is now proved, but it is convenient at this point to 
look at some consequences of the analysis which will be useful in 
discussing (iii). We note first that y' satisfies the equation 

(4.18) y"{%) = a\y'(\x) + by'(x), 

which is of the same type as (1.1) except that a is replaced by aX. 
The argument above shows that 

y = 0{#Log|&/oM/LogX} a s £__> oo 

(4.19) x 

and in general, for the nt\i derivative y(n\ we have 

(4.20) yM = 0(#*-n). 

We can also relate the estimate on y' more closely to that on y. 
For if we suppose as before that \w\ ^K0 in Jo, then, as we have seen, 
\w\ S2K0 in all ƒ„ (w^O), and so \y\ ^2K0x* in all In (n^O). (It 
will cause no confusion to use In interchangeably for either an s-
interval or the corresponding x-interval.) From (1.1) it follows that 
| y' | S 4i£o | b | xK in all In (n ^ 1), and so if Wi(s) = x~k*+1y'(x), we have 
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|wi(s)l ^4J£ 0 |& |* in all In (n^l). In particular, in Iu \wi\ 
^4:Ko\h\\~2x0t where x0 = e*°. But w\ satisfies an equation similar to 
(4.10), the only change being that 0̂—^^o — 1, and we can therefore 
carry out on w\ the same analysis as on w, remembering that k0 has 
to be replaced by k0— 1 and that I0 has to be replaced by Ii as the 
base interval, so that s0 is replaced by s0 — c. The analysis is thus valid 
for W\ because of the requirements made above that K — k — be*°~kc > 0 
and (K — k)e~*0+kc is uniformly small for all nonnegative integers k, 
and we conclude that \wi\ ^SK0 \ b\\~2x0 in all In (n^l). 

I t is now easy to repeat the argument to prove the induction hy
pothesis that, if 

(4.21) wk(s) = ar*«+*;y <*>(*), 

then 

| wk | ^ 2K0(4: | b | Xo)k\-v+'+ ' * "f(*+1)) 

= 2i^oX(4|ô|a;o)*X-(fc+1)(^2)/2 

for 5 in any ƒ„ (w^ife). By a suitable choice of the constant R, we can 
in fact say that 

(4.22) |u>* | |£ R^X-**'* 

for 5 in any In (n*^k). 
PROOF OF THEOREM 3(ii). As was remarked earlier, we shall show 

only that this is covered by Theorem 7 of [4]. This latter theorem is 
(with a trivial change of notation) as follows: 

Consider the equation 

(4.22a) uit) fit) + p(t)f(t) - f(t - 1) = 0. 

Let B and p be positive constants, p > l , and suppose that f or t^l the 
functions u(n)it) and p(n)it) (w = 0, 1, 2, • • • ) are continuous and 
satisfy 

I «<»>(*) I < Bn+1nnt-n-f, 
(4-22b) , , , , 

I [p(f) - l } ( w ) | < Bn+lnnt-«-p (0° = 1). 

Then, if fit) is a solution of (4.22a) and l im^* fit) = 0 , we havefit)^=0. 

If we now look at our equation (4.10), and set 

s = - ct, wis) = fit), 

we can reduce (4.10) to 
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(bc)-Wf'(t) + (1 - k,e«/b)f{t) - f(t - 1) = 0, 

so that, by comparison with (4.22a), 

<t) = {bc)-le°\ p(t) = 1 - k0e
ct/b. 

To ensure that the conditions (4.22b) are satisfied (and it will be 
sufficient to consider u(t)), we must therefore establish that 

| (bc)"lcneci | < Bn+lnnrn-f> (t ^ 1; n = 0, 1, 2, - • • ), 

i.e. 

| cn | tn+pect < | bc | Bn+1fln. 

But the maximum of tn+pect occurs at / = — (n+p)/c, and so it will be 
sufficient to show that 

I <rp\ in + p)<»+p>6r-(»+p> < \bc\ Bn+1nn, 

i.e. that 

| <r*\ (1 + p/n)n(n + p )^ - ( w + ^ < \bc\ Bn+1. 

Since ( l + p / w ) n is bounded for all n1 we can plainly choose B suffi
ciently large that the last inequality holds for all n. 

PROOF OF THEOREM 3(iii). We start by showing that every solution 
of (1.1) has the required asymptotic behavior. If with the notation of 
(i) we set 

(4.23) y(x) = xk»w(s), 

substitute in (1.1) and use (4.19), we obtain 

w(s + c) — w(s) = 0(e~*). 

Writing this equation with 5 replaced successively by s — cy s — 2c, • • • , 
and summing, we see that the convergence of ^ n enc for c < 0 implies 
the convergence of w(s — nc) as n—» <*>, s being held fixed. If we denote 
the limit function by g(s)y then it is clear that g is a periodic function 
of period \c\, and continuous since the convergence is uniform; and 
the summation process shows that 

w(s) - g(s) = 0(e~°), 

so that (4.23) can be rewritten 

y(x) = xk»g(s) + 0(x*-1), 

which is the required asymptotic form if we can show that g is in
finitely d iff eren tiable and satisfies (4.3). 
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To do this, we treat y' in the same way, starting with (4.18) in 
place of (1.1). We set y'ix) =xk0~1wi(s)t and show that wi(s — nc) 
has the limit gi(s), where gi is continuous and periodic of period | c\, 
and that 

y'{%) = ot*-lgi(s) + 0(%«-%). 

Further, 

d ( . 
w'(s) = — \e~kQay(e9)\ 

ds 

= — k0w(s) + e-tor-U'y'ie9) = - k0w(s) + wi(s), 

and so in the limit we deduce that g is continuously differentiate and 
that 

g'(s) = - k0g(s) + gi(s). 

The process can be repeated to show that gi is continuously differ
entiatie and that g is twice continuously differentiate and so ulti
mately infinitely differentiate. 

To show that (4.3) is satisfied, we define Wk(s) by (4.21), and ob
serve, by analogy with what we have just done, that Wk has a con
tinuous periodic limit g&, say, and that 

(4.24) gi = - (£0 - k)gk + gM. 

Further, the estimate (4.22) implies that 

\gk\ SRk+l\~k*f2, 

and so (4.24) gives 

I gi I Û #*+2X~(*+l)V2{ I ko - k I R-W"* + 1} 

for all k, provided that the constant R is chosen large enough, as we 
may suppose. And if we differentiate (4.24) n times, and repeat the 
analysis, we can set up and prove the induction hypothesis in n that, 
for all ife, 

\gk J Û R X 

In particular, with k = 0, we have 

I ( w ) I ^ „ 2 n + l ~-»2/2 
I g0 I ^ R X 

and since go = g, this at once implies (4.3). 
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To complete the proof of (iii), we have merely to establish that 
under the conditions (4.3), the series (4.4) is absolutely and uniformly 
convergent for x sufficiently large and that term-by-term differentia
tion is justified; for it is trivial that, formally at least, it satisfies 
(1.1). To prove the convergence, we need estimates on each gn. We 
are given that, for all nonnegative integers k, 

I go I Û K X 

Let us suppose, again for all k, that 

(4.25) | & " | ÛK*+»+\-^<> 

for p~0, 1, 2, • • • , n, and prove it for p = n + l. Differentiate (4.5) 
k times, and use the induction hypothesis to obtain 

, (fc) , I , k+2n+l _(fc+n)2/2 fc+2n+2 _(fc+ n+l)*/2 
I g*+i \ S \k0 — n\K X + K X 

*+2n+2 - ( * + n + l ) V 2 ( I 7 | T - - l k+n+1/2 % 

^ K X \\ k0 — n\ K X + 1 } 
k+2n+Z - (A+n+l ) 2 /2 

S A A 

if K is large enough, as we may suppose. This proves (4.25) for 
p = n-\-l and so for all p; and in particular, with fe = 0, we have 

This estimate is easily seen to be sufficient to prove the convergence 
of (4.4), and to justify term-by-term differentiation. 

PROOF OF THEOREM 3(iv). Since g is infinitely differentiate, we 
can differentiate (4.7) as often as we please, and the resulting series 
is always absolutely and uniformly convergent. In fact, 

" /2niwiy . . 
g(p)(s) = 2^ I r ) Cm expj 2mwi$/Log X}, 

»«_«, \Log X/ 
and Parseval's theorem gives 

£ ( T 7J l ^ l 2 = | L o g X h \g^(u)\*du, 
^=^00 \ J L o g A / J 0 

so that, using (4.3), with a slightly different interpretation of the 
constant K, 

(4.26) J ) m?» I cm | ! ^ K*»+l\-J. 

file:///JLog
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Now consider the series ]T) c™y™ which, if we substitute for ymi 

the series representation given by (4.4) with g = exp {2fmris/Log X} 
can be written as the double series 

00 00 CO 

J2 cmxkm + X) X) 
/'d 97^Wt=~°° n-l m—« 

km(km - 1) ' ' ' (*m - » + 1) , , 1 W„ . . 

( 1 - X ) - - - ( 1 - X » ) 

km being given by (4.2). Since it is formally trivial that this series 
satisfies (1.1) and has the correct asymptotic behavior, it is formally 
the solution y corresponding to g. All that is necessary is to rigorize 
the formalities by showing the series to be absolutely and uniformly 
convergent for x sufficiently large, and so far as the first term in (4.27) 
is concerned, there is no difficulty. The second term we rewrite as 

t{ £ + £ } 
kmikm — 1) ' * ' (km — fl + 1) 

Cm —~ ~ ~ \n(n+l),2(_bynxkm-n = S + £ 
(1 _ X) - - - (1 - X») 

say. In Si we can majorize the typical term (apart from a common 
factor xko which need not worry us) by 

(4.28) 0{cm[2(n - l)]»x»<»-n>/2| b \~nx~n}y 

and if we remember that ]T) cm is certainly absolutely convergent, 
the result of summing (4.28) over the relevant values of m is 

0{[2{n - l)]-\n(n+i)/2| b\~nx-n\. 

But 

] £ {2(n - l)}»X»(n+n/2| b\-nx~n 

n 

is absolutely and uniformly convergent for x sufficiently large, and 
so 5i is dealt with. 

In Sz, we majorize the typical term by 

, n n(»+l)/2. i-« -n* 
0{cmkm\ \b\ x J, 

and summing over m and using (4.26), we have 

0{lTnX-(n+1)2/2Xn(w+1)/21 b \-nx~n] 
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for some positive constant M. For km = 0(m) and 

oo / oo W/2 / « \ 1/2 

E «"U-I ^ \ Z*«2n+2!^|4 < E f>r'\ • 
m=*—oo \ wt«*—oo / ^ w=«»—oo;mpéO / 

But 

is absolutely and uniformly convergent for x sufficiently large, and so 
the proof is complete. 

We complete the discussion of the case b < 0 by making a few re
marks about the particular solution which also satisfies (1.2). 

THEOREM 4. Let y denote the particular solution of (1.1) which also 
satisfies (1.2). Then 

(i) the series X} Cmy™ for y has either just one nonzero coefficient or 
else an infinite number; the first possibility occurs if and only if 
a\N + b = 0 for some nonnegative integer N, and this situation is equiv
alent to y being a polynomial of degree N with all its zeros imaginary ; 

(ii) if a>0 and a + b < 0, then f or all x we have 

y > 0, y' < 0, y" > 0, • • • , ;y<2»> > 0, y<*»+» < 0, • • • ; 

(iii) if a > 0 and a-\-b>Q, and if p is the unique nonnegative integer 
such that a\p+b>0, d\p+1 + b<0 (the case that some p should satisfy 
a\p + b — 0 being covered in (i)), then, for all x, 

y > 0, y' > 0, • • • , y^l) > 0, 

y(p+2) < 0, • • • , ;y(P+2n) < Q? y<P+*n+l) > Q, . . . . 

(If a < 0, we have already remarked before the statement of The
orem 3 that all real solutions of (1.1), including the particular one 
with which we are now concerned, must be oscillatory, so that no 
results such as (ii) and (iii) can hold.) 

PROOF OF THEOREM 4(i). Since y is an integral function of x, and 
since each ym is analytic except at x = 0 and is in modulus not larger 
than algebraic as | x | —>oo, it follows tha t if the series y — ]T) cmym 

has only a finite number of nonzero coefficients, then y is an integral 
function in modulus not larger than algebraic as | x | —» oo, and there
fore a polynomial. But by direct substitution of a polynomial T^Ln o^rx

r 

in (1.1), we see, comparing coefficients of xN, that aKN+b — 0. 
Conversely, if a\N + b = Q, then if we compute the power series for 

the solution y of (1.1) and (1.2), we see that the power series term
inates and that y is a polynomial of degree N. Further, we may take 
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ko in Theorem 3 to be N, and y, which clearly has the asymptotic 
form Axko{l + o(l)} for some constant A, is just a multiple of the 
solution y0. Hence there is only one nonzero term in ^ cmym. 

That all the zeros of the polynomial are imaginary follows a similar 
argument to the one in (ii) below which shows that y>0 for all x. 

PROOF OF THEOREM 4(ii). Let us suppose that y>0, so that y 
vanishes, say for the first time at Then, in view of the equation 

à < 
(4.29) — \ye-bx} = ay(\x)e~bx, 

dx 

it follows, since X<1 and a>0, that ye~"bx is increasing at x = x0. But 
if y changes sign from positive to negative at x = x0. then so also does 
ye~bx, and this leads to a contradiction. Hence 3>>0. 

The same argument can be applied to y' using (4.18) in place of 
(1.1). But y' is initially negative since a+b < 0, and so y' remains 
negative, i.e. yf< 0; and the argument can be extended to higher 
derivatives to complete the proof. 

PROOF of THEOREM 4(iii). The reader will be able to adapt the 
proof in (ii) to this case. 

5. Asymptotic form of solutions when X < 1 : the case ô>0. 

THEOREM 5. (i) Every solution of (1.1) is 0(ebx) as x—x». In fact, for 
any solution y, 

(5.1) ye~~bx—>L asx—><x> 

for some (possibly zero) constant L. 
(ii) If \a\ <b, we can, for any L, explicitly exhibit a particular 

solution of (1.1), yh say, possessing the property (S.l), viz. 

( ™ awexp{-ü>(l - Aw)*} ) 
(5.2) yL = Lebx\l + Z ( ~ l ) n — > . 

J y \ tV H l - A ) ( l - A 2 ) ' - • (1 - X»)ƒ 
For other values of a and b, we can argue the existence of a solution yL 
satisfying (5.1). 

(iii) If yt is any other solution of (1.1) possessing the property (5.1), 
then 

* 
VL _ yL — o(xK) asx—>co, 

where K is defined as in Theorem 3, i.e. K = re k0, where k0 is any solution 
of aX*+o = 0. 

(iv) No solution of (1.1), apart from the identically zero solution, is 
o(xK) as x—>oo. 
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(v) Given any infinitely differ entiable function g (Log x) of the type 
described in (iii) of Theorem 3, there is one {and by (iv) only one) 
solution of (1.1) which has the asymptotic behavior 

(5.3) **°{«(Log*) + *(l)} , 

and every solution of (1.1) has the form 

y = yL + y*, 

for some constant L, where y* is a solution having the asymptotic be
havior (5.3) for some such g(Log x). Also, y* can be written in the form 
]C cmym, in the same notation as in Theorem 3, the series being absolutely 
and uniformly convergent f or x sufficiently large. 

PROOF OF THEOREM 5(i). Suppose that Mn is the upper bound of 
|ye~bx\ in the interval [X~(n~1), X~~n], n being an integer sufficiently 
large that y is defined in [X~(n_1), X~n]. Then for x in the interval 
[X~n, X~(w+1)], we have 

[ye Jx-»| = U I y(\t)e e 

S\a\Mn( 

dt 

-b ( l -X)* 

e at 

a\ Mn _&(i_x)x-
e 

I 61 (1 - X) 
and so 

Mn+1^MnU + {' e-6(l-X)X - 1 

U(i-x) 
In view of the convergence of the infinite product 

a 

}• 

n{i + 
6(1-X) 

e-6(l-X)X" <*}, 
it follows that Mn is bounded for all n, i.e. y=tO{ehx) as #--»«>. But 
then, as Xi, X2—»<*>, 

\ye-~£-o{f*S™it}, 

which can be made as small as we please by taking Xi and X2 suffi
ciently large. Hence by the Cauchy principle ye~bz converges as 
x—» 00 . 
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PROOF OF THEOREM 5(ii). If \a\ <b, it is trivial that (5.2) converges 
and provides a solution of (1.1) satisfying (5.1). 

If \a\ jg&, the series (5.2) no longer converges, but we remember 
that y(p) satisfies a differential equation of the same type as y except 
that a is replaced by #XP, and if p is taken sufficiently large, we will 
certainly have | aKp \ < &. Consider (with such a p) zv to be a solution of 

(5.4) Zp(x) = a\ zp(\x) + hzp(x), 

arranging (as we may) that 

(5.5) zp ~ bpLehx. 

If zp(x) exists for x^\A, A some positive constant, we set 

Zp-i(x) = I Zp(t) dt + dp 
J A 

for some constant aP to be fixed later and integrate (5.4) over [A, x]. 
We obtain 

z'p-i(x) — Zp(A) 

/

X /* X 

Zp(Xt) dt + b I zp(t) dt 

= aXv-hp-iÇKx) + bZp-i(x) + aXp_1 I zp(u) du — api^aV^1 + b). 
J \A 

I t follows that dp can be chosen so that zv-\ satisfies 

zp-i(x) = a\ Zp-i(Xx) + bzp-i(x), 

provided that a X ^ ^ ^ ^ O , and it is also clear, by integrating (5.5), 
that 

Zp-i ~ bv~lLehx. 

We can thus repeat this process to obtain a solution of (1.1) satisfying 
(5.1), provided that aX^+fr^O for any nonnegative integer N. 

If akN+b~0 for some N, we need to proceed differently. We have 
to demonstrate the existence of a solution of 

(5.6) z'(x) = a\Nz(\x) + bz(x) 

with the property that z~bNLehx. We note first that a\N+b = 0 implies 
that a is real; and also that (iii) below (which we have not yet proved 
but whose proof does not depend on what we are now doing) tells 
us when applied to (5.6) that, if z = o(ehx), then in fact 3 = 0(1). Now 
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consider any solution of (5.6) with the property that in the interval 
[X, 1] both z'>0 and z " > 0 . I t is then easy to see that z">0 for all 
x ^X. For if z" vanishes for the first time at x = #0, say, we must have 
z'(xo)>z'Ckx0)>0 since z">0 in [X, x0). But 

s"(*o) = a\N+h'(\x0) + ^'(tfo), 

and since the second term on the right exceeds in modulus the first, 
we have a contradiction to z"(x0) = 0. Hence z">0 for all #^X, and 
so z' is positive increasing and z is unbounded, which implies by the 
remark above that Z9^o{ehx). By multiplying by a suitable constant, 
we can then arrange that z~bNLebx. 

PROOF OF THEOREM 5(iii). We have to show that if a solution y 
of (1.1) satisfies y = o(ebx), then y = 0(xK). We can integrate (1.1) to 
give 

ƒ 00 

e-bty(\t) dt. 

Since \y(x)\ ^Mebx for x^A, say, for suitable constants Af, A, we 
obtain, for x^X^A, 

/

» » M I a I e6Xaî 

e-b(i-\)t dt = — L _ ! , 
x b{\ — X) 

and by repetition 

M\a\neb** 
\y\ S — for x è X~M. 
1 y ' b»(i - x) • • • (i - x») 

Hence 

| y| â M'( | a | /b)»eb*~lA for X"w^ ^ * g X-W"M, 

which is equivalent to ;y = 0(#*). 
PROOF OF THEOREM 5(iv). This again follows from Theorem 7 of 

[4]-
PROOF OF THEOREM 5 ( V ) . The arguments of Theorem 3 can be 

modified to apply, except in proving that, if y = 0(xK), then the 
periodic function g associated asymptotically with y satisfies (4.3), 
and this we prove now. 

We first remark that if a and /3 are real constants, with /3>0, then 
we can show by integration by parts that 

(5.7) ƒ 00 

Pert» dt ^ / T ^ l + Axr^cferfi* for x à 1, 
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A being a constant dependent on a and /3. Further, since we can 
clearly take A = 0 if a < 0, it is possible to find a uniform A as a varies, 
provided that the set of values of a is bounded above, as it will be in 
our application. 

Now suppose that y is a solution of (1.1) satisfying y ~0(xK). Then 
| y | g Mx" for x in any In, where 7n = [X~*n#o, X"""-"1^] and x0 is chosen 
sufficiently large that y exists in every 7M. Let us make the induction 
hypothesis that 

(5.8) | y™ i ^ M(2Kbx0)
k\-«+1Hk+2)l2+1x*~k 

for x in any In (n^k), the constant K being specified below. The 
hypothesis is evidently satisfied for & = 0, and we prove it now for 
k+1. For (1.1) differentiated k times tells us that 

(5.9) jycw-i)) g 2Mb(2Kbxo)k\-ik+lHk+2)l2+1xK-k 

for x in any In (n^k + 1), and we can also differentiate (1.1) £ + 1 
times and integrate once to obtain 

y«+»(\t)e-btdt. 

Substituting (5.9) in (5.10) and using (5.7), we obtain, for x in In 

(n^k + 2), 

| 3,CH-i>a-te| g 2MK2iO>x0)*(| <*| À*+1/£)X-(A:+1)(*+2)/2 

•(1 + ilar^Xs)*-**-6* 

g 2Mb(2Kbx0)
k( | a | x*+i/£)X--<*+i)0M-2)/2+i 

•(1 + A\k+2XQ-1)(\xy-ke-b*. 

We can repeat this, substituting (5.11) in (5.10), and eventually ob
tain that, for x in In (n^k+p, p^2), 

\y(k+i)e-b*\ g 2Mb(2Kbx0)
k(\ a\ x*+Vè)p~1X-(fc+1)(A;+2)/2+1(Xp~^),c"^""6a! 

(5.12) X Û (1 + AX^'XÔ-1) 

^ 2KMb(2Kbx0)
k( \ a \ X ^ V é ) ^ - ^ » ^ ' * ^ ^ ) - " * * " * 

if we take 

00 

But 
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K - Log | b/a | /Log X, ( | a \ /b)^1 = X-«CP-D> 

and so (5.12) gives, for x in Ik+P (p^2)f 

| y«+» | S 2irM6(2ir6xo)fcX-(&+2)^+3>/2+H^+p+1^)^-fc-1 

S M(2Kbx0)
h+1\-^2) (*+8)/*+V-*-i 

since 

# in Ik+p* 

But the right-hand side of (5.13) does not involve £ (£2^2), and so 
we have established (5.8) with k+1 in place of k, at least for x in In 

(n^k + 2); and it is easy to see that (5.9) implies (5.8) with k + 1 in 
place of k and x in Ik+i. The induction hypothesis (5.8) is thus proved, 
and it is now easy to deduce (4.9a) from (5.8), and thus to obtain 
(4.3) as in Theorem 3. 

For the particular solution of (1.1) which also satisfies (1.2) we 
have the following results. 

THEOREM 6. Let y denote the particular solution of (1.1) which also 
satisfies (1.2). Then (i) if a>0,for all x, 

y>0, V > 0, • • • , y^ > 0, • • • , 

and also ye~hx is positive increasing so that the case yc^—^O cannot occur ; 
(ii) if a < 0 , then the case ye~hx—>0 occurs if and only if a\N+b = 0 

for some nonnegative integer N, and this situation is equivalent to y 
being a polynomial of degree N with N distinct real zeros ; 

(iii) if a<0 and \a\ <&, then for all x we have, as in (i), y>0, 
y > 0 , • • - , 3>(n) > 0 , • • • , but now ye~hx is positive decreasing to a non
zero limit] 

(iv) ifa<0and \a\ >b, with d\N+b^0 for any nonnegative integer 
N, then there is a unique nonnegative integer p such that \ a \ \p > b but 
\a\\p+1<b, and y has then precisely p + 1 zeros, all simple; y' has p 
zeros, all simple; • • • ; y{v) has one zero; y(*>+l\ y(p+*)f . . . have no 
zeros; and ye~bx tends to a nonzero limit with sign ( — l)p+1. 

PROOF OF THEOREM 6(i). The argument that y>0, / > 0 , • • • 
is essentially the same as that in Theorem 4(ii). Then (1.1) in the form 
(4.29) shows that ye~bx is positive increasing for all x. 

PROOF OF THEOREM 6(ii). A comparison of the power series expres
sion for y (remembering that b > 0) with the exponential power series 
makes it quite clear that ye~bx-f*0 unless the series terminates, and 
this happens if and only if a\N+b = 0, when y is a polynomial. That 
the polynomial has N distinct real zeros is proved in the same way as 
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the results in (iv) below. 
PROOF OF THEOREM 6(iii). If a<0 and \a\ <b, then initially y'>0, 

so that y is increasing. I t is then impossible for y' to vanish, for if it 
does so for the first time at x — x0l say, then y(x0)>yÇKxo) and so 
y'(xo)>0, which is a contradiction. Hence, for all x, y > 0 , and so 
y > 0. Similarly, by considering the equation for y\ we see that y" > 0, 
and so forth. Also, (1.1) shows that ye~hx is positive decreasing, and to 
a nonzero limit since a\N+b = 0 is impossible. 

PROOF OF THEOREM 6(iv). Initially we have j > 0 , y'<0, 
y > 0 , • • • ,y(p) of sign ( -1 )* , and y(p+1), y(r+2) • • -of sign ( - l ) * * 1 . 
Since 

yip+2) = a\
p+Yp+1)(\x) + byW>(x), 

and since | a |X p + 1 <6 , it follows by the same argument as in (iii) 
that yte+u, ytp+v, • • • are all of constant sign for all x, and that sign 
is ( —l) p + 1 , and further y(p+u~lehx for a nonzero constant / of sign 
( _ 1 ) P + I # Integration of this implies that y~lb~(p+1)ebx

t so that ye~bx 

tends to a nonzero limit of sign ( ~ l ) p + 1 . 
I t is clear also from Rolle's theorem that, since y^+l) is of constant 

sign, y(p) has at most one zero, y^~l>> has at most two, • • • , y has at 
most p+1. I t remains to show that the maximum number of zeros 
is in fact attained, and that the zeros are simple. 

We do this by induction. Suppose that dhe+p+b = 0 for some num
ber 0 with O < 0 < 1 . We use induction on p. 

If p — 0, we have to prove only that y has certainly one zero. Sup
pose not. Then, by applying (ii) to the equation satisfied by y', we 
see that y' is of constant sign (negative) and so y is positive decreas
ing, from which it follows that ye~bx-*0. But this implies that 
ohN + b — 0, which is not true, and yields the necessary contradiction. 

Suppose the result true for £ = 0, 1, 2, • • • , k; we now prove it for 
p = k + l. By the induction hypothesis, y' (which satisfies an equation 
with p — k) has exactly k + 1 zeros, all simple, say at x = x1 , • • • , #*+i. 
If we can show that y has zeros #i, • • • , Xk+% satisfying 

#1 < Xi < X2 < X2 < • • • < Xt+i < Xk+2, 

then we are done. 
Certainly y must vanish before x = xx. For if not, y is positive de

creasing in [0, #?], and so |yQucf) \ > |y(x*) \. Since also \a\ >b, this 
contradicts the fact that y'(x?) = 0. 

Now at x — x*, yr = Q and the term by(x) has negative sign. Thus 
ayÇKx) has positive sign and yÇKx*) < 0 . I t follows therefore that \x* 
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lies in (xu %i ). Further, since y'{xx ) =zy,(x2 ) =0 , we have 

(5.14) 
y(xf) y(x$) 

Now suppose that y does not vanish in (#f, x2). Then, since y is 
negative increasing in (xt, x2 ), 

(5.15) \y(x*)\ < \y(xi)\. 

But if Xx2* lies in (#i, x f ] , then 

(5.16) |y(X**)| > \y(\x*)\, 

and (5.15) and (5.16) together contradict the first equality of (5.14); 
while if Xx2 lies (xx, x2 ), then 

|y(**î)l > | y (* î ) | , 
which contradicts the second equality of (5.14). Hence y does indeed 
vanish in (#*, #*). 

The argument can now be repeated to obtain the full result. 

6. Asymptotic form of solutions when X < 1 : the case £ = 0. This 
case is very fully discussed by de Bruijn in [ó]. For completeness and 
comparison purposes, we state now those of his results which are 
comparable with the results of Theorems 3 and 5, and of Theorem 10 
to follow, but no proof will be required. 

Again let c = Log X < 0 and set 

(6.1) #(Log oc) = xk(Log x)h exp(—Jcr"1(Log x •— Log Log x)2), 

where 

k = | — c~~l — c~l Log( — ac), h = — 1 + c~~l Log(—ac). 

THEOREM 7. (i) Every solution of (1.1) is 0{<t>(Log x) ) as x—><*>. 
(ii) No solution of (1.1) {apart from the identically zero solution) is 

o {<t>(Log x)} as x—> oo. 
(iii) Given any function g(t) of the form 

00 

(6.2) g(<) = £ 7.exp(2fml/ | c | ) , 
n——oo 

where, for some constant C, 

(6.3) yn = O j expl r—; -y -y - + C L o g | « | j> , 
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then there is one {and by (ii) only one) solution of (1.1) which has the 
asymptotic behavior 

(6.4) <KLog x) {g(Log x - Log Log x) + o(l)}. 

Further, every solution of (1.1) has this asymptotic behavior f or some 
such g. 

REMARKS. 1. The asymptotic form (6.4) is obtained by de Bruijn 
in (8.3) of [ó]. His notation is different from ours, but it is not difficult 
to carry out the routine changes necessary to show that his formula 
(8.3) implies (6.4). (His formula also includes an estimate of the error 
term.) I t should perhaps be said, however, that even when the nota
tion has been changed, de Bruijn's formula (8.3) is only equivalent 
to (6.4) and not identical with it, i.e. he uses in place of 0 a function 
which can be shown to be (/>{ 1 + 0(1)}, and in place of g a function 
which can be shown to be g+o(l). 

2. Part (ii) of Theorem 3, and the corresponding part (iv) of 
Theorem 5, are real-variable results that can be established relatively 
easily, either by techniques in the spirit of the present paper, or, as 
in [4], by a Green's function technique. But part (ii) of the present 
theorem appears to be a much more delicate result that depends very 
heavily on the precise form of particular solutions of (1.1) and on 
their behavior as functions of a complex variable. 

3. The conditions (6.2) and (6.3) on g imply at once that it is 
periodic of period | c\, and not only infinitely differentiate, but even 
analytic in a horizontal strip of width T. De Brui'n proves explicitly 
only the second half of (iii), that for any solution of (1.1) the asymp
totic behavior is given by such a function g, but it is not difficult to 
see that the argument reverses. 

4. The condition (6.3) on g can be replaced by a condition on the 
derivatives of g, as in Theorem 3. This condition is that, as n—» 00, 

J g<»>($) I = 0{ {\T)~nn\e-^°S *>2/2M+* Log n} ^ 

uniformly in s and for some constant K. The proof follows the same 
lines as that in Remark 4 following the statement of Theorem 3 and 
will not be given here. 

5. While there is presumably a convergent series for any solution 
y (corresponding to (4.4)) of which <£(Log %) g(Log #--Log Log x) is 
the first term, it does not seem possible to write this down explicitly. 

6. There is a complete set of solutious of (1.1) with the property 
that, if g is given by (6.2), then the corresponding solution y has the 
same coefficients yn when expanded in terms of the complete set. The 
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reader is referred to [ó] for details. While the corresponding result in 
Theorem 3 or Theorem S is merely a tail-piece to the theorem, the 
present theorem is proved by investigating this special set of solutions 
and showing it to be complete. 

7. Asymptotic form of solutions when X>1: the case ô>0. We 
recall from §1 that in the case A > 1 all solutions are defined in an 
interval of the form [0, R), where 0<R^ oo and R may vary from 
solution to solution. In what follows we are interested only in solu
tions for which R — oo, so that we can talk about their asymptotic 
behavior. 

We use the same notation as before, i.e. s = Log x, c = LogX ( > 0 ) ; 
and k0 and K are as they were in Theorem 3. The remarks prior to 
Theorem 3 are also, mutatis mutandis, applicable here. 

THEOREM 8. Letb>0. 
(i) No solution of (1.1) (apart from the identically zero solution) is 

o(xK) as x—>oo. 
(ii) Let g(s) be periodic of period c and Holder-continuous with 

exponent 0, O<0^§ 1. Then there is one (and by (i) only one) solution of 
(1.1) such that 

(7.1) y(x) = xkog(Log x) + 0(xK~6) as x—» oo. 

(iii) If further g(s) has an mth derivative that is Holder-continuous 
with exponent 0, 0 <0 ^ 1, then y(x) has the asymptotic form 

(7.2) y(*) = **o is(Log*)+ £ * n g w ( L ° g x) +o{<r~-*\ . 

where the functions gn are defined recursively by (4.5). 

PROOF OF THEOREM 8(i). Suppose y is a solution of (1.1) such that 
y = o(xK). We have to show y identically zero. 

Once again, we integrate (1.1) to obtain 

ƒ» oo 

y(\t)e~bt dt. 
X 

For each i ^ l , set 

(7.3a) K(R) = supar*| y(x)\, 

so that K(R) decreases to 0 as R—» oo. Let x ^ R, so that \x g:\jR, and 
(7.3) thus gives, using (5.7), 

file://g:/jR
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| y{x) | e~b* ̂  ( | a | /b)(XxyK(XR)(l + Acr^e-**, 

and so |a|X* = & implies that 

\y(x)\ £ x*K(XR)(l + Ax-1), 

so that 

K(R) g if(X-R)(l + ARr1). 

Repeated application of this yields 

n 

K{R) S K(Xn+lR) I I (1 + AR-tX-r), 

and if we let n—»oo and note that 2£(\n+1.R)-*0 and that the product 
converges, we have K(R) = 0, as required. 

PROOF OF THEOREM 8(ii). We prove this by explicitly exhibiting a 
solution y which has the correct asymptotic behavior. We define in
ductively 

(7.4) y0(x) = xkog(Log x), 

ƒ 00 

e~bt{yo(t) ~ y0(x)} dt, 

/

» 00 

e~btyn(Xt)dt ( » = 1,2, • • • ) • 

I t is easy to see inductively, using (5.7), that yn is not larger than 
algebraic as x—» co, and so the definition of yn+i makes sense. We then 
prove the following two estimates: 

(7.7) | yx(x) | g Ex*-6 

for x ^ 1 and some positive constant K, and, for n ^ 1, 

(7.8) | yn(x) | ^ ^x-cn-Dô^-ô^/cx-D, 

for x^ 1, where the constant i£ is the same as in (7.7), and the con
s t a n t ^ is the same as in (5.7) with /3 = &, a = K—0. 

Once (7.7) and (7.8) have been proved, and they will be proved be
low, we define 

00 

the series being absolutely and (apart from the factor xK) uniformly 
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convergent for x*z 1 by virtue of (7.8). Further, 
00 K 

I y(x) - y0(x) | â 53 I y*(*) I = : s^V^-"* , 

so that y has the correct asymptotic behavior. Finally, y satisfies 
(1.1),for 

(7 .9) y'n+l(x) — hn+l(x) = ayn(\%), 

while from the definition of yi, 

ƒ» CO 

e"bty0(t) dt - yQ(x), 
X 

so that 

(7.10) (— - b\ (y0(x) + yi(x)) = - Jy0(*) = oy0(\x), 

the function g in (7.4) being periodic of period Log X; and (7.9) and 
(7.10) together imply that y satisfies (1.1). 

I t remains to prove (7.7) and (7.8). To deal first with (7.7), we write 

(7.11) ;yo(0 - y0(x) = (**o - **o)g(Log *) + **°{g(Log /) - #(Log x)\ 

on the right of (7.5). The contribution to yi(x) from the first term of 
(7.11) is 

ƒ» 00 /» 00 

e-Kt-*)(tko _ ^ o ) <ft = kQg(Log x) I ^ - M ^ ) ^ o - l ^ 
x J x 

by an integration by parts. Since g is bounded, this is majorized by 

ƒ 00 

e-h(t-x)t*-i dt S const xK~\ 

by use of (5.7). 
Also, J g(a) —g(s) I ^cons t | a — s\9 for all real cr, s, since g is Holder-

continuous and periodic, and so the contribution to yi(x) from the 
second term of (7.11) is majorized by 

/

» 00 

e-b{t-x)tK I L o g i _ L0g x |0 j / . 

Since 

Log / — Log x = Log{ 1 + (/ — x)/x\ S (t — #)/# for * ^ x, 

(7.12) does not exceed 
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ƒ 00 

e~-Ht~x)tK(t - %)* dt. 
J! 

But since 

( l - « ) ^ l t ( l - x) for I ^ x, 

we can use (5.7) and an integration by parts to prove that 

e-*«-*n*(t - x)e dt S A'x* 
X 

for x^l and O<0:gl , the constant A' being independent of x or 0. 
This completes the proof of (7.7). 

We prove (7.8) by induction, noting that it is true for n — 1 by 
(7.7). Assuming it is true for n, we have 

ƒ 00 

e-Ht-*) | ynQ,t) \dt 

(7.14) /

oo 

e-6u-*)(x;)«-vi/(x-i)<^ 

ƒ• o o 

x 

S K\-nBx*-eeAi^~l)x(l + Ax-1), 

where we have used (5.7) and the fact that |a|X* = &. But 

(exp J (1 + Ax-1) S exp < + —> 
V P(X - l)x/K J H l(X - l)x x) 

XA 
= exp 

(X - 1)* 

and so (7.14) leads to (7.8) with n replaced by w + 1 , thus completing 
the proof. 

REMARK. The prescribed asymptotic function y0 is by hypothesis 
Holder-continuous but not necessarily differentiable, while the solu
tion y y since it continues to exist as x—> oo, is by the remarks in §1 in
finitely differentiable. I t is interesting that we have constructed such 
a function y as a sum ^yn in which y0 and j i are (in general) not dif
ferentiable separately, y2 is differentiable only once, y* only twice, 
and so on. 

PROOF OF THEOREM 8(iii). We may assume w ^ l , for if w = 0 the 
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result contains nothing new. 
Denote by Cj the coefficient of xk*~Jgj on the right of (7.2). Then 

(7.15) c^x « b(l - \-*)c, (i - 1, • • • , m). 

Set 

m 

(7.16) y(%) = X) ^ - > & ( L o g a) + *(*), 
y=o 

and we have to show that 

z{x) = 0(xK~m~e). 

If we substitute (7.16) into (1.1), bearing in mind that aX*o + & = 0, 
that each gj is periodic and that y^ and z may not be differentiable 
separately, we obtain 

^ d ( . d 
X, Ci— {^°-^;(Log x)\ + — \cmxh*-mgm(^og x) + z(x)\ 
y«o dx dx 

m 

= b Z «y(l - X-0^°-^(Log *) + az{\x) + fti(«). 
y«o 

But (4.8) and (7.15) enable us to cancel the summations on either 
side, and what remains can be rewritten as 

d ( , 
— {e~hx(cmxk»-mgm(Log x) + z(x))\ 
dx 

(7.17) , > 
= e~bx{az(\x) — bcmxkQ~mgmÇLog x)\. 

Since y(x) —0(x*), the same is true of z(x), and so we can integrate 
(7.17) to obtain 

e~bx(cmxk»-mgm(Log x) + z{x)) 

ƒ 00 

e~bi{az(\t) - bcmtk'-mgm(Log t)\ dt, 

which may be rewritten as 

e~b^~^z(\t) dt, 

where 

ƒ 00 

e-b^-x){tk^mgm(Log t) - xk»-mgm(Log x)\ dt. 
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Then, merely replacing k0 by k0 — m in the proof of (7.7), we obtain 

(7.19) | ziix) | S K'x*-™-9 

for x ^ 1 and some constant K'. 
To complete the proof of (iii), we set 

/

• 00 

e-b(t-*)Zn(xt) dt {n = 1, 2, • • • ), 
X 

and show (as in the proof of (7.8)) that 

| Zn(x) | g K'X-(n-l)(m+6)XK-m-ee\M/Çh-l)x 

for x ^ 1 and n^l and some suitable constant M. I t then follows that 
the function 

00 

exists and satisfies (7.17) and is 0(xK~m~e) as #—> °o. But z = o(xK) from 
its definition and part (ii) of the present theorem, and so by part (i), 
z — £^=0, so that z = 0(x*~m~e) and the proof is complete. 

8. Asymptotic form of solutions when X>1: the case b<0. 

THEOREM 9. Let b< 0, with K as in Theorem 3. 
(i) The series in (5.2) converges absolutely and uniformly for all x^O, 

so that y h is a solution of (1.1) decaying like Lehx as x—» oo. 
(ii) There is no solution of (1.1), other than a constant multiple of y^ 

such that y — o(xK) as x-~> oo. 
(iii) Let g be as in Theorem 8(ii). Then there is a solution y of (1.1) 

satisfying (7.1), and this is unique by (ii) up to addition of a constant 
multiple of yL> 

(iv) If further g satisfies the conditions of Theorem 8 (iii), then y has 
the asymptotic form (7.2). 

REMARK. The solution yL is analytic in x, a, b for x>0, b>0 and 
any a. In particular, ^L(O) is analytic in a, 6, ô > 0 , so that 3>L(0) = 0 
can occur only for exceptional pairs a, b. "In general," therefore, there 
is one (and only one) solution of (1.1) satisfying (1.2) and decaying 
exponentially as x—>oo. 

PROOF OF THEOREM 9(i). This is obvious. 
PROOF OF THEOREM 9(ii). Let y be a solution of (1.1) such that 

y = o(xK). We have to show that y is a multiple of yL-
The first stage in the proof is to show that y is at least exponentially 

small, i.e. that 
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(8.1) y = 0(e~€X) for some e > 0, 

and we shall need the inequality (easily proved) that 

(8.2) f FeP* dt g Qr\\ + Mar1)**** (x è 1), 
J i 

where the constant M depends on a, j8, ft > 0. 
To prove (8.1), integrate (1.1) to obtain 

(8.3) y(x) = eb^y(p) + a f eh^-^y(\t) dt ( ^ p è 1). 

Define K(R) as in (7.3a), so that K(R) decreases to 0 as R—»oo, and 
then (8.3) gives 

| y(x) | â K(p)pKeHx~p) + \a\ \*K(\p) f J><r-'H* dt (x â p è 1) 

^ K{p)pKeh<<x-^ + K(\p)x*(\ + Mar1), 

by use of (8.2) and |a |X*= — b. Multiply the last inequality by x~~* 
and take sup for x^a^p^l. Since ar^e^^Ce - 6 ' * for # ^ 1 , where 
V > 0 may be arbitrarily close to | b | and C depends only on K and b' 
we have, since e~h'x^e~h,(r

y 

K(a) S K(p)p*Ce-h'«-h<> + K(\p)(l + Ma"1) (a ^ p è 1), 

where C does not depend on p or a*. Setting p = crX~1/2 and noting that 
K(p) is bounded for p e l , we obtain 

(8.4) K(a) é C V exp{ - ( i ' + b\~lf2)a} + KiX1'2*)^ + Ma~') 

(cr^X1/2), where C does not depend on cr. 
Since b' may be arbitrarily close to |&| = — 6, and since X > 1 , we 

may assume 

b' + &A-1'2 = 2e > 0. 

Then the first term on the right of (8.4) is C'a'er2w£C"e-w for 
o-^X1/2, where C" does not depend on cr. Hence 

(8.5) K(a) £ C V " " + (1 + M c r - ^ ^ V ) (cr à A1'2). 

We now prove by induction that 

A1'2 M\ 
(8.6) üT(cr) g exp 

( A1/2 AH 

IA1'2 - T ~ 7 j 
C" X) ^<Vt/2<r + K(\mt2a) 
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for <rèX1/2, ra = l, 2, • • • . The result is true for m~ 1 by (8.5). Let us 
assume it is true for m, replace a by X1/2cr in (8.6), and substitute the 
result in (8.5) ; we obtain 

K(a) g Ce-* + (1 + M<T~l) exp i M \ 
lev2 -1) j 

m - I 

C" 2>3 Cp{-«A»'V} + A-(X(m+1)/V) 

( X1'2 i f ) 
S C é T " + exp < } 

I X 1 ' 2 - 1 a) 
m 

C" £ exp{-eXn'2er} + K(\<*+l»*(r) 

which implies (8.6) with m replaced by m + 1. 
Now let m—><*> in (8.6). Since K(R)—>0 as R—»<*>, we have 

f X1/2 M) °° 
tf(cr) â exp {— - — ) C" E exp{-€X-/V} (a- à X1'2), 

and this implies that K(cr) = 0(e~ea) as cr—>oo, from which (8.1) fol
lows easily with, say, Je in place of e. 

The next stage is to show that 

(8.7) 7 = lim e~bxy(x) 

exists. Substituting (8.1) in (8.3), we have, for x^p, and some con
stant C, 

y(?)\ y(p) | eb(x~p) + 
C \ a\ 

p~tKx 

tb\ - € \ 

provided eX < | ô | . Hence y = 0(e~~^x) if eX < | b | , and by repetition 

(8.8) y = 0(e~cXn*) if eX" < | 6 | . 

But if (8.1) is true with any particular value of e, then it is true with 
any smaller value, and so we may choose e, n so that e\n<\b\ while 
eXw+1>|&|. Then (1.1) gives 

x rx 

[e~bty(t)]i = a J e~bty(Xt) dt, 

and since the integral on the right converges as X—»oo, by (8.8) and 
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the choice of e and n, (8.7) follows. 
Finally we show that 

(8.9) y(x) = 7L-iyL(*), 

Set z(x) =y(x)— yL~lyL(x). Then z = o(ehx), and so (1.1) gives on 
integration 

(8.10) ƒ 00 

e-btz(\t)dt. 

For each R>0, define Ki(R) = sup*ejR e~hx\z{x)|, and then K\(R) de
creases to 0 as R-^co. Further, in the usual way, (8.10) gives 

lal 
(A — 1)| b\ 

and repetition leads to 

Ki(R) S , , g& ( X n-1 ) g iTi(X^). 
( X - 1 ) - I e l -

Letting w—>oo, we deduce that Ki(R)z=0, so that 2 = 0, as required. 
PROOF OF THEOREM 9(iii). The proof is similar to that of Theorem 

8(ii) and will only be sketched. We define inductively 

y0(x) = xkog(Log x), 

Vi(x) = - b f #<*-»y0(t)dt - y0(x) 

= - b f eb<*-»{y0(t) - y0(x)}dt - eb^y0(x) (* ^ p è 1), 

yn+1(x) = a f #<*-»yHQit)dt (» = 1, 2, • • • ), 

p being a constant to be determined below. 
We first prove (7.7) for our present y\, the proof being essentially 

the same as the earlier proof except that (8.2) replaces (5.7). Then we 
show that, for n^ 1 and x è p , 

(8.11) | yn(x) | ^ ZA-<*-W(l + Mp-1)""1**--*, 

the proof being sufficiently similar to that of (7.8) to require no repe
tition. The required solution y is then defined by ]£»L=o yn, the series 
converging by virtue of (8.11) if \-\-Mp~l<\\ which is true if p is 
chosen sufficiently large. 
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PROOF OF THEOREM 9(iv). The proof is similar to that of Theorem 
8(iii). Instead of (7.18), we solve the integral equation 

*(*) = xi(x) + a j à^-'HiXt) dt, 

where 

e6( a 5-0^o-^w(L o g j) dt __ CmXkQ-mgm(L0g x) 

P 

= ~ bcm I ^ ' > { * * ^ m f t » ( L o g 0 ~ Xbo-ngm ( L o g x)\ dt 
J P 

- cmeHx-p)xk»-mgm(Log x). 

For this Z\{x) we again have the estimate (7.19), and we then define 

Zn+i(x) = a I e^-^ZniXt) dt (n = 1) 
JP 

and prove 

| zn(x) | ^ K'X-^-v^+^il + Mp-l)n-lx*-m-Q (n ^ 1). 

This implies the convergence of the series 23i°° zn if P is sufficiently 
large, and the argument can be completed as before. 

9. Asymptotic form of solutions when X > 1 : the case 6 = 0. 

THEOREM 10. We use the notation of Theorem 7. 
(i) No solution of (1.1) (apart from the identically zero solution) is 

o{<f>(Log x)} as x—» oo. 
(ii) Let g(t) be periodic of period c, and let g'(t) be Holder-continuous 

with exponent 0, 0 <6 < 1. Then there is one (and by (i) only one) solution 
of (1.1) such that 

y(x) = #(Log x){g(~Log x — Log Log x) + 0[(Log x)~9]}. 

REMARK. If g(t) is several times differentiate, then y(x) presum
ably has an asymptotic expansion as in Theorems 8, 9, but since the 
form of this would be very complicated, we do not discuss it. 

PROOF OF THEOREM 10(i). Let 

s = Log x, x = ea, Y(s) — y(x), 

and then (1.1) becomes 

(9.1) Y'(s) = ae*Y(s+ c). 
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We first collect some results on the function <j>(s) which will be used 
in what follows, and which are all obtained by routine calculations. 
We have 

(9.2) <j>'(s) = r V W { s + Log s + 1 + ck - (Log s)/s + hc/s} 

(9.3) *4>(s + c) = (~ac)~l<l>(s){s - Logs + (h + i)c + 0[(Logsy/s]} 

as 5 —> oo, 

(9.4) a*4>(s + c) - <t>f(s) = 0{<t>(s)(Logs)2/s}. 

Further, if &i = re k, hi~re h, 

(9.5) | 0(j) | = exp{ - \ c~\s - Log *)2 + klS + hx Log s], 

(9.6) | 4>(s) | ' = c-" | <Ks) | { -s + Logs + 1 + ckx - (Logs)/s + hlC/s\, 

(9.7) | a\ e>\ <f>(s + c) \ + \ <t>(s) | ' = 0{<l>(s)(Logsy/s\. 

From (9.6) we deduce the existence of a constant L such that 

(9.8) U(*)| ^Ls-^-UWl '} 
for s sufficiently large, say s^R0, and (9.8) and (9.7) imply that, for 
s^Ro, 

(9.9) | a | e \<t>(s + c) | £ {1 + L(Log s)2/*2} { ~ | *(*) |'} -

Since \<j>(s) | behaves roughly like e~s2/2c as s—»oo , we can integrate 
(9.1) to give 

(9.10) F(s) = - a J e*F((j + c) da, 

the integral converging absolutely. For each R^R0, define 

K(R) = sup | 0 M | - * r ( 5 ) , 

so that K(R) decreases to 0 as R-*00. Then (9.10) gives, for s^R, 

e ' I 0 0 + c) I <i<7 

£K(R+ c)f {l + -L(Log <r)V«72} { - I $(<r) | '} da 

by (9.9). If we suppose, as we may, that (Log s)/s is decreasing for 
s è Ro, we obtain 

I r(s) I â K(R + c){l + L(Log tf)2/*2} I *(*) I , 
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SO t h a t 

K(R) S K(R + c){l + L(LogRy/R*}. 

Repeated application of this gives 

2=* ( {Log(R + jc)\2) 

which implies in the usual way that K(R)^0, as required. 
PROOF OF THEOREM 10(ii). As in Theorems 8(ii), 9(iii), we con

struct a solution having the required asymptotic property. We set 

(9.11) Y0(s) = <t>(s)g(s-Logs), 

and then define inductively 

(9.12) FQ(s) = ae*Y0(s + c) - Yi (s), 

(9.13) Yx(s) 
/

00 

Fo(cr) da, 

- ƒ . (9.14) Yn+1(s)=-aj e'Yn(a + c)da (n = 1, 2, • • • ). 

We shall prove the following estimates, which also serve to justify the 
convergence of the integrals in the above definitions: 

(9.15) \F0(s)\ £Kr*\<Ks)\ 

for sufficiently large s, say s^Ri^Ro, and for some constant K; and 

(9.16) I Ya(s) | g KL{s + (» - ^c}-1-» | t(js) | «»<•> (» è 1, * è * i ) , 

w h e r e p ( 5 ) = L ^ » - o {Log(s+«c) }2/(s+wc)2. Once (9.15) and (9.16) 
are proved, as they will be below, we form 

Y(') = Z r.W, 
»-0 

the series being absolutely and uniformly convergent for s*zRu and 
we have 

I Y(s) - Y0(s) | è Z | F.(5) | ^ KL | *(*) | .^w f > + i * ) - " 

g const I 0(s) I r~ö. 

This shows that Y has the correct asymptotic behavior, and to show 
that F is a solution of (9.1) for s*zRu it suffices to note that 
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Yi (s) + Y{ (s) - Y{ (s) + F0(s) = ae°Y0(s + c), 

FÎLnW = o*Yn(s + c) (n = 1, 2, • • • ). 

I t remains only to prove (9.15) and (9.16). To prove (9.15), we use 
the periodicity of g and (9.4) to write 

F0(s) = ae8<t>(s + c)g(s - Log(s + c)) - 4>'(s)g(s - Log s) 

-<Ks)tf(s-Log s)(l - s-1) 

= <t>'(s){g(s - "Log{s + c)) - g(s - Log s)} - <Ks)g'(s - Log s) 

+ 0 { * « ( L o g j ) V * } . 

The term involving <t>'(s) may be written, using (9.2) and the mean 
value theorem, 

- < r V M { - * + Log* + 0(l)}g'(*) Log(l + c/s) 

= s-*cl>(s){s - Logs + 0(l)}g'(a), 

where s —Log(s+c) <a<s — Log 5. Hence 

*oto = 4>(s){f(a) - *'(* - Log s) + 0[(Logs)2A]}, 

and (9.8) follows from the fact that 

I g V ) ~ g'(s ~ Log s) | g const \<r — s + Log 5 \e 

g const | Log(s + c) — Log s \9 ^ const(c/s)*. 

To prove (9.16), we note that p(s) is finite and decreases to 0 as 
S—>oo. 

For # = 1, (9.16) follows from 

ƒ 00 / » 00 

ƒ 00 

r- t-dC- |0(ff) |/) da. b y (9i8) 

If (9.16) has been proved for n, then 

I FB+1(5) | ^ | a | £ L ƒ e'Ca+wc)-1-» | *(<r+c) | *<""> Ar 

ƒ 00 

(<r+Mc)-1-»{H-i(Log<T)2A2}e',('r+e){- | <*>(*) |'} da 
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by (9.9). Since the first three factors in the last integrand are de
creasing, we obtain, noting that { l + L ( L o g s)2/s2}ep(8+e)^ep^\ 

| Yn+1(s) | g KL(s + nc)-l-° \ 4>(s) \ *<•>, 

so completing the proof of (9.16) by induction. 

10. Asymptotic form of solutions when X> 1 : distributional asym-
totic behavior. The treatment of the case X> 1 given in §§7-9 seems 
unsatisfactory in two respects. In the first place the assumption of 
Holder continuity on g(s) (see Theorems 8-10), although necessary 
for technical reasons, appears to be rather unnatural. Nor did we con
sider the question whether those solutions which do have the asymp
totic behavior discussed in Theorems 8-10 can be detected by their 
behavior on a finite interval, say [x0, \x0]. 

In order to resolve these points we shall consider in this section a 
larger class of solutions. Since, however, the most general solutions 
would be quite unmanageable (see §1), we shall still restrict ourselves 
to solutions having an asymptotic form such as xko g(Log x) as x—><*>, 
but we shall now allow g(s) to be a distribution. We therefore start 
by introducing the concept of a distribution in this context. 

In what follows we mean by a distribution g(s), a complex-valued 
distribution on (— oo, oo) [see [ l l ] for the basic definitions]. If g(s) 
is not equal to a function, g (s) is only a symbolic notation. If cj)(s) is a 
test function (infinitely differentiate function with compact sup
port), we use also the symbolic notation fg(s)(j)(s) ds for the func
tional (g, <j>). (Here and in the sequel, an integral without indication 
of the limits is understood to be taken over (—•<», <»).) 

The notation g(s + c) denotes the distribution obtained from g (s) 
by a left translation by c, i.e. g(s+c) is defined by 

J g(s + c)<l>(s) ds = J g(s)<f>(s - c) ds. 

The distribution g (s) is periodic with period c if g(s+c) =g(s). 
We say a sequence {gn(s)} of distributions converges to a distribu

tion g(s) (in symbols gn(s)-*g(s) as n—><*>) if 

(10.1) J gn(s)4>(s) ds->J g(s)<l>(s) ds as n -> oo 

for each test function <£(s). As is well known [ l l , p. 74, Theorem 
X I I I ] , this "weak" convergence is equivalent to "strong" conver
gence, i.e. it implies that the convergence is uniform on any bounded 
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set of test functions. (A set {<t>(s)} of test functions is bounded if all 
<j>(s) have a common compact support and if, for each fixed fe = 0, 
1, 2, • • • , all dk<t>/dsk are uniformly bounded.) 

We recall that the relation gn(s)—>0 can be differentiated any num
ber of times. 

We shall say that a distribution g (s) is asymptotically zero as s—± oo, 
and write 

d 
(10.2) g(s) ~ 0 as 5 --» oo, 

if the sequence {g(s-+-hn)} converges to zero for any increasing se
quence {hn} of real numbers with hn—»°°. I t is easy to see that (10.2) 
is true if g(s) is a function such that g(s)—»0 as s—>oo in the ordinary 
sense. The relation (10.2) can be differentiated any number of times; 
and it is trivial that if g(s) is periodic and satisfies (10.2), then g(s) = 0. 

We write gi(s)JLg2(s) if gi(s) -g2(s)£o. 
Now we can state a theorem that supplements and generalizes 

Theorem 8. We follow the notation used there, i.e. c = LogX>0, k0 is 
a particular value of log( — b/a)/c} K = re ko = Log\b/a\/c. Again we 
mean by a solution an infinitely differentiable function on [0, oo) 
that satisfies (1.1). 

THEOREM 11. Let b>0, X > 1 . 

(i) If y{x) is a solution of (1.1) such that 

d 
(10.3) e~ko8y(e8) ~ 0 as s -* oo, 

then y(x) = 0 identically, 
(ii) Let g(s) be any periodic distribution with period c. Then there is 

one (and by (i) only one) solution y(x) of (1.1) such that 

d 
(10.4) e~kQ8y(e8) ~ g(s) as s —> co, 

and on any interval [x0, X#0] with #o>0, y(x) satisfies the inequalities 

(10.5) | y^(x) | ^ MKnXn2'2 (n = 0, 1, 2, • . . ) 

with some constants M, K>0 which depend on xo-
(iii) Let y(x) be an infinitely differentiable function on [x0, Xx0] 

satisfying (3.1) and (10.5), where x0> 0 is arbitrary but fixed, and Mand 
K are now any given positive constants. Then y(x) can be extended, in a 
unique way, to a solution on [0, oo) of (1.1), and there is a unique per
iodic distribution g(s) of period c such that (10.4) is true. Further, 
g(s) is a smooth f unction if K is sufficiently small. 
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REMARKS. 1. There is a similar theorem for the case 6<0 , with the 
obvious modification due to the existence of the distinguished solution 
yL (see Theorem 9) ; we do not state it explicitly. We have not con
sidered the case b =? 0. 

2, The uniqueness result (i) is a generalization of Theorem 8(i). 
The proof given below is quite different from the previous proof and 
depends heavily on the results for X < 1, while the previous proof is in
dependent of the case X < 1. For this reason we have thought it worth
while to give both proofs. 

3. As we have pointed out earlier, there is a striking analogy be
tween (10.5) and (4.3), in which the roles of y(x) and g(s) are inter
changed. 

PROOF OF THEOREM l l ( i ) . Suppose y(x) is a solution of (1.1) 
satisfying (10.3). I t will suffice to show that fy(es) cj>(s) ds = 0 for any 
test function <f>(s) with support smaller than c in length. 

Let <j>(s) be such a function, so that there is a value s0 such that 
<£(s)=0 unless s0<s<s0+c, and set u(x)=x~"1 <£(Log %) for x0^x 
^Xxo, where Xo = e*°>0, so that u(x) vanishes identically near the 
ends of [x0, Xx0]. We can then extend u(x) to a solution on (0, oo) of 
the functional equation 

(10.6) u\x) = - a\-*u{\-lx) - b\-lu(x), 

by the general arguments discussed in §1, and we note that (10.6) is 
of the same form as (1.1), with X replaced by X _ 1 < 1 . It is easily 
verified, by differentiating and using (1.1) and (10.7), that we have 
the identity 

y(Qu(Q d£ - \arly(x)u(\x) = A = const, 
X 

and putting x = xo and using U(\XQ) = 0 , we obtain 

y(Qu(Q dt = y(e*)<t>(s) ds. 

Our proof is therefore complete if we can show that . 4 = 0 . 
To this end we rewrite (10.7) in terms of the variable 5 = Log x, and 

then "mollify" it by multiplying by \l/(s — p) and integrating with re
spect to s, where \[/(s) is a test function such that iKs)=0 and 
f\l/(s) ds — 1, and where p > 0 is some constant. The result is, after 
change of the order of integration, 

(10 .9) I y(e')u(e')\pi{s - p)e« ds - Xar1 I y(e')u(e'+c)^{s - p) ds = A, 



934 TOSIO KATO AND J. B. McLEOD [November 

where \(/i(s) = f8-c\l/(t) dt is also a test function. 
The first integral on the left of (10.9) may be written 

(10.10) I e~k«sy(es)u)p(s - p) ds = I e~*o(*+');y(eH-',)wp($) ds, 

where Wp(̂ ) =^(fc0+1)(*+p)u(ea+p)^i(^)J and the set of functions {cop(s)} 
for varying p > 0 form a bounded set of test functions, since ypi(s) is a 
fixed test function and e(ko+1)su(ea) is a bounded function together 
with all its derivatives as s-+ <*>. (This is part of the proof of Theorem 
3(iii), applied now to (10.6): note that —b\-1/à\~2= —\b/a 
= ( X - 1 ) - ^ » . ) I t then follows from (10.3) that (10.10) tends to 0 as 
p—>cc through any sequence; recall the remark after (10.1). Similarly 
we can show that the second term on the left of (10.9) tends to 0 as 
p—» 00, and this gives A = 0, as we wished to show. 

PROOF OF THEOREM l l ( i i ) . If g(s) is a periodic distribution, it is 
essentially a distribution on a torus and hence has a Fourier series of 
the form (4.7), where cm = 0(mN) for some positive integer N [ l l , 
p. 224]. 

Now define cm successively by c°m = cm and 

cm = cm / ( r + k0 + litimc ) 

(f» = 0, ± 1, ± 2 , • • . if = 1,2, . . - ) . 

This construction is possible unless k0= —r — lirinic-1 for some r and 
m. Assuming, for the moment, that the exceptional case does not 
occur, we see that cr

m = 0(m~2) if r è i V + 2 , and fixing one such r, we 
set 

00 

(10.12) g (s) = X) cm exp(2irw»V<0-

The series converges and gr(s) is Holder-continuous and periodic with 
period c. Also (10.11) implies that 

(10.13) e-k^{e-9d/ds)re^+r)8gr(s) = g(s) 

in the distribution sense. 
Since gr(s) is Holder-continuous, there is by Theorem 8(ii) a solu

tion yr(x) of (1.1) with a replaced by aX~r such that 

(10.14) x-^+r)yr(x) = gr(Log x) + 0(x~e) as x -» 00, 

where 6 > 0, and this implies that 
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d 
(10.15) e-^

kQ+r^yr(eS) ~ £*W as 5 —> oo. 

Now y(x) = (d/dx)ryr(x) is a solution of (1.1), and furthermore we see 
from (10.13) and (10.15) that e-k°°y(e°)À,g(s). For (10.15) can be dif
ferentiated any number of times and hence admits the application of 
the operator e~kos(e~8d/ds)re(ko+r)*, which is a differential operator with 
constant coefficients. Thus y(x) is the solution of (1.1) with the desired 
asymptotic properties. 

In the exceptional case mentioned above, we may assume that 
&o=— r0 for some integer r 0 > 0 , for k0 is undetermined up to an 
integral multiple of 27ric~1. We then consider g0(s) = g(s)—c0. For this 
go(s) the construction (10.11) is possible if we set cr

0 = 0 for all r > 0 , 
and in this way we obtain a solution yo(x) of (1.1) such that 
e-k08 y0(e*)Âsgo(s). On the other hand, we know by Theorem 8(ii) 
that there is a solution yi(x) such that e~k<>8 yi(s)jLc0. Then y(x) 
= yo(x)+yi(x) is the desired solution. 

We next prove (10.5). Since y{x) satisfies (1.1), we have 

and using (1.1) again, we obtain easily the estimate 

| ƒ (a?) | S (2 | a | +b)M for X~^o ^ * Û *o, 

where ikf== max |;y(x)| for x0^x^\x0. If we denote by ||ƒ||m the maxi
mum of | f(x) | for x G [kmx0l Xm+1x0], the above result may be written 

| | / M ( 2 | a | +J)||y|Ui, 
and since y(n)(x) satisfies (1.1) with a replaced by a\n, we have 

(10.16) \\yin+1)\\m S (2 \a | X- + 6)||y w | U i . 

Successive application of this inequality gives 

\\yM\\o£ (2\a\ + b)W-w\\y\\n. 

Since y(x) = (d/dx)ryr(x), where yr(x) is as given above (again assum
ing the nonexceptional case for the moment), we obtain in the same 
way 

'Ml. S (2 | a | X-1 + b) • • • (2 | a | X - + ô) | | / | |n +r 
(10.17) 

=S (2 \a\ +bY\\y'\\n+r. 

But we see from (10.14) that yr(x) = 0(xK+r), and hence ||yr||n+r 
£M\(K+rUn+r). Altogether, therefore, we obtain 
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\\y{n)\\o S M(2\ a\ + by+'X^-^X^^, 

which is equivalent to (10.5). (The exceptional case offers no further 
difficulty.) 

PROOF OF THEOREM l l ( i i i ) . Suppose y(x) satisfies the conditions 
stated. Then y(x) can be continued to a solution on [0, oo) of (1.1) 
(see §1), and we have 

y(Xx) = arKD - b)y(x), 

where D = d/dx, and 

y(X2x) = <rl\y'Qix) - by(Xx)] = ar^X-W - b)y(Xx) 

= ar2(D - ^(X^D - b)y(%). 

Proceeding in the same way, we obtain 

y(\n+lx) « a-(n+l)(p _ b)(X~lD - b) • • • (X~nD - b)y(x) 

(10.18) - (»+ l ) <A .n. T,n-mm 
= a 2L, Am(— b) D y(x) 

where A^— J^X""*""* *», the sum being taken over all indices j r 

such that 0 â j i < j 2 < * • * <jm^n. Writing j r = r — 1 + kr> we have 

n — m(mr~l)/2 ^-^ —*i-
^m = X 2L/^ 

where the sum is to be taken over 0^fei^&2^s • • • SkmSn — rn+l. 
This sum does not exceed 

(èx-*V = (i-x-0-, 

so that 

(10.19) 0 ^ ^ X ^ l , , ! ( l - x V . 

Since (10.5) may be written |Z>;y(x)| ̂  \a\ Afii£?Xn(n~l)'2, we ob
tain, from (10.18) and (10.19), 

| y(Xn+1x) | S M1(b/ \ * \ ) n t b~m(l - X~ymK: 

â MS/1 a | )»[1 - KJrKl - X"1)"1]"1 for * G [*0, X*0], 

provided Ki<b(l —Xrl), which is the case if K is sufficiently small. 
Now (10.20) implies that y(x) =0(xK). Similarly we can prove that 

y'(x) =0(#*~1) if K is sufficiently small. Then the same argument as 
in the proof of Theorem 3(iii) applies, with the result that 3 (̂̂ ) = 
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x*o(g(Log x) + 0(x~1)), where g(s) is a continuous periodic function of 
period c. This proves (10.4). 

The general case when K is not so small can be reduced to the 
above case by "integration." In general one can find a solution yr(x) 
of (1.1) with a replaced by a\~~r such that (d/dx)ryr(x) =y(x); the 
construction is given in the proof of Theorem 5(ii). (There is an 
exceptional case in which this fails, but the present proof can easily 
be modified to meet such cases.) Then (10.5) becomes 

| D*y(x) | ^ MKn~r\^~^ '2 S M2(K\-r)n\n*i* (x G [*o, X*0]) 

for n^r, and the inequality is true also for n<r if Mi is adjusted. 
Since KX~r can be made as small as we please by taking r large, it 
follows from the result proved above that yr(x) has an asymptotic 
form of the type (10.4). Then the desired result for y(x) follows by 
differentiation (cf. the computations in the proof of (ii)). 

Finally, the uniqueness of g (s) follows from a remark given after 
(10.2). 
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