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1. Introduction. Excitable media are most often modeled by "reaction-
diffusion" equations of the form 

du/dt « F(u) + AAu. (1.1) 

u(x, /) is an n vector which defines the state of the system at a given point x at 
time /. The nonlinear function F describes the "kinetics" of the medium while 
the diffusion effects enter via the term AAu. A is a diagonal matrix with 
nonnegative entries and A is the Laplace operator in the appropriate number 
of space dimensions, in this paper one or two. In a spatially homogeneous 
configuration the state of the system evolves according to 

du/dt « F(u). (1.2) 

The features which characterize "excitability" can be described in terms of 
this kinetic equation. They are (i) a globally stable equilibrium or rest state, 
(ii) an "excited" region of the state space which can be reached if a stimulus 
is applied to the system which exceeds some threshold level, and (iii) a 
refractory region of the state space in which the system will gradually return 
to rest, and will not respond to further stimulation unless sufficiently near the 
rest state. The behavior of a typical trajectory is summarized in Figure 1.1. 
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The striking feature of such media is that in a spatially inhomogeneous 
situation, where diffusion effects enter, they may settle into nonequilibrium 
modes which persist in time. In general these modes exhibit a high degree of 
spatial organization. This can be illustrated by considering two well known 
examples of "excitable" media, nerve tissue [4] and the Belousov-Zhabotinskiï 
reagent [8]. 

In the nerve axon, or "neural transmission line", one observes that if a 
stimulus of sufficient intensity is applied to one end of the line, a pulse of 
electrical activity is generated which propagates along the line. Neither the 
shape nor the speed of propagation of this pulse seems to depend on the 
details of the end stimulus. 

O < 

A Voltage stimulus applied 
' to x = 0 for 0 < t < T 

POSITION 

FIGURE 1.2 

Similar phenomena are associated with the Belousov-Zhabotinskiï reaction. 
If a thin layer of the initially pink reagent is stimulated with a hot wire at a 
single point, a blue wave front is seen to spread outward from the point of 
stimulation. If the petri dish containing the reagent is then tilted, the wave is 
sheared and spiral wave fronts of blue appear. These spiral fronts rotate at a 
frequency which is a characteristic of the medium. 

Point Stimulation Outgoing wave front Spiral fronts 
at t = 0 t units later after shearing 

has occurred 

F I G U R E 1.3 

Our basic problem is to understand how the dynamical and diffusive terms 
interact to produce persistent, nonequilibrium solutions. 

In §2 we shall consider a "discrete" model of an excitable system. Versions 
of this model have been considered by others (e.g. [6], [7]), usually in the 
context of cardiac irregularities. The "kinetics" of this model are based on the 
schematic of Figure 1.1 The underlying medium where the "reaction" takes 

Voltage at time t > T versus 
position along the line. 
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place is taken to be an array of square cells which interface with one another 
along horizontal or vertical boundaries. The model is mathematically trac­
table because of the simple mechanism which allows cells with a common 
boundary to communicate with one another. For this model a detailed 
analysis of the interaction of the kinetic and diffusive terms is possible. It is 
relatively easy to see how nonequilibrium solutions are established and 
maintain themselves. This model supports a wide variety of such solutions in 
both one and two space dimensions. 

In §3 we turn to the original system (1) when the state space is R2. In 
particular we consider 

edu/dt = F(u, v) + e2Au and dv/dt = G(u, v) + e2XAü (1.3) 

where 0 < e < 1 and X, F, and G are independent of the small parameter e. 
The equations describing nerve axon and the Belousov-Zhabotinskiï reagent 
are of the form (1.3). We first give a brief analysis of the spatially homo­
geneous version of these equations: 

edu/dt = F(u, v) and dv/dt = G(u, v). (1.4) 

We restrict our attention to smooth functions F and G satisfying hypotheses 
consistent with (i)—(iii). Then, we turn to the full system (1.3). An integration 
scheme for these equations which exploits the hypothesis 0 < c < 1 is 
presented. We are able to show that these approximating equations support 
persistent nonequilibrium solutions of the desired type. 

Strictly speaking, the approximating equations are just a more refined 
discrete model of an excitable medium. The reason for this is we do not have 
error estimates linking solutions of these equations to solutions of (1.3). 
Nevertheless, we feel that the scalings employed to derive these appro­
ximations are physically reasonable. These approximating equations are simi­
lar in structure to the discrete model considered in §2. 

2. Discrete models. 
2.1 Spatially homogeneous processes. We begin with the spatially homo­

geneous case. The state of the system at time / will be described by a scalar or 
phase u = u'. Both / and u are discrete, u takes values from a fixed set 

S = {0, 1, 2 , . . . , e, e + 1, e + 2 , . . . , e + r) 

of nonnegative integers and t = 0, 1, 2 , . . . . Elements of the subset 
{1, 2 , . . . , e) will be identified as the "excited" states, elements of the subset 
{e + 1, e + 2 , . . . , e + r} as the "refractory" states, and the singleton {0} as 
the "rest" or "equilibrium" state. We shall assume throughout that r > e. 
This property models the observation that the refractory phase is of longer 
duration than the excited phase for real excitable media. The dynamics of the 
model are specified by the rule 

«'+1 - £(«')> (2.1) 

where 

$(k) « k + 1, 1 < k < e + r - 1 and &(e + r) = S(0) = 0. (2.2) 

For any initial condition, after at most e + r time steps, u will arrive and 
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subsequently remain at zero. The state of rest is a globally stable equilibrium 
point for this model. 

2.2 Spatially inhomogeneous process. We now augment this model to 
account for the presence of spatial inhomogeneities. We consider a two 
dimensional setting and partition the plane into square cells. The (/,y)th cell, 
Cy, is that unit square whose lower left-hand corner has the integer coor­
dinates (/,/). 

FIGURE 2.1 

Let ufj G S denote the state of the cell ClV at time t. Then, the state of CtJ at 
time / + 1, u/f \ is given by 

<x - HO + ^K; <v> <-i> «*W <>0- <2-3) 
S(-) is the reactioft term defined in (2.2) and <$(•; • , • , - , • ) the diffusion 
term which defines how the four adjacent cells C/7, |i - i'| + \j - / | = 1, 
affect the cell G, from one instant to the next. We take 

ty(u; t>„ v2, v3, v4) = (2.4) 
1, if u = 0 and 1 < vi < e 

for some i = 1, 2, 3, or 4, 
[0, otherwise. 

The diffusion mechanism together with the evolution equation implies that if 
Ctj is not at rest, then it evolves according to its local dynamics, while if it is 
at rest, it becomes excited at the next instant if and only if at least one of the 
cells adjacent to it is excited. 

This model, while very simple, exhibits a surprising variety of persistent 
nonequilibrium solutions. It is not new. Several authors did computer studies 
of its behavior in the context of studies of cardiac irregularities. In two 
preceding papers ([2] for e » r = 1 and [3] for e + r > 3) it has been 
analyzed reasonably thoroughly. Here we summarize the main results of this 
earlier work and give examples of some of the more interesting persistent 
nonequilibrium solutions. 

2.3 One dimensional solutions. One dimensional solutions of (2.3) and (2.4) 
evolve according to the rule 

HT » = G(u£) + D (u'k; uj>+l, «,'_,) (2.5) 
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1, if u = 0 and 1 < q < e 
D (u; vx, v2) = j for ƒ = 1 or 2, (2.6) 

[0, otherwise. 
These equations are obtained from (2.3) and (2.4) by looking for solutions 
which are independent of the indices i orj. 

The simplest initial-value problem is that generated by point-stimulation 
data. We seek a solution of (2.5) satisfying the initial-condition 

£ = 0, 
otherwise. 

The solution is given by 

ul « £ / ( / + ! - |A:|) / > 0, 

where 

(2.7) 

(2.8) ( / / A = / j , 0<j<e + r, 
10, otherwise. 

The profile, !/(•)> is a "steady" solution of (2.5), that is, it satisfies 

U(j) = ê(U(j - 1)) + D(U(j - 1); U{J - 2), U(J)) (2.5)st 

and also the start up condition 

U(J) = 0 loxj < 0 and U{\) - 1. 

A graph of the solution for k > 0 is shown in Figure 2.2. 
This solution has the form of two outgoing waves, moving in opposite 

directions from the point of initial stimulation. Observe that for each k> 

3 ^ e + r - 1 e+r 

CELL LABELS 

FIGURE 2.2 
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Hm^^k = 0, but this decay is not uniform in k. 
On the other hand, some "nontrivial" initial data will decay uniformly. For 

example, choose an integer N > 0 and let 

w o = [ | * | - J V , \ÎN<\k\<N + e + r9 ( 2 9 ) 

10, otherwise. 
This generates two incoming waves, starting from k = ±(N + 1). When the 
waves "collide", they are both destroyed, and u'k = 0 f or all k if t > N + e + 
r + 1. 

In order to decide whether or not an initial pattern generates waves which 
die out uniformly, it is convenient to identify the state space S =* 
{0, 1 , . . . , e9 e + 1 , . . . , e + r) with points on the unit circle in the complex 
plane, letting 

§ _ J z = exp ( jff^ ), k = 0, 1 , . . . , e + r}. (2.10) 

d(m9 n) * e + r+ 1 
2ir 

(2.11)' 

Given points m and n in S, we define the distance between m and n9 

d(m9 n)9 by 
d(m9 n) = min[|m — n\, e + r + 1 — \m — n\]. (2.11) 

It is easily checked that d(m9 n) is also given by 
length of the shortest arc on \z\ « 1 

^ J o m m g m - e x p ( 7 1 T ^ ) t o / I - e x p ( 7 T 7 T T ) ^ 

For convenience we assume that the initial data have finite support (K£ = 0 
if \k\ is sufficiently large) and satisfy the "continuity" condition 

d{ul4_x) < e for all A:. (2.12) 

It is then not hard to show that for each t = 0, 1, 2 , . . . , there is an 
M = M(t) such that u'k = 0 if \k\ > M, and also that d(ul

k9 «*'_,) < e for all 
t > 0 and all k. We then define, for each t9 a winding number W^u'), as the 
number of times the states ûk = exp(/27rt/̂ r/(e + r + 1)) wind around the 
circle \z\ == 1 as k goes from —M to M. An analytical formula for the 
winding number is given by 

W(ul) - 1 

where 

M(t) 
(2.13) 

<T(/W, A ) = ^ 
— ƒ mn

x t ) is oriented counter-

clockwise or if m and n are diametrically 
opposite each other,2 

— d (m, ri)9 otherwise. (2.14) 

2Note that e < r and (2.12) together prevent the diametrically opposite case from occurring in 
the flows u£ under consideration. 
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The basic result on decay or nondecay of solutions with finite support is 
then 

THEOREM 2.1. 7/* the initial data u° have finite support and satisfy the 
condition (2.12), then W(u') = W(u°)for all t = 1, 2, 3, Furthermore, 

lim u£ = 0 for each k, 
/ -»00 

and this decay is uniform in k only if W(u°) = 0. 

Solutions which do not decay even in the weak sense of this theorem are 
possible if the initial stimulus does not have finite support. There can be 
solutions such that {t\uj>. ¥= 0} is unbounded for each k. We call such 
solutions "persistent". Here we shall restrict our attention to spatially periodic 
initial data. It is then convenient to regard the evolution equations as holding 
on a circle 

CL = [z = exp(/27TÂ:/L), k = 0, 1, 2 , . . . , L - 1}; (2.15) 

that is we take the neighbors of cell 0 to be cells 1 and L — 1 and the 
neighbors of cell L — 1 to be cells 0 and L - 2. Of course L > 0 is the basic 
spatial period of the solution. 

In this case the winding number should be defined slightly differently, by 
the relation 

* * 1 

where we observe that u[ = UQ for all t. The result on persistence of solutions 
then takes the following form. 

THEOREM 2.2. Suppose that the initial data satisfy (2.12) and have period L. 
Then, WL(ul) = WL(u°)for all t > 0, and the solution is persistent if and only 
if WL(u°) * 0. 

The following examples illustrate the above theorem and point out that 
some sort of "continuity" hypothesis is needed. 

The simplest nondecaying, spatially periodic solutions are traveling waves. 
These are obtained when L > e + r + 1 and are given by 

ul=UL(t±k-m) (2.16) 

where 

U L U ) = \ 0 9 e + r+l<j<L,andULU + L)-UL(J). K > 

For these solutions 

fFL(!i')55l and d(ul9ul_x) = l<e. (2.18) 

These traveling waves are time periodic with period $ ** L and propagate 
with speed c « ±1. 

The equations also support time periodic solutions when the spatial period 
satisfies L < e + r. These solutions all have common period ?T * e + r + 1 
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and average speed of propagation cAv = ± L/§. The following data generate 
such a solution when L > r + 2: 

ul « *, 0 < * < L - 1. 

For this solution 

Wi(«°)-1 
and 

m*xd(4,u°k_x) e + (r + 2 - L) < e. 

(2.19) 

(2.20) 

(2.21) 

The solution, u£, corresponding to the data (2.19) has been dubbed a 
"caterpillar-wave" because the widths of the "excited" and "refractory" 
regions alternately expand and contract. 

When (e + r + l) /2 < L < r + 1, the data (2.19) generate a solution 
which decays to zero after e + r + 1 units of time have elapsed. In this case 
the winding number is again unity but 

max d{ulu°k_x) e + (r + 2 - L) > e + 1. (2.22) 

This example shows that a "continuity" hypothesis like (2.12) is required if 
solutions are to persist. On the other hand, when 0 < L < e, the solution 
with the data (2.19) also decays. In this case the winding number is zero. 

2.4 Two dimensional patterns. For the model (2.3) and (2.4) it is easy to 
simulate the experiment of applying a point stimulus to a petri dish filled with 
a thin layer of the Belousov-Zhabotinskiï reagent. Simply start the center cell 
in the first excited state, 1, and all others at rest; that is consider the data 

•Hi (2.23) (/V) = (0,0), 
otherwise. 

This data produces an outgoing wave which travels at speed 1. The evolution 
of this wave is shown in Figure 2.3. 

1 2 3 2 

1 2 1 

J J L_| j 1 L 

—\ —,—j—,—:—i—L 

FIGURE 23 
r = 2 

All blank cells are in the state u = 0. 
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2.5 Conditions for persistence of patterns. The interesting new feature which 
appears in two dimensions is that some initial patterns, P°, with only a finite 
number of nonzero cells generate solutions which do not decay. 

We say that an initial pattern, P°9 generates a, persistent solution if, for at 
least one pair (ƒ,/), the set 

%-{t>Q\ub + 0} (2.24) 

is unbounded.3 We shall give a condition which guarantees that a pattern 
generates such a solution. In addition, we shall give a necessary condition for 
persistence provided the initial pattern has only a finite number of nonzero 
cells. 

The case where e = r = 1 is quite simple. The result is that if the initial 
pattern contains one of the following three "cores" or "subpatterns" 

f l 

[2 

Ï] 

PI 

IT" 

[2 

0] 

2] 

11" 

[2 

0] 

0] 

or their mirror images or rotations, then the pattern will produce a persistent 
solution (for details see [2]). 

Additional features appear when e + r > 3. We shall summarize the main 
results for this case. These are reported in detail in [3]. 

Our first result is 

THEOREM 2.3. If the initial pattern, P°9 contains only a finite number of 
nonzero cells and satisfies the condition* 

d(t%, < , ) < dciit = min(e + 1, e + \ + 1 ) (2.25) 

for all adjacent cells CtJ and C/V, then the solution, u'j, of (2.3) and (2.4) dies 
out in any finite region infinite time; for any finite collection S of cells there is 
a time T(S) such that ujj = 0 if Ctj E S and t > T(S). 

Theorem 2.3 gives the desired necessary condition for persistence, namely, 
that there be a "discontinuity" of sufficient strength in the initial pattern. 

For a sufficient condition, we need the concept of a "cycle" of cells. Let 
m > 4 be an integer. Then, a "cycle" is an ordered m tuple G = 
(C1, C 2 , . . . , Cm) of distinct cells such that Ck is adjacent to C*+1 for 
1 < k < m - 1 and Cm is adjacent to C1. 

Given any cycle G = (C1, C 2 , . . . , Cm) and initial pattern P° we let u% be 
the state of cell Ck E 6 at / = 0. We define the winding number of the cycle 
G relative to the pattern P°, W£P\ as the number of times the states of the 
cycle wrap around the unit circle \z\ = 1 as the cycle is traversed. An 
analytical formula for W^P0) is given by 

3This is equivalent to the condition that %j is unbounded for all (i9j). 
4Again d(m, n) — min[|w — n\, e + r + 1 — \m — n\] and cells Cfj and Crj> are adjacent if 

and only if \i - i'\ +" \j - ƒ | - 1. 
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we(P°) - 7 T 7 T T j?,a(M*°+1' M°) (226) 

where a(-, • ) is defined in (2.14) and u%+l — w?. 
The main result is 

THEOREM 2.4. If the initial pattern, P°, contains a cycle Q = 
(C1, C 2 , . . . , Cm) satisfying 

d(u%+l9 u$)<e9 k « 1, 2 , . . . , m, (2.27) 

f/œ« f/ie resulting solution of (2.3) a/w/ (2.4) satisfies 

d(u£+i, K) <e, k - 1, 2 , . . . , m, (2.28) 

^ ( P < ) = ^ ( i > 0 ) , f - 1 , 2 , . . . . (2.29) 

If moreover W^P°) ^ 0, /fen ffe solution is persistent. 

Further, a solution P\ t > 0, WJ/A ö/j/y a yfrw'te number of nonzero cells at 
t — 0 is persistent if and only if there is a t0> 0 tfAfc/ a cyc/e S satisfying (2.28) 
att = t0 and with W^P'0) =£ 0. 

2.6 Illustrative examples. The first example shows how shearing a plane 
single pulse wave generates a rotating spiral wave. This illustrates Theorem 
2.4. The second example, which illustrates Theorems 2.3 and 2.4, is motivated 
by the tilted petri disk experiment, the method used to generate rotating 
spirals in the Zhabotinskiï reagent. It shows how spirals can be generated by 
shearing an outgoing wave which is sufficiently well developed. 

In the first example we take e = 2 and r = 3 and consider the initial 
pattern 

uo = f - y + 1, if - 4 < y < Oand / > 0, nWÏ 
iJ lO, otherwise. ( 2 J U ) 

There are numerous cycles in this pattern. One is the cycle shown in Figure 
2.4 at t = 0. This cycle satisfies the continuity condition (2.28) and has a 
winding number equal to unity. Thus, Theorem 2.4 guarantees that the 
pattern (2.30) generates a persistent solution. The evolution of this data is 
shown in Figure 2.4. 

In the second example we again take e = 2 and r = 3. Our data will be 
obtained from shearing the pattern shown in Figure 2.5. This particular 
pattern is the outgoing wave generated by the data 

Mo f l , (<V) = (0,0), 
v 10, otherwise 

at f = 6. The sheared data is obtained from this pattern by shifting the rows 
y < - 1 to the right. Shifts of one or more units produce patterns with 
discontinuities satisfying d(tfj9 u$j,) > dCTit = 2 for some adjacent cells ClV 
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FIGURE 2.4. t = 12. All blank cells are in the state w = 0. 
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and ClV, and thus such data has a chance of producing persistent solutions. 
Shifts of less than three units yield no continuous cycles with nonzero 
winding numbers. A shift of three units yields a pattern with two nonover-
lapping cycles, each with nonzero winding number and each satisfying (2.27) 
(see Figure 2.6). Each of these cycles forms the core of a spiral. 

We conclude that the initial outgoing wave shows a kind of stability in that 
a small distortion will not produce a large enough discontinuity to allow for 
persistence. On the other hand, once a persisting pattern is created, it is stable 
as well, since a random change in the pattern at any t is unlikely to destroy all 
continuous cycles or change their winding numbers to 0. 

3. Two-dimensional reaction-diffusion equations. In this section we examine 
the behavior of the system 

c È*L . F(u, v) + e2Ai/, and 

fe ( 1 1 ) 

| j = G(u9v) + e2\àv. 

3.1 Spatially homogeneous equations. Our first task is to analyze briefly the 
spatially homogeneous version of (3.1), i.e. 

e ^ f - F ( i i , o ) , and 

* r, ^ (i2) 

-jt=G{u,v). 
Our interest is in the case where 0 < e <£ 1. The functions F and G are 
smooth and satisfy 

(A-l) the point («, t;) = (0, 0) is the unique solution of (F, G) = (0, 0), 
(A-2) Fv <0,GU> 0, and Gv < 0 for all u and v9 and 
(A-3) F('y 0) has exactly three zeros, namely u = 0, « = Û 6 ( 0 , 1), and 

u - 1, andFw(0, 0) < 0, Fu(a, 0) > 0, andF t t(l, 0) < 0. 
One such pair (F, G) is given by 

F= u(u- a)(l - u) - v and G - u - Ko (3.3) 

where 

0 < K < 4 / (1 - a)2 and 0 < a < 1/2. (3.4) 

The system (3.1) with F and G given by (3.3) was used by FitzHugh [1] and 
Nagumo, Arimoto, and Yoshizawa [5] to model voltage transmission along a 
nerve axon. 

There are a number of implications of the hypotheses (A-l)-(A-3). We 
summarize them below: 

There is a smooth, nondecreasing function g(-) satisfying 
G(g{v), v) = 0, -oo < v < oo, and a smooth function ƒ(•) 
satisfying F(u,f(u)) * 0. ƒ has exactly the same zeros as 
F(-, 0) and/(O) < 0, f {a) > 0, and ƒ'(!) < 0. 

In what follows we shall let vmin and t>max denote the minimum and 
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maximum values of ƒ(•) on (0, 1). We shall assume 
min a n ( * "max (A-4) There are unique points w, 

/("max) - < W 

These points satisfy 0 < uTtûn < a < u} 

such that /(«min) = umin and 

< 1. We shall also assume 
(A-5) ƒ" < 0 on u < umin and f" > 0 on u > un 
The relevant information about 

summarized in Figure 3.1. 
the curves u = g(v) and v = ƒ(w) is 

u=g(v) 

sign(G) = sign(w -g(v)) 

sign(F) = sign( f(u) - v) 

v = f(u) 

FIGURE 3.1 

We are now in a position to describe the phase plane associated with (3.2). 
We discuss the singular case when 6 = 0 + first. We introduce the "switch" 
curve 

v = s(u) = 
min> " ^ "min> 

"min < « < «n 

" m a x < " -

(3.5) 

For initial points (u09 v0) where v0 > S(u0), the singular flow jumps instan­
taneously to the point (ulf v0) where v0 = ƒ(t^), i/j < w ^ and then proceeds 
monotonically along the curve Ü = ƒ(«), w < w ^ into the origin as f -* oo. 
For initial points (u0,v0) where v0 < S(u0), the singular flow jumps 
instantaneously to the point («,, v0) where v0 = f(ux), ux > wmax, and then 
proceeds along the curve v = ƒ(«), u > wmax to the point («max, t?max). From 
(wmax, ümax) the flow jumps instantaneously to the point (u29 t?max) where 
ümax = ƒ (w2)> u2 < 0 and then proceeds to the origin along the curve t; = 
ƒ(*/), u < 0, as / -* oo. The switch curve defines the threshold for the singular 
system. The excited states, E, are given by 

E={(u,f{u))\Umax<u} (3.6) 

and the refractory states, /?, by 

R - {(">f(u))\u < u^}. (3.7) 

The trajectories associated with (3.2) when 0 < e «: 1 differ little from those 
of the singular case, shown in Figure 3.2. 
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v 

R= {(u,f(u))\u<umin} 

E= {(M,/(«))lwmax<"} 

FIGURE 3.2 

3.2 The integration scheme. We now turn to the full system (3.1). We shall 
develop and analyze an integration scheme for this system. The scheme will 
be derived in the two-dimensional case, the one-dimensional scheme arising 
when the data is independent of one of the space variables. 

We replace the continuous space variable (x9y) by (xi9yj) = (ih,jh) and 
the Laplace operator Au(x9y) by h~2Dui4 where 

DuU - far-i,/ + Hy-i + "m,/ + Hy+i - 4«lV). (3.8) 
Here, we have replaced u(ihjh) by uir Under these substitutions (3.1) goes 
into 

I duiJ ( e \2 

\e~dF = F ( w "' v'd + \h) Du^ a n d 

[ - ^ = G(M),,ÜI,) + A( | )Z) Ü ( , . ((3.1),..) 

We now introduce a "local" integration scheme to advance the solution 
- . def ^ def 

from time tn = no to tn+l = (n + 1)8. A "fractional-step" method will be 
used. In computing the intermediate step, (UP/l

9Vp/l)9 at tn+l we allow the 
"fast" variable u to diffuse and the "slow" variable v to both react and 
diffuse. The result of this computation is 

UP/1 = it(up_xj + !#_! + up+v + < + 1 ) + (1 - 4/x)<, (3.9) 

and 

+ ( l - 4 A ) t £ + «<?(«& t#), (3.10) 

where 

/i - e8/h2 and A = [iXe = X€
28/A2. (3.11) 

These formulas are obtained by applying a first order Euler scheme to the 
initial-value problem (3.12) and (3.13): 
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and 

(l^rç+1)-(tf«»*v)(<.+l)-

(3.12) 

(3.13) 

(3.14) 

To complete the advancement of the approximate solution to /rt+1 we must 
still solve 

f = ̂ >*r)> (3.15) 

and 

«(0) = U»f\ (3.16) 

At time tn+„ the approximate solution (u?j+!, vfj* '), would then be given by 

For 0 < e « 1, the problem (3.15) and (3.16) must be solved over large 
time intervals 0 < s < ô/e and to do this accurately at each mesh point 
would be impractical. Instead we exploit the smallness of e, that is the 
largeness of 8/e, and replace u(ô/e, Uij

¥l
9 V?/1) by l i m ^ ^ u ^ , 

Up/ \ Vp/ '). The result of this replacement is 

(3.18) 

For v < ümax, UE(v) is the largest solution of f{u) = v, while for v > t ^ , 
UR(v) is the smallest solution of ƒ(«) = v. For v E (vMn9 t>max), the equation 
has an intermediate solution, Uj(v). These roots satisfy 

UR(v)<U,{»)<UE{v), 
dUE 

dv 
dUR dUj 

< 0, - r ^ < 0, and -^ > 0. 
dv do 

(3.19) 

A summary of the integration scheme in one and two dimensions is given 
below: 

u/ ,+1 = A(t>,"_, + ©,+ i) + (1 - 2A)Ü/" + ÔG(M/*, «/•), and 

M»/"")» vr+i<s(ur+i), 
UR(v,n+l), vr+i>S(ur*), (3.20) 

«/ 
n+1 _ 
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and 

up/ - M(«/Li> + "v-i + ul+ij + "£+i) + (1 - 4/0"£. 

+ (1 - 4A)c£ + «(?(«£, t#), and (3.21) 

The parameters ft, 8, c, and A may be regarded as independent, and the ratio 
S/e should be large. The mesh spacing h and diffusion constant \ may be 
computed from these parameters by (3.11). 

Throughout the remainder of this paper we shall restrict our attention to 
the case where 

F = fa(u)-v and G 
where^(-) is one of the two functions: 

fa{u) = u(u-a){\-u) or 

w - Ko (3.22) 

f Au) 
— au9 

(1 - a){\ - u)f 

a(l - a)(u - a), 

u<utt 

u> un 

a(l-a)/(2-a) , 
(l + a2)/(\ + a), (3.23) 

"min < " < W ^ . 

We assume that 0 < a < 1/2 and that 0 < K is small enough so that the 
equations 0 « u - Ko and 0 » fa(u) — v have (w, v) » (0, 0) as their only 
solution. For the cubic this is achieved by taking K < 4/(1 - a)2 while for 
the piecewise linear function it is achieved by taking K < \/a{\ - a). It 
should be noted that the piecewise linear function is modeled on the cubic. 
That is, both have the same derivatives at their common zeros. 

Our results apply to more general functions F and G satisfying (A-l)-(A-5). 
Our reason for restricting ourselves to these cases is that it is easier to state 
parameter constraints. 

3.3 One dimensional problems. In this subsection we shall deal exclusively 
with the one dimensional system 

u r l - M(«*"-I + «r+ô + a - 2 /»K, 
v?+l - A « , + v?+l) + (1 - 2A)tV + 8G(uf, »/•), and 

uR{vrl), vrx>s{urx) 
tn+l 

(3.20) 

where F and G are given by (3.22). 
Some tuning of the parameters /A, A and 8 is necessary. We insist that 

0 < S < a/ (1 + Ka). (3.24) 
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Then, we can be assured that (u, v) = (0, 0) is the only constant solution of 
the "homogeneous" system 

vn+1 = vn + 8G(u",v") and 

UE(vn+1), vn+l<S(u"), 

UR(vn+l), vn+l> S(un), 
„ - + 1 . J -v - " - * " (3.25) 

I TT / . . B + 1 \ w-l-1 ^ r r / . . n \ v ' 

and that this point is "globally-asymptotically" stable. Later, we shall require 
additional constraints on 8. 

We shall assume throughout the remainder of this section that ft < \ and 
A < £(1 - 8(1 + Ka)/a). The first assumption guarantees that the inter­
mediate states, Up, satisfy a maximum principle, while the second implies that 
if tj? > 0 and uf > UR(v^ for all /, then vp > 0 for all n > 0 and all i. 

We first look at the "point-stimulation" problem discussed in the intro­
duction. We seek the solution of (3.20) satisfying the initial condition 

(Afto _ ( 0 . 0 > ' = °> (3.26) 
Kl' l) \ (0,0) , otherwise. K } 

As regards this problem we have 

THEOREM 3.1. If a < IJL<\ and 0 < A <\(\ - 8(1 + Ka)/a), the 
solution, (up, vp), of (3.20) and (3.26) converges to a pair of solitary waves, 
one propagating to the left and one to the right; that is 

where ^ and Sj are defined by the steady equations 

Uj = 
uE (*}•)» y = i, 2 , . . . , ë, 

[^ (^) . ^ - ê + l . ê + 2 , . . . , (3.28) 

and the initial conditions 

,_ _. ƒ (0,0), y < - l , 

The number ê in (3.28) is the largest integer e such that 

vj < <W Kj<ë. (3.30) 

The behavior of the solution to the point stimulation problem is typical of 
what occurs in one dimension when the initial data has only a finite number 
of nonzero states. For each mesh point i, lim^^a/1, vP) = (0, 0). A similar 
phenomena was observed in the discrete scalar model of §2. 

In the remainder of this subsection we consider one dimensional solutions 
which do not decay as n approaches infinity. Although our characterization 
of the data generating such solutions is not as complete as in the discrete 
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scalar case, we are able to show that the system (3.20) is capable of 
supporting solutions similar to those obtained in §2. 

The nondecaying solutions we obtain are closely related to certain periodic 
sequences which we now define. 

Introduce the functions 

%(») = *, %(v) = v + 8G(UR(v),v), and %(v) = %(%~'(«)), 

%(v) = v, %(v) = v + 8G(UE(v), v), and %(v) = %(%-'(©)), 

(3.31) 
where again G(u9 v) is given by (3.22). The constraint (3.24) implies that 
% (•) is invertible on v > 0. We denote its inverse by °V̂  *(•) and let 

^(«O-VCV"*0-0^)). (3-32) 
We define vs e (0, »max] as the location of the maximum of %(•) on 

[0. «Wl- For the cubic fa, vs is given by 
»* = "«("« ~ «)0 - "«) (333) 

where us > u^^ satisfies 
3«| - 2(1 + a)us + a - 8/ (1 - KB) = 0 (3.34) 

and is given by 

«* - ^ 3 - ^ + \ ^ l + ^ - S û + y ^ g , (3.35) 

while for the piecewise linear^, 

V6 = Vn»x = a(l-a)2/(l + a). (3.36) 
The constraints on K imply that 

0 < t w - Kv^ (3.37) 
and hence that 

<% < <W < %(tw) < \(v6). (3.38) 
In the sequel we shall restrict %(•) to the interval [0, vô]9 where it is 
invertible. We denote the inverse by ̂  '(•) and define cVp/' (•) by 

%J(v)~%\%«-»(v)). (3.39) 

For any pair of integers e and r satisfying 

%"l(0)<vd and r > 1, (3.40) 
we let 

%,M - %(*%(")). (3.41) 
The domain of % r ( ) is 

%={v\0<v<%-<(v0)}. (3.42) 

For any e and r as above and vx in ^ we define the sequence (uJ9 vj)(vx)9 
j « 1,2, . . . , e + r9 by 
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\{UE(%-l(vx)),%-*(vx)), Kj<e9 

(»j> t*)("i) = (UR (V* <'+1>(^(t>,))), ^(e+l\%(vx)))> (3.43) 

[e + 1 < j < e + r. 

We will say the sequence (uj9 Vj)(vx), j — 1, 2 , . . . , e + r, is periodic with 
period e + r if and only if 

% > . ) - »,. (3.44) 
If this condition holds, we extend the sequence (3.43) to all integers by the 
periodicity relation 

(ty+e+i* 9+e+r)0>l) = (ty ^)0>l)- (3«45) 
The fact that 0 < %'r < 1 implies there is at most one periodic sequence 

for each pair (e, r). On the other hand limr_J>00%r(ü) = 0. Hence such 
solutions do exist if (3.40) holds and r is large enough so that %tr(

c^E~e(vô)) 
< %'*(&)- TWs follows because %,r(0) > 0. 

When A = 0, a periodic sequence (up vj)(v^ corresponds to a periodic 
traveUng wave solution (up, vp) = (**„+,, vn+i) of (3.20) if and only if the 
following inequalities hold: 

w,+ 1 < S(imJ+l + (1 - 2v)uj + pi^,) , 0 < j < e - 1, 

w,+1 > S(ju$+1 + (1 - 2/x)w, + puj.i), e<j<e + r-l. (3.46), 

Here, we are making the identifications (w0, Ü0) = (we+r, t?e+r) and (u_x, v_x) 
= (ue+r_x,ve+r_x). 

Since /i < 1/2, the argument of S is a convex combination of t^_i, w,-, and 
w,+1 and the inequahties are trivially satisfied for 2 < j < e — 1 and e + 2 < 
j < e + r - 1. For e > 3 and r > 3 we are left with the four inequahties: 

<>i < S(imx + (1 - 2j iX+ r + /iifc+r-i)» (3.46)0 

v2 < S(im2 + (1 - 2/i)Wl + /xwe+r), (3.46)j 

ve+x > S(ime+l + (1 - 2JKK + m,-i)> and (3.46), 

*W2 > 5 ( / i^ + 2 + (1 - 2/xK+1 + /xwe). (3-46)e+i 

Our first task is to replace the above inequalities by more manageable ones. 
We shall assume throughout that e > 4 and r > 4. 

We investigate (3.46)0 first. The inequahties ve+r„x > ve+r > vx imply that 
UE(ve+r_x) < ux and we+r_i = UR(ve+r_x) < u€+r These, when combined 
with dS/du > 0 and j^ < 1/2 imply that (3.46)0 is satisfied if 

tW,. , < S(fiUE(ve+,„x) + (1 - v)UR(ve+,_x)). (3-47>o 

Moreover, (3.47)0 holds if 

a < /i, and (3.48) 

t>„+,-i<fc(lO (3-49)o 
where 9^ /A) is the unique solution of 

qx = S(pUE(qx) + (1 - fi)%(«i)). (35°)o 
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We note that dqjd\k > 0. 
We now look at (3.46)!- The inequalities v2 = %(%?(tw)) > ve+r > v\ 

" %(%+r) imply that u2 = UE(v2) < ux and UR(vJ < UR(ve+r). Thus the 
arguments applied to (3.46)0 imply that (3.46)! holds if 

v2 < S((1 - M) UE (v2) + iiUR (v2)). (3.47), 

This inequality is satisfied if 

v2<q2(ii) (3.49), 

where q2((i) is the unique solution of 

q2 = 5((1 - v)UE(q2) + /ilfc (fc))- (3.50), 

It is easily checked that dq2/d\x. < 0 and 

*i(fO<&00 (3.51) 
fora < /i < 1/2. 

Similar arguments applied to (3.46), and (3A6)e+l imply that they are valid 
if 

v.-i > &(lO. (3 4 9)e 
and 

ve > ffi(M). (3-49)#+i 
What remains to be shown is there are parameter values (a, 8, K, ji), 

integers e and r, and periodic sequences (w,, t̂ X î) s u ch ^at (3.46)y, y * 
0, 1, e, and e + 1 hold. We choose a E (0, 1/2), # > 0 and small, and 
a < (i < 1/2 and fix them. We choose 0 < Ô < a/{\ + Ka) so that °V|(?2) 
< vd and fix it. It is now a simple matter to show there is a range of values of 
e and r such that any periodic sequence with these indices satisfies (3.49)y, 
j == 0, 1, e, and e + 1, and hence the desired inequaUties (3A6)j9j « 0, 1, e9 

and e + 1. 
We now turn to the case where A > 0. We let («,, î Xt;,), - oo < j < oo, 

be a periodic sequence as defined by (3.43), (3.44) and (3.45). We assume that 
fi < 1/2 and that 

uJ+l < S(/u/,+1 + (1 - 2fi)uj + wj-i)> 0<j<e-l 

Uj+\ > S(iiuJ+l + (1 - 2v)uj + ixuj^), e<j<e + r-l. (3.52) 

We let 

V,(<0 = {«| k - 9l < <*}. 1 < y < e + rf (3.53) 

V(d) - {? G * ' + ' fo G V/<0, K y < e + r}, (3.54) 

and choose d > 0 such that the following inequalities hold: 

d < min min 
ü7+i - °y 1 

2 

k + i < S(fipJ+i + (l -2p)Pj 

| $ + 1 > S (MP,+I + (1 - 2/1)/», 

+ W>,-.), 0 < y < < ? - ! , 
(3.55) 

- 1. 
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with 

J \uR(qj), e + l<j<e + r, K } 

for all qj G \j(d), 1 < j < e + r. For any q G V(rf), we let Tfo) G / l e + r be 
defined by 

Tj(q) - qj-, + «G(ƒ>,-„ ?,-,) + A(qj - 2q,-I + <7,_2), 1 < ./ < e + r. 

(3.57) 

Here, £0 = qe+r and #_i = qe+r-\. The inequalities 

0 < d%/dv =l-ÔK+8U^(v)<h 0<v< vd, 

and 

0 < d%/dv =l-8K+8U^(v)<l9 0<v< \(v0) 

guarantee that for 

A < f (K + minfl U'E (0)|, | U'R {\(vs))\)), (3.58) 

T maps V(rf) into \(d) and satisfies 

| r ( 9 ) - r ( ? ' ) | | < M | | 9 - 9 ' | | (3.59) 

for some M in (0, 1) and all pairs q, q' in \(d). In the above inequality, 

M"i<ÏS+rW- (3-60) 

Thus T is a contraction on V(*/) and hence has a unique fixed point. 
Moreover, if q e \(d) is a fixed point of T, then («/*, v") -

+«)mod(«+r)> (̂i+«)mod(e+r)) is an e + r periodic traveling wave solution of 
(3.20). 

An immediate consequence of the preceding computations is 

THEOREM 3.2. Let (uJ9 t̂ -X î) &e a periodic sequence {see (3.43)-(3.45)), 
ft < 1/2 be such that (3.52) holds, d > 0 be such that (3.55) holds, and A such 
that (3.58) is satisfied. Then, the solution, (up, vP), to (3.20) taking on the data 
(uf, vf) with v? E V,(<0, i = 1, 2 , . . . , e + r, 

0 = jMü°)> i = l,2,...,e, 
"' [f̂ (<>?)> î - e + 1, e + 2 , . . . , e + r, 

am/ 

(«°+e+„t>°+e+,) - ( i f t t f ) 

satisfies 

C G V,(</), i = 1, 2 , . . . , e + r, 

un =lUE(»?-n)> 1 = 1 , 2 , . . . , e , 
" , _ " = \UR(v?_„), i = e+l,e + 2,...,e + r, 
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and 

Moreover, lim,,.^ v[Ln = qi9 i = 1, 2 , . . . , e + r, w/œre q is the unique fixed 
point of T in \(d). 

The periodic sequences may also be used to generate "caterpillar" wave 
solutions of (3.20). We again let (uj9 vj)(vi)9 - oo < j < oo, be a periodic 
sequence as defined by (3.43), (3.44) and (3.45). 

Our interest is in the solution of (3.20) satisfying the initial condition 

(3.61) 
(*£ v?) = (ut, cOfa), Ki<e + r+l-p9 

(Ui + e+r+l-p> vi+e + r+l-p) = \ui '9 vi ) 

where 1 < p < e. 
We treat the case A = 0 first. We seek parameter constraints so that the 

solution of (3.20)Aas0, (3.61), is given by 

{up, vP) = (u, t)) (r t+ /mod(e+r+1_ /7 ) )mod(e+r) , (3.62) 

and hence satisfies the periodicity relations 

W+'+'9 vP+e+r) - (u?+r+l-p+i, v?+r+l_p+i) = (up, vP). (3.63) 

An elementary analysis of the difference equations (3.20) shows that the 
solution is given by (3.62) if and only if the following inequalities are 
satisfied: 

*J+ 

VJ+ 

VJ+ 

vj+ 

VJ+ 

VJ+ 

< S(^uJ+l + (1 - 2\y)uj + iiuj.y 

< S(iiuj+p + (1 - 2y)uj + iiuj_x 

< S(iiuJ+l + (1 - 2p)uj + iiUj_p 

> s(lMj+i + 0 ~ 2/i)i$ + iMj_x 

> S{Wj+p + (1 - 2[i)uj + fiuJ_l 

> S(liUJ+l + (1 - 2\L)Uj + \XUj.p 

0 < j < e - 1, 

0 < y < e - 1, 

0 < y < e - 1, 

e<y"<e + r— 1, 

e<./<e + r-l, 

e<j<e+r— 1. 

That the parameters may be tuned so that the last inequalities hold is left to 
the reader. 

The existence of "caterpillar" waves f or A > 0 follows from a perturbation 
argument similar to that employed in establishing the existence of spatially 
periodic traveling wave solutions of (3.20) when A > 0. 

We conclude this section on one-dimensional solutions with some examples 
of periodic sequences and the solutions of (3.20) they generate. In these 
examples we have chosen K = A = 0 and fa(u) = u(u - a)(\ - u). Then, 
%(v) = v + 8UE(v) and %(v) = v + 8UR(v) where UE(v), Uf(v), and 
UR(v) are the roots of the cubic u(u - a)(\ - w) = v and are defined in 
(3.19). For fixed values of a and 8 we let 

^max em8LX\a> " / 

= {largest integer e > 1 such that °V (̂0) < vô). (3.64) 

file:///XUj.p
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We will restrict our attention to intgers e < emax and r > r^e) where 

'ïnin(e) = {smallest integer r > 1 such that % ( % ( Ü 5 ) ) < ^'(pz)}. 

(3.65) 

The following table shows em&x = em&x(a, S) and r^e) for e = 1 and 
e " *max in the format e^r^Jf), rmin(emax). This table and the subsequent 
examples were calculated to an absolute precision of 10"8 using APL on the 
SUN Y at Buffalo Cyber 173. Floating point numbers quoted have been 
rounded to 4 decimal places. 

TABLE 

l \ a 

16/<*\ 1 .1 

1 '2 

.3 

.4 

1 .5 

.1 

14/4, 79 

7/4, 35 

5/4, 25 

4/4, 20 

3/4, 13 

.2 

6/5, 46 

3/5, 18 

2/5, 12 

2/5, 11 

1/5,5 

.3 

3/6, 26 

2/6, 17 

1/6,6 

1/6,6 

1/6,6 

.4 

2/9,26 

1/8,8 

1/8,8 

1/7,7 

1/7,7 

In these examples we take a = 0.1, 8 = 0.03, e = 4, r = 20 > rmin(4) = 17. 
The root », of %>2o(o!) = c, is 0.0174 and the corresponding 24-periodic 
sequence is 

u = (0.9798, 
-0.2518, 
-0.1965, 
-0.1405, 

v =(0.0174, 
0.1109, 
0.0697, 
0.0385, 

0.9409, 
-0.2427, 
-0.1872, 
-0.1312, 

0.0468, 
0.1034, 
0.0638, 
0.0343, 

0.8944, 
-0.2335, 
-0.1779, 
-0.1220, 

0.8334, 
-0.2243, 
-0.1685, 
-0.1129, 

-0.2700, 
-0.2151, 
-0.1592, 
-0.1038, 

-0.2609, 
-0.2058, 
-0.1498, 
-0.0948) 

0.0750, 0.1018, 0.1268, 0.1187, 
0.0961, 0.0891, 0.0823, 0.0759, 
0.0582, 0.0529, 0.0478, 0.0430, 
0.0304, 0.0267, 0.0233, 0.0202). 

(3.66) 

We shall show there are ranges on the parameter ji so that this sequence 
generates a periodic traveling wave and a "caterpillar" wave with p = 2 (see 
(3.63)). 

Our first task is to show there is a range of values of jti in the interval 
a = 0.1 < (i < 0.5 such that the sequence 

(«/*, ©") = («(/+„)mod24> »(< + n)mod24) (3 .67 ) 

solves (3.20). Here (up vj), 1 < j < 24, are the elements of the sequence 
(3.66). 

If the sequence (3.66) is to be a solution and n and i are such that 
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W , O - ("2* t>24>> then (i£_„ < ! > - (w23, t>23) and (i^+1, tV+1) = (ul9 v{). 
To be assured that (a/1"1"1, c/1"1"1) = (w„ t^), ju, must satisfy 

«24 + / t ^ - 2tt24 + ux) > Uj (vx) « 0.2062, (3.68) 

or equivalently 

li > 0.2825. (3.69) 

It is easily verified that for any ju, satisfying 0.2825 < /i < 0.5, cells in the 
excited states (ui9 €>,), 1 < i < 3, will remain excited and advance to 
(w,+ !, oi+1) at the next time level. A cell in the excited state (u4, €4) must jump 
down to the refractory state («5, vs) at the next instant since vs > t;max » 
0.1252. For values of jut satisfying 0.2825 < JUL < 0.5, cells in the refractory 
states (ui9 Vj), 5 < i < 23, remain refractory and advance to (ui+l91?#+1) at the 
next instant. 

Hence, we have the result that for any value of ft satisfying 0.2825 < n < 
0.5, the periodic sequence described by (3.67) generates a 24 periodic traveling 
wave solution of (3.20). 

We conclude by showing there is a range of parameter values /A such that 
the sequence 

( M A VP) = (u(n+i mod 23) mod 24> *>(/! + / mod 23) mod 2A) (3 .70) 

solves (3.20). If n and i are such that (u?9 v?) = (u^ v24)9 then 

( ( " 2 3 ^ 2 3 ) , («i>t>i))> or 

( ( H - l ^ - l ) , ^ ! , ^ ! ) ) (3.71) ((w22, vn)9 (ul9 vx))9 or 

(("23^23)» ( " 2 ^ 2 ) ) -

To be assured that (a/1*1, t?/1"1"1) = (w1? I?J), /A must satisfy the lower bound 
M > max (0.2825,0.2849,0.2932) = 0.2932. (3.72) 

Similarity, if n and i are such that (w", t?/1) = (t/^, t>23), then 

((«22, t522>, («24» «24))» ° r 

((«A „ v,!L,), (u^ „ tV+,)) = J ((«2„ »2I), («24, Ü24))» or (3-73) 

[((«22>»22)> («P»l»-
To be assured that (a/1*1, c/,+I) -= («24. «24)» w e m u s t constrain /i to satisfy 
the upper bound 

iKiUt («,) - M23)/ (1/22 " 2«23 + «,) = 0.2999. 

The situation when 

(«/>/•) = («,,!>,), l < / < 2 2 , 

(3.74) 

(3.75) 

and 

((UU-1) mod 24> *?(y-1) mod 24)» ( ^ +1> VJ+1))> 0T 

( ( w O - 2 ) mod 24» *?C/-2) mod 24)» (ty+1> ^ + l ) ) > O* 

( ( W 0- l )mod24> %-l )mod24)> (ty+2> ty+2)) 

(3.76) 
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is essentially the same as in the previous example. That is, for any /A in 
(0.2932, 0.2999), (uf*1, v?+l) = (w,+ 1, vJ+l). Thus the sequence defined in 
(3.70) is a solution of (3.20) for any /x, in the above interval. 

3.4 Two dimensional problems. We conclude with a brief section on two 
dimensional problems. The governing equations are 

Utfx = ii(ur-XJ + < _ , + « /V,X + 1 ) + (1 - 4M)«» 

°!?1 -
+ ( l - 4 A ) t £ +8(7 ( < , < ) , and (3.21) 

un+l = 

Again F and G are given by (3.22), K is chosen small enough so that (0,0) is 
the unique solution of (F, G) = (0, 0), 0 < 8 < a/(l + Ka), and 0 < a < 
1/2. 

We shall insist that n < 1/4 and A < |(1 - 5(1 + Ka)/a). The first 
constraint guarantees that the intermediate states, U-j+ ', satisfy a maximum 
principle, while the second implies that if t?,° > 0 and «,?• > UR(v?j) for all / 
andy, then c," > 0 for all n > 0 and all i and y'. 

We first look at the point stimulation problem. We seek a solution of (3.21) 
satisfying the initial condition 

Kuv>v.J | ( 0 ) 0 ) > o t 

(/,ƒ) = (0,0), 
otherwise. 

(3.79) 

As regards the solution of this problem we have 

THEOREM 3.3. If a < (i < 1/4 and A = 0, the solution, (q£, v?j), converges 
to a steady outgoing wave; that is 

r 

where Ur and vr are defined by the steady equations 

lim 
/I—» 0 0 

|,| + U| = «-r 

(3.80) 

! v, = »,_! + 8G (ur_ j, t?r_,), and 

_{uE(vr), r= 1,2, . . . , ê , 
r ~ l ^ ( « r ) . r = ë + l , ë + 2 , . 

and the initial conditions 

(3.81) 

("r> «r) = 
(0,0), r < - l , 
(1,0), r = 0. 

The number ë in (3.81) is the largest integer e such that 

Vr < «max. K r < i. 

(3.82) 

(3.83) 
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When 0 < A < | ( 1 - 5 ( 1 + Ka)/a\ the data guarantees an outgoing 
wave, but the solution is not a simple function of |i| + |y|. Be that as it may, 
we still have 

hm (i& ttf) - (1, 0). (3.84) 
M+UI-1 

The system (3.20) also supports rotating spiral solutions of the type descri­
bed in the introduction. When A = 0, some of these may be written down in 
terms of the periodic sequences of the previous section. Each point (ij) runs 
through the given sequence and what must be checked is that the inequalities 
(3.21)3 are satisfied. As in the example of a "caterpillar" wave, one must 
demonstrate there is a range of the parameter fi such that the given spiral 
pattern satisfies the requisite inequalities. 

Spiral patterns may also be generated as solutions to the initial value 
problem for (3.21) with initial data containing no spirals at t = 0. We have 
worked out such an example for the parameter values a = 0.1, 8 = 0.02, 
/i = 0.15, and A = K = 0, when^ is the piecewise linear function defined in 
(3.23). We set up the initial conditions 

«.«©-(J: 0), 1 < / < 60,2 < j < 60, 
,0), 1 < i < 60,y = 1, 

on a 60 by 60 grid. 
At each time step, the boundary conditions 

(3.85) 

K > O = K - , < ) , K y , Vgv) = (ufa vSoj) 

Wo* v!o) = K , tfl), Kev vfa) = (i&> t&o), W 
[i,j = 1, . . . , 6 0 , 

were imposed. Since the spiral will develop from the center of the grid, it will 
be apparent that the spiral in its initial stages is not affected by the form of 
the boundary conditions chosen. 

For 1 < n < 29, we evaluated {ujj, v,") numerically using equations (3.21) 
and (3.86). Printer plots of the solution at each time step were produced, with 
the symbol ' + ' in location (ij) indicating a pair (w£, vfi) in an exicted state. 
A traveling wave of width 4 was observed, moving in the positive y direction. 

Before using (3.21) for n = 29, however, we arbitrarily cut the wave in half 
by redefining 

^ - f # - 0, 1 < / < 31,1< j < 60. (3.87) 

With the modified values (ufj9 vfj) regarded as new initial conditions, we 
evaluated (w£, t£.) for 30 < n < 60 by means of (3.21) and (3.86). 

The spiral that develops is shown for n = 35,45, 55 in Figures 3.3, 3.4, and 
3.5. The horizontal band is the remnant of the original traveling wave and 
moves upwards (the positive y direction) at a rate of 1 unit per time step. At 
time n = 35, the wake of the traveling wave has not been refractory long 
enough to be re-excited by the spiral. The first invasion of this wake by the 
spiral occurs at n = 40. At n = 45, the sprial is ready to invade its own wake, 
but must wait until n = 50 before the wake is ready. By n = 55, the emerging 
spiral pattern has become quite evident. 
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