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HILBERT SPACES OF MARTINGALES SUPPORTING CERTAIN
SUBSTITUTION-DYNAMICAL SYSTEMS

DORIN ERVIN DUTKAY AND PALLE E. T. JORGENSEN

Dedicated to the memory of Shizuo Kakutani

Abstract. Let X be a compact Hausdorff space. We study finite-to-one map-
pings r : X → X, onto X, and measures on the corresponding projective limit
space X∞(r). We show that certain quasi-invariant measures on X∞(r) cor-
respond in a one-to-one fashion to measures on X which satisfy two identities.
Moreover, we identify those special measures on X∞(r) which are associated
via our correspondence with a function V on X, a Ruelle transfer operator
RV , and an equilibrium measure µV on X.
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1. Introduction

This paper is motivated by our desire to apply wavelet methods to some nonlinear
problems in symbolic and complex dynamics. Recent research by many authors
(see, e.g., [4, 2, 6]) on iterated function systems with affine scaling has suggested
that the scope of the multiresolution method is wider than the more traditional
wavelet context.
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In this paper we exploit the connections between multiscale-resolution analysis
(wavelet theory) and dynamics, in particular iteration theory. For this purpose, we
study certain quasi-invariant measures, extending the familiar scaling equation from
wavelet theory. Our proofs use martingale theory, a transfer operator, called the
Ruelle transfer operator, and a fixed point theorem. A by-product of our analysis
is Theorem 5.9, generalizing a theorem of Perron and Frobenius.

As suggested first by S. Mallat [29], a particularly productive approach to the
construction of wavelet bases in L2(R) may be based on the notion of resolution
from optics. In this model, a fixed image-resolution corresponds to a certain closed
subspace V0 in L2(R). A coarser resolution will be a proper subspace of V0, and
a finer resolution is a subspace containing V0. What results is a Z-indexed scale
of nested Hilbert subspaces Vn, n ∈ Z, in L2(R) such that the intersection is {0}
and the union is dense. Moreover the operation of dyadic scaling transforms each
Vn to the next Vn+1. This is called a multiresolution approach to wavelets, see
[12], and it is based on the interplay between the two abelian groups T (the circle
group = one-torus), and R (the real line), with T representing a period interval
placed on the line R.

Our present paper is based on the observation that multiresolutions really are
martingales; and on our exploiting this fact. Thus we are able to adapt the geo-
metric notion of scaling subspaces (Vn), or resolutions, to nonlinear dynamics in a
variety of applications where such a pair of groups is not available. In the context
of discrete dynamical systems, we have instead an endomorphism r : X → X of a
compact space. And then successive iterations of r may serve to define a certain
selfsimilarity (for example statistical similarity up to scale in time or in space),
mirroring the more familiar notion of scale-similarity which is such a powerful tool
in wavelet theory. The usefulness of this geometric viewpoint is illustrated for ex-
ample in multivariable operator theory (e.g., [10], [23], [25], [26], [33], and [34]), as
well as in recent work on encoding of quantum stochastic processes; see, e.g., [1],
[3], [13], [18], [28], and [30].

The notion of multiresolution (from wavelets) is in fact closely related to more
familiar concepts from dynamics, e.g., to sequences of partitions or tower construc-
tions in dynamics, such as laminations [39], or successive subdivisions [40]; to Pesin
boxes [9], to attractors [38].

Let r be an endomorphism in a compact metric space X (for example the Julia
set of a given rational map), and suppose r is onto X and finite-to-one. Form a
projective space X∞ such that r induces an automorphism r̂ of X∞. Let V be a
Borel function on X (naturally extended to a function on X∞). Generalizing the
more traditional approach to scaling functions, we give in Theorem 4.1 a complete
classification of measures on X∞ which are quasi-invariant under r̂ and have Radon-
Nikodym derivative equal to V ; see also (1.1) and Section 2.2 for further details.

The interest in quasi-invariance derives in part from the observation that in the
more familiar wavelet case, this invariance notion plays a fundamental role, that of
a scaling equation (see [12, Chapter 5]). But in the wavelet case, the measure is
prescribed a priori ; it is the Lebesgue measure. Not so for other scaling problems
in dynamics. Starting with a possibly nonlinear system (X, r), we must examine
measures µ on X which are suitably invariant for the inverse branches of the given
endomorphism r : X → X . This invariance amounts to equation (2.4) below, and
we typically assume that µ (if it exists) is normalized. If a probability measure µ
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exists, solving equation (2.4), we say that µ is strongly invariant. But existence of
strongly invariant measures is now a question. (If for example r : X → X is known
to have strictly contractive inverse branches [20], or if X is the Julia set of some
rational map, w = r(z), then we know that strongly invariant measures µ exist [11],
but not in general.) However, assuming that a strongly invariant measure µ does
exist, then the statement of the scaling equation involves µ̂, and it takes the form
of

(1.1)
d(µ̂ ◦ r̂)

dµ̂
= V ◦ θ0

where θ0 is the X-coordinate function on X∞. (Both sides in equation (1.1) are
functions on X∞. The function V on the right-hand side is defined on X , so the
composition is indeed a function on X∞.)

Hence there are three separate problems: (1) Given such a measure µ, find the
functions V such that (1.1) holds. (2) For what functions V are there measures
µ on X such that the corresponding µ̂ on X∞ satisfies (1.1). (3) Starting with a
measure ν on X∞ for which the scaling equation (1.1) holds, then when is there a
measure µ on X such that ν = µ̂.

Our earlier paper [17] addressed (1); see also Theorem 2.1 below. Here we turn
instead to questions (2) and (3).

We show in Section 2 that all three problems relate to a certain eigenvalue
problem for a transfer operator RV defined by equation (2.5) in terms of the function
V . The operator RV is of general interest in operator theory; see e.g., [8], [19], [22],
[32], and [37].

Our analysis of the quasi-invariant measures is based on certain Hilbert spaces
of martingales (Theorem 3.3) and on a transfer operator (Section 2.2) studied first
by David Ruelle. In Theorem 6.3 we give a characterization of the extreme points
in the set of V -quasi-invariant probability measures.

Example 1.1. We now give an example of an endomorphism rA in a compact space
X(A) which is onto, and has finite pre-images. The construction is as follows:

Let A be a k × k matrix with entries in {0, 1}. Suppose every column in A
contains an entry 1. (This guarantees that the restricted shift rA below maps onto
X(A)).

Set

X(A) :=

{
(ξi)i∈N ∈

∏
N

{1, . . . , k}
∣∣∣ A(ξi, ξi+1) = 1

}

and
rA(ξ1, ξ2, . . . ) = (ξ2, ξ3, . . . ) for ξ ∈ X(A).

Then rA is a subshift, and the pair (X(A), rA) satisfies our conditions.
It is known [37] that, for each A, as described above, the corresponding system

rA : X(A)→ X(A) has a unique strongly rA-invariant probability measure, ρA, i.e.,
a probability measure on X(A) such that∫

X(A)

f dρA =
∫

X(A)

1
#r−1

A (x)

∑
rA(y)=x

f(y) dρA(x),

for all bounded measurable functions f on X(A).
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In this paper we analyze the connection between measures on X and the induced
measures on X∞, and we characterize those measures X∞ which are quasi-invariant
with respect to the invertible mapping r̂,

X∞ −−−−→
r̂

X∞� �
X −−−−→

r
X

where

(1.2) X∞ :=

{
x̂ = (x0, x1, . . . ) ∈

∏
N0

X
∣∣∣ r(xn+1) = xn, n ∈ N0

}
,

r̂(x̂) = (r(x0), x0, x1, . . . )

and

r̂−1(x̂) = (x1, x2, . . . ).

We recall the simplest instance in the wavelet context: As described in [12,
Chapter 5], wavelets may be obtained from an X∞ construction in the special case
when X = T = {z ∈ C | |z| = 1}, and r(z) = z2, as follows:

While the real line R is not T∞, we may still build the Hilbert space L2(R) with
its multiresolution wavelets from an inductive and isometric procedure based on
T∞. The intuitive idea is to get R in the limit by successive doubling of periods.
Following [19], we are in fact using a recursive system of Hilbert spaces for this, and
we note that this is really a martingale construction. To highlight the distinction
between the compact group G = T∞ (called a solenoid) and the reals R, contrast
the following two familiar short exact sequences of abelian groups, 0→ C → G→
T→ 0, where C is the Cantor group, on the one hand; and 0→ Z→ R→ T→ 0,
on the other. While the groups G and R are very different, the use of G helps
us even in this case to build the Hilbert space L2(R); but within the category of
isometries in Hilbert space. Moreover, the X∞ viewpoint is useful in important
applications outside the group context, and this is the focus of the present paper.

We need a specific interplay between spaces (X, r), r : X → X a non-invertible
endomorphism, and induced spaces (X∞, r̂) where r̂ is an automorphism. This is-
sue, and variants of it, arise in a number of areas of mathematics; first in probability
theory, going back to [27]; and also more recently in a number of wavelet problems;
see for example [5], [7], [8], [15], [16], [17], [19], [21], and [22]. In these applications,
the problem is to carry along some isometric operator defined on a Hilbert space
of functions on X , to the space X∞ (see Proposition 2.2 below). In the language
of operator theory, we wish to make a covariant unitary dilation from X to X∞.
(See e.g., [24] and [30].) This means that we need to induce measures µ on X to
measures µ̂ on X∞ in such a way that a prescribed covariance is preserved.

To make our paper self-contained, we have recalled Doob’s martingale conver-
gence Theorem in Section 3, in the form in which we need it, but we refer the reader
to the books [14] and [31] for background on martingale theory.
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2. Projective limits

2.1. Definitions. Let X be a compact Hausdorff space, and let r : X → X be a
finite-to-one mapping:

1 ≤ #r−1(x) <∞
where r−1(x) = {y ∈ X | r(y) = x}. More generally, set

r−1(E) = {y ∈ X | r(y) ∈ E}, if E ⊂ X.

By the projective limit X∞(r), we mean

X ←−−−−
r

X ←−−−−
r

X ←−−−−
r

· · · ←−−−− X∞(r);

see also (1.2).
We will further assume that r is not invertible, i.e., that #r−1(x) is not the

constant function one.
It is well known that, if r is continuous, then pull-backs of open sets in X define

a topology on X∞(r) making X∞(r) compact.
The restriction to X∞(r) of the coordinate projections (x0, x1, . . . ) �→ xn will be

denoted by θn, and we have

(2.1) r ◦ θn+1 = θn (n ∈ N0).

One advantage of passing from X to X∞(r) is that r induces an invertible map-
ping r̂ : X∞(r)→ X∞(r), such that

r ◦ θn = θn ◦ r̂ = θn−1.

Moreover, both r̂ and r̂−1 are continuous if r is.
If B is a sigma-algebra of subsets in X (typically we will take B to be the Borel

subsets in X), then there are sigma-algebras

Bn := θ−1
n (B) = {θ−1

n (E) |E ∈ B}
and

(2.2) B∞ =
⋃

n∈N0

Bn.

These Bn’s are sigma-algebras of subsets of X∞(r).
Using (2.1), we get

θ−1
n = θ−1

n+1 ◦ r−1.

If r is measurable, then r−1(B) ⊂ B, and we conclude that

(2.3) Bn ⊂ Bn+1.

Then both of the mappings r̂ and r̂−1 are measurable on X∞(r) with respect to
the sigma-algebra B∞.

2.2. A scaling equation. In [17], we studied the following restrictive setup: we
assumed that X carries a probability measure µ which is strongly r-invariant. By
this we mean that

(2.4)
∫

X

f dµ =
∫

X

1
#r−1(x)

∑
y∈X,r(y)=x

f(y) dµ(x) (f ∈ L∞(X)).

If, for example X = R/Z, and r(x) = 2x mod 1, then the Haar measure on
R/Z = Lebesgue measure on [0, 1), is the unique strongly r-invariant measure on
X . We prescribe probabilities via a fixed function V : X → [0,∞).
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Suppose V is bounded and measurable. Then define R = RV , the Ruelle opera-
tor, by

(2.5) RV f(x) =
1

r−1(x)

∑
r(y)=x

V (y)f(y) (f ∈ L1(X, µ)).

Theorem 2.1. ([17]) Let r : X → X and X∞(r) be as described in Section 2.1,
and suppose that X has a strongly r-invariant measure µ. Let V be a non-negative,
measurable function on X, and let RV be the corresponding Ruelle operator.

(i) There is a unique measure µ̂ on X∞(r) such that
(a) µ̂ ◦ θ−1

0 	 µ (set h := d(µ̂◦θ−1
0 )

dµ ),

(b)
∫

X

f dµ̂ ◦ θ−1
n =

∫
X

Rn
V (fh) dµ (n ∈ N0).

(ii) The measure µ̂ on X∞(r) satisfies

(2.6)
d(µ̂ ◦ r̂)

dµ̂
= V ◦ θ0

and

RV h = h.

In this paper we turn around the problem and take (2.6) as the fundamental
axiom. We will not assume the existence of a strongly r-invariant measure µ.

Proposition 2.2. Let r : X → X be as described above, and let r̂ : X∞(r)→ X∞(r)
be the corresponding automorphism. Let m : X → C be a bounded measurable func-
tion on X. Then the operator

(2.7) Ŝmf := (m ◦ θ0)f ◦ r̂

defines an isometry in the Hilbert space L2(X∞(r), µ̂) if and only if

(2.8) µ̂ ◦ r̂ 	 µ̂

and

(2.9)
d(µ̂ ◦ r̂)

dµ̂
= |m ◦ θ0|2.

Proof. The isometric property for (2.7) may be stated in the form.

(2.10)
∫

X∞(r)

|m ◦ θ0|2|f ◦ r̂|2 dµ̂ =
∫

X∞(r)

|f |2 dµ̂, for all f ∈ L2(X∞(r), µ̂).

Setting V := |m|2, and g := |f ◦ r̂|2, (2.10) reads∫
X∞(r)

V ◦ θ0 g dµ̂ =
∫

X∞(r)

g ◦ r̂ dµ̂.

But this amounts precisely to the two assertions (2.8) and (2.9). In other words,
the V -quasi-invariance property for V = |m|2 is equivalent to Sm defining an L2-
isometry. �
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3. Induction of measures on X∞(r) from measures on X

3.1. Martingales. In this subsection we introduce the sequence conditional ex-
pectations which support our martingale construction of the global Hilbert space.

If µ̂ is a measure defined on the sigma-algebra B∞ on X∞(r), then there is an
associated sequence of measures (µn) on X defined as follows:

(3.1) µn := µ̂ ◦ θ−1
n (n ∈ N0),

or more precisely

µn(E) = µ̂(θ−1
n (E)) (E ∈ B),

where

θ−1
n (E) = {x̂ ∈ X∞(r) | θn(x̂) ∈ E}.

Our measures will be assumed positive and finite, unless specified otherwise.
We now introduce the Hilbert spaces:

(3.2) Ĥ(µ̂) := L2(X∞(r), µ̂)

and

Hn(µ̂) := {ξ ◦ θn | ξ ∈ L2(X, µn)},
the orthogonal projections

Pn : Ĥ(µ̂)→ Hn(µ̂)

and

En : Ĥ(µ̂)→ L2(X, µn),

setting

Pn(f) =: En(f) ◦ θn (n ∈ N0);

then ∫
X∞(r)

ξ ◦ θn f dµ̂ =
∫

X

ξ En(f) dµn, for all n ∈ N0, ξ ∈ L2(X, µn).

Lemma 3.1. Let µ̂ be a measure on (X∞(r), B∞) and let Ĥ(µ̂)be the corresponding
Hilbert space from (3.2).

(i) Then there is an isometric isomorphism

(3.3) J : Ĥ(µ̂)→ lim
n

L2(X, µn)

where the inductive limit in (3.3) is defined by the isometric embeddings

ξ �→ ξ ◦ r : L2(X, µn)→ L2(X, µn+1).

The isomorphism J in (3.3) is

Jf = (Enf)n∈N0 (f ∈ Ĥ(µ̂)).
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(ii) The Hilbert norm is given by

‖f‖2
Ĥ(µ̂)

= lim
n→∞ ‖En(f)‖2L2(X,µn);

and
(iii) For every sequence ξn ∈ L2(X, µn) such that Pn(ξn+1 ◦ θn+1) = ξn ◦ θn,

and
sup

n
‖ξn‖L2(X,µn) <∞,

there is a unique f ∈ L2(X∞(r), µ̂) such that

Pnf = ξn ◦ θn for all n ∈ N0.

Moreover,

f = lim
n→∞ ξn ◦ θn, pointwise µ̂-a.e., and in Ĥ(µ̂).

Proof. The proof depends on Doob’s martingale convergence theorem; see [14], [17],
and [31]. �

3.2. From µ on X to µ̂ on X∞(r). In this subsection we introduce the sequence
martingale measures (µn) needed in our construction of the global Hilbert space.

Lemma 3.2. Let (µn)n∈N0 be a sequence of measures on (X, B). Then there is a
measure µ̂ on (X∞(r), B∞) such that

(3.4) µ̂ ◦ θ−1
n = µn (n ∈ N0)

if and only if

(3.5) µn+1 ◦ r−1 = µn (n ∈ N0).

Proof. We first recall the definition, the measure µn+1 ◦ r−1 in (3.5). On a Borel
subset E, it is

(3.6) µn+1 ◦ r−1(E) := µn+1(r−1(E)).

It is well known (see [35]) that (3.6) defines a measure.
Suppose µ̂ exists such that (3.4) holds. Let ξ be a bounded B-measurable func-

tion on X . Then∫
X

ξ◦r dµn+1 =
∫

X∞(r)

ξ◦r◦θn+1 dµ̂ =
∫

X∞(r)

ξ◦θn dµ̂ =
∫

X

ξ dµ̂◦θ−1
n =

∫
X

ξ dµn,

which proves the identity (3.5).
Conversely, suppose (µn)n∈N0 satisfies (3.5). Note that the Bn-measurable func-

tions are of the form f ◦ θn with f B-measurable. The Bn-measurable functions
are also Bn+1-measurable and this inclusion is given by

(3.7) f ◦ θn = (f ◦ r) ◦ θn+1.

The relations (2.2) and (2.3) imply that the union of the algebras of bounded
Bn-measurable functions is L1(µ̂)-dense in the algebra of bounded B∞-measurable
functions on X∞(r).

Now set

µ̂(f ◦ θn) := µn(f), f assumed Bn-measurable and bounded.

To see that this is consistent, use (3.7) and (3.5) to check that

µ̂((f ◦ r) ◦ θn+1) = µn+1(f ◦ r) = µn(f) = µ̂(f ◦ θn).
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The existence and uniqueness of µ̂ follows from Kolmogorov’s theorem; see [17] and
[27]. �

3.3. Quasi-invariance. In this subsection we state our theorem regarding the scal-
ing equation (1.1) from the Introduction.

In this section we will study the problem (2.6) via our correspondence µ̂ ↔
(µn)n∈N0 from Lemma 3.2.

The questions are two: (1) Which measures µ0 on X admit “extensions” µ̂ to
measures on X∞(r) satisfying (2.6)?

(2) Understand the measures µ0 which admit solutions µ̂ to (2.6).
Our first theorem answers the question (1).

Theorem 3.3. Let (µn)n∈N0 be a sequence of measures as in Lemma 3.1, i.e.,
satisfying µn+1 ◦ r−1 = µn, and let V : X → [0,∞) be B-measurable. Then the
“extended” measure µ̂ satisfies

(3.8)
d(µ̂ ◦ r̂)

dµ̂
= V ◦ θ0 a.e. on (X∞(r), B∞)

if and only if

(3.9) dµ0 = (V dµ0) ◦ r−1, and dµn+1 = (V ◦ rn)dµn (n ∈ N0).

Proof. Note first that (3.9) is equivalent to the following∫
X

f dµ0 =
∫

X

f ◦ r V dµ0, and
∫

X

f dµn+1 =
∫

X

f V ◦ rn dµn (n ∈ N0)

for all bounded B-measurable functions f on X .
Let (µn)n∈N0 be a sequence of measures that satisfy

(3.10) µn+1 ◦ r−1 = µn,

and let µ̂ be the corresponding measure on X∞(r). Suppose first that µ̂ satisfies
(3.8) for some B-measurable function V : X → [0,∞); in other words, we have the
identity

(3.11)
∫

X∞(r)

f ◦ r̂−1 dµ̂ =
∫

X∞(r)

f V ◦ θ0 dµ̂

for all bounded B∞-measurable functions f on X∞(r).
Now specializing (3.11) to f = ξ◦θn with ξ some bounded B-measurable function

on X , we get∫
X∞(r)

ξ ◦ θn+1 dµ̂ =
∫

X∞(r)

ξ ◦ θn V ◦ θ0 dµ̂

=
∫

X∞(r)

ξ ◦ θn V ◦ rn ◦ θn dµ̂ =
∫

X

ξ V ◦ rn dµn,

and therefore

dµn+1 = (V ◦ rn) dµn

by (3.1).
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We take a closer look at the case n = 0. Substitute f = ξ ◦ θ0 into (3.11). We
get∫

X∞(r)

ξ◦θ0 dµ̂ =
∫

X∞(r)

ξ◦θ0◦r̂ V ◦θ0 dµ̂ =
∫

X∞(r)

ξ◦r◦θ0 V ◦θ0 dµ̂ =
∫

X

ξ◦r V dµ0

and therefore dµ0 = (V dµ0) ◦ r−1 which is (3.9).
Conversely, suppose (µn)n∈N0 satisfies (3.10) and (3.9). Lemma 3.2 yields the

existence of a µ̂ on (X∞(r), B∞) such that

µn = µ̂ ◦ θ−1
n .

We claim that µ̂ is V -quasi-invariant, i.e., that (3.8) holds. This amounts to the
identity

(3.12)
∫

X∞(r)

f ◦ r̂−1 dµ̂ =
∫

X∞(r)

f V ◦ θ0 dµ̂.

By Lemma 3.1, this is equivalent to

dµn+1 = V ◦ rn dµn.

To see this, substitute f = ξ ◦ θn into (3.12) for ξ a bounded B-measurable
function on X , and n ∈ N0. But this holds by (3.9), and (3.8) follows. �

4. A fixed-point problem

In Theorem 3.3, we saw that our condition (2.6), V -quasi-invariance, on mea-
sures µ̂ on (X∞(r), B∞) entails a fixed-point property (4.1) for the corresponding
measure µ0 := µ̂ ◦ θ−1

0 . In this section, we turn the problem around. We show
that this fixed-point property characterizes the measures µ̂ satisfying the quasi-
invariance, i.e., satisfying (2.6).

If the function V : X → [0,∞) is given, we define

V (n)(x) := V (x)V (r(x)) · · · V (rn−1(x)),

and set dµn := V (n)dµ0. Our result states that the corresponding measure µ̂ on
X∞(r) is V -quasi-invariant if and only if

(4.1) dµ0 = (V dµ0) ◦ r−1.

Theorem 4.1. Let V : X → [0,∞) be B-measurable, and let µ0 be a measure on
X satisfying the following fixed-point property:

(4.2) dµ0 = (V dµ0) ◦ r−1.

Then there exists a unique measure µ̂ on X∞(r) such that

(4.3)
d(µ̂ ◦ r̂)

dµ̂
= V ◦ θ0

and
µ̂ ◦ θ−1

0 = µ0.

Proof. Let µ0 be a measure satisfying the fixed-point property (4.2), and set

(4.4) dµn+1 := (V ◦ rn) dµn.
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This defines a sequence µ0, µ1, µ2, . . . of measures on X . To establish the existence
of the measure µ̂ on X∞(r), we appeal to Lemma 3.2. We claim that (3.5) holds,
or equivalently that

(4.5)
∫

X

f ◦ r dµn+1 =
∫

X

f dµn

for all bounded B-measurable functions f on X , and for all n ∈ N0.
Substitution of (4.4) into (4.5) yields∫

X

f ◦ r dµn+1 =
∫

X

f ◦ r V ◦ rn dµn,

and we will prove (4.5) by induction:
First ∫

X

f ◦ r dµ1 =
∫

X

f ◦ r V dµ0 =
∫

X

f (V dµ0) ◦ r−1 =
∫

X

f dµ0,

where we used (4.2) in the last step. So (4.5) holds for n = 0.
Assume that (4.5) holds for µm and m < n. Then∫
X

f ◦ r dµn+1 =
∫

X

f ◦ r V ◦ rn−1 ◦ r dµn =
∫

X

f V ◦ rn−1 dµn−1 =
∫

X

f dµn,

where we used the definition (4.4) in the last step. The induction is completed.
This proves (3.5). An application of Lemma 3.2 yields the existence of a unique

measure µ̂ on (X∞(r), B∞) such that

µ̂ ◦ θ−1
n = µn (n ∈ N0).

Since the sequence (µn)n∈N0 satisfies the pair of conditions (3.9) by construction,
we conclude from Theorem 3.3 that µ̂ must satisfy (4.3), i.e., µ̂ is V -quasi-invariant
as claimed. �

The proof of Theorem 4.1 also yields the following corollary:

Corollary 4.2. Let V : X → [0,∞) be a bounded B-measurable function, and let
µ0 be a measure on (X, B). Suppose

dµ0 = (V dµ0) ◦ r−1.

Set

(4.6) dµn := V (n) dµ0, for n ∈ N.

Then

(4.7) µn+1 ◦ r−1 = µn,

and

(4.8) µn(X) =
∫

X

V (n) dµ0 = µ0(X), for all n ∈ N.

Proof. Indeed, by (4.6) we have the recursive formula dµn+1 = (V ◦ rn) dµn, and
as in the proof of Theorem 4.1, we get that (4.7) is satisfied. Applying (4.6) to the
constant function 1, we get that

µn(X) =
∫

X

V (n) dµ0,
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and, with (4.7)

µn+1(X) =
∫

X

1 dµn+1 =
∫

X

1 ◦ r dµn+1 =
∫

X

1 dµn = µn(X).

Now (4.8) follows by induction. �

5. Transformations of measures

Let X be a compact Hausdorff space, B the sigma-algebra of all Borel subsets
of X , and C(X) the continuous functions on X .

For a ∈ R+ denote by

Ma(X) := {µ |µ is a measure on (X, B), µ(X) = a}.
Note that Ma(X) is equipped with the weak∗-topology coming from the duality

(f, µ) �→
∫

X

f dµ =: µ(f)

where f ∈ C(X). The neighborhoods are generated by the sets Nµ0(f1, . . . , fk, ε)
where ε ∈ R+, f1, . . . , fk ∈ C(X) and

Nµ0(f1, . . . , fk, ε) = {µ ∈M(X) | |µ(fi)− µ0(fi)| < ε, i = 1, . . . , k}.
It is known [35] that each Ma(X) is weak∗-compact, i.e., Ma(X) is a compact

convex set in the topology determined by the neighborhoods Nµ0(f1, . . . , fk, ε).
Let V : X → [0,∞) be bounded and B-measurable, and define

TV (µ) := (V dµ) ◦ r−1 (µ ∈M(X)).

Lemma 5.1. Let V be as above, and assume V is also continuous. Then TV : M(X)
→M(X) is continuous.

Proof. Let µ ∈M(X), k ∈ Z+ and fi ∈ C(X), i = 1, . . . , k. Then

〈TV (µ) | fi〉 = 〈µ |V fi ◦ r〉 .
Setting gk := V fi ◦ r, we see that

TV (Nµ0(g1, . . . , gk, ε)) ⊂ NTV (µ0)(f1, . . . , fk, ε)

and the conclusion follows if V is assumed continuous. �

Definition 5.2. Let V : X → [0,∞) be bounded and B-measurable. We use the
notation

MV (X) := {µ ∈M(X) | dµ = (V dµ) ◦ r−1}.
For measures µ̂ on (X∞(r), B∞) we introduce

MV
qi (X∞(r)) :=

{
µ̂ ∈M(X∞(r))

∣∣∣ µ̂ ◦ r̂	 µ̂ and
d(µ̂ ◦ r̂)

dµ̂
= V ◦ θ0

}
.

The results of the previous section may be summarized as follows:

Theorem 5.3. Let V be as in Definition 5.2. For measures µ̂ on X∞(r) and
n ∈ N0, define

Cn(µ̂) := µ̂ ◦ θ−1
n .

Then C0 is a bijective affine isomorphism of MV
qi (X∞(r)) onto MV (X) that pre-

serves the total measure, i.e., C0(µ̂)(X) = µ̂(X∞(r)) for all µ̂ ∈MV
qi (X∞(r)).
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Proof. We showed in Theorem 3.3 that C0 maps MV
qi (X∞(r)) onto MV (X). The

inverse mapping
C−1

0 : MV (X)→MV
qi (X∞(r))

may be realized using Theorem 4.1 and Lemma 4.2. �
Remark 5.4. The intuitive idea behind C−1

0 : MV (X)→MV
qi (X∞(r)) is as follows:

Let C−1
0 (µ0) = µ̂. Then µ̂ is a measure on X∞(r), and we view points x̂ in

X∞(r) as infinite paths. Recall, if x̂ = (x0, x1, . . . ) ∈ X∞(r), then r(xn+1) = xn.
So in a random walk we choose xn+1 ∈ r−1(xn), and the function V assigns the
probabilities in each step. At step n, there are #r−1(xn) choices.

The assertion in the theorem is that the measure µ̂ is completely determined
by the prescribed measure µ0 at the starting point x0 of the path, and by the
function V .

The two measures µ̂ and µ0 are normalized so that

µ0(X) = µ̂(X∞(r)).

In a special case, an explicit formula for C−1
0 (µ0) is known [17, Proposition 8.2].

Theorem 5.5. Let V : X → [0,∞) be continuous. Assume that there exist some
measure ν on (X, B) and two numbers 0 < a < b such that

(5.1) a ≤ ν(X) ≤ b, and a ≤
∫

X

V (n) dν ≤ b for all n ∈ N.

Then there exists a measure µ0 on (X, B) that satisfies

dµ0 = (V dµ0) ◦ r−1,

and there exists a V -quasi-invariant measure µ̂ on (X∞(r), B∞).

Proof. Condition (5.1) guarantees that the set

MV
ab(X) :=

{
µ ∈M(X)

∣∣∣ a ≤ µ(X) ≤ b and a ≤
∫

X

V (n) dµ ≤ b, for all n ∈ N

}
is non-empty. Moreover, by the Banach-Alaoglu theorem [35], this set is compact
in the weak∗-topology. It is clear also that the set is convex.

We claim that the operator TV maps MV
ab(X) into itself. Indeed, if µ ∈MV

ab(X),
then

TV (µ)(X) =
∫

X

V 1 ◦ r dµ ∈ [a, b]

and, using V V (n) ◦ r = V (n+1),

TV (µ)(V (n)) =
∫

X

V V (n) ◦ r dµ =
∫

X

V (n+1) dµ ∈ [a, b].

Lemma 5.1 shows that TV is continuous so we can apply the Markov-Kakutani
fixed-point theorem (see [36]) to conclude that there exists a µ0 ∈ MV

ab such that
TV (µ0) = µ0. The V -quasi-invariant measure µ̂ can be obtained from µ0 using
Theorem 4.1. �
Definition 5.6. We now connect the above discussion with Section 2.2. Let (X, B)
and r : X → X be as described above. Suppose in addition that (X, B) carries a
strongly r-invariant probability measure, ρ; see (2.4) for the definition.

Set
M(ρ, X) := {µ ∈M(X) |µ	 ρ}.
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Lemma 5.7. Let V : X → [0,∞) be a bounded measurable function. Then TV

leaves M(ρ, X) invariant; and µ0 in M(ρ, X) satisfies

TV (µ0) = µ0

if and only if there is an h ∈ L1(X, ρ) such that dµ0 = h dρ and RV h = h.

Proof. Let µ ∈ M(ρ, X), and write dµ = f dρ, f ∈ L1(X, ρ). Let ξ be a bounded
measurable function on X . Then

TV (µ)(ξ) =
∫

X

ξ ◦ r V f dρ =
∫

X

ξ(x)
1

#r−1(x)

∑
r(y)=x

V (y)f(y) dρ(x)

=
∫

X

ξ(x)(RV f)(x) dρ(x).

Stated differently,
TV (f dρ) = RV (f) dρ.

Hence TV (f dρ) = f dρ if and only if RV f = f as claimed. �

Before stating and proving our next result we need one more lemma.

Lemma 5.8. Let (X, B), r : X → X, and V : X → [0,∞) be as above. Suppose
(X, B) carries a strongly r-invariant probability measure ρ. Then

(5.2)
∫

X

V (n) f dρ =
∫

X

Rn
V (f) dρ

for all bounded measurable functions f and n ∈ N.

Proof. We prove (5.2) by induction, starting with n = 1.
For f ∈ L∞(X),∫

X

V f dρ =
∫

X

1
#r−1(x)

∑
r(y)=x

V (y)f(y) dρ(x) =
∫

X

RV f dρ

where we used the definition (2.4) of strong r-invariance.
Suppose (5.2) holds up to n. Then∫

X

V (n+1) f dρ =
∫

X

(V (n) ◦ r)V f dρ =
∫

X

V (n)(x)
1

#r−1(x)

∑
r(y)=x

V (y)f(y) dρ(x)

=
∫

X

V (n)RV f dρ =
∫

X

Rn
V RV f dρ =

∫
X

Rn+1
V f dρ,

where we used the induction hypothesis in the last step.
This completes the proof of the lemma. �

Our next result is an infinite-dimensional analogue of the (finite-dimensional)
Perron-Frobenius theorem for non-negative matrices.

Theorem 5.9. Let (X, B), and r : X → X, be as described above. Suppose
V : X → [0,∞) is measurable,

1
#r−1(x)

∑
r(y)=x

V (y) ≤ 1,

and that some probability measure νV on X satisfies

(5.3) νV ◦RV = νV .
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Assume also that (X, B) carries a strongly r-invariant probability measure ρ, such
that

ρ({x ∈ X |V (x) > 0}) > 0.

Then
(i) T n

V ( dρ) = Rn
V (1) dρ, for n ∈ N, where 1 denotes the constant function

one.
(ii) [Monotonicity] · · · ≤ Rn+1

V (1) ≤ Rn
V (1) ≤ · · · ≤ 1, pointwise on X.

(iii) The limit limn→ Rn
V (1) = hV exists, RV hV = hV , and

(5.4) ρ({x ∈ X |hV (x) > 0}) > 0.

(iv) The measure dµ
(V )
0 = hV dρ is a solution to the fixed-point problem

TV (µ(V )
0 ) = µ

(V )
0 .

(v) The sequence dµ
(V )
n = V (n) hV dρ defines a unique µ̂(V ) (as in Theorem

4.1 and Lemma 4.2); and
(vi) µ

(V )
n (f) =

∫
X

Rn
V (fhV ) dρ for all bounded measurable functions f on X,

and all n ∈ N.
Finally,

(vii) the measure µ̂(V ) on X∞(r) satisfying µ̂(V ) ◦ θ−1
n = µ

(V )
n has total mass

µ̂(V )(X∞(r)) = ρ(hV ) =
∫

X

hV (x) dρ(x).

Proof. Part (i) follows from Lemma 5.7.
(ii) It is clear that

RV (1) =
1

#r−1(x)

∑
r(y)=x

V (y) ≤ 1, for x ∈ X.

Starting the induction, suppose

Rn
V (1) ≤ Rn−1

V (1).

Then

Rn+1
V (1) =

1
#r−1(x)

∑
r(y)=x

V (y)Rn
V (1)(y)

≤ 1
#r−1(x)

∑
r(y)=x

V (y)Rn−1
V (1)(y) = Rn

V (1)(x).

An induction now proves (ii).
It follows that the limit hV in (iii) exists, and that

RV (hV ) = hV .

Using (5.3), we get that

νV (Rn
V (1)) = νV (1) = 1, for all n ∈ N,

and therefore

νV (hV ) =
∫

X

hV dνV = 1.

The conclusion (5.4) follows from [22, Chapter 3].
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The assertion in (iv) is that µ
(V )
0 := hV dρ is a fixed point, i.e., that

TV (hV dρ) = hV dρ.

This follows in turn from Lemma 5.7. Hence, the measures

dµ(V )
n = V (n)hV dρ

extend to a unique measure µ̂(V ) on X∞(r) and, by Theorem 5.3,

µ̂(V ) ∈MV
qi (X∞(r)).

Moreover, using now Lemma 5.8, we get

µ(V )
n (f) =

∫
X

f V (n) hV dρ =
∫

X

Rn
V (fhV ) dρ,

which yields the desired conclusion (vi) and (vii).
Indeed

µ̂(V )(X∞(r)) =
∫

X∞(r)

1 ◦ θ0 dµ̂(V ) =
∫

X

1 dµ0 =
∫

X

hV dρ.

Comparing with (5.1) in Theorem 5.5, notice that∫
X

hV dρ = lim
n→∞

∫
X

Rn
V (1) dρ = lim

n→∞ ρ(V (n)).

�

The conclusions of Theorem 5.9 hold in the following more general form.

Corollary 5.10. Let V, W : X → [0,∞) be measurable, and suppose the assump-
tions (i) and (ii) are satisfied:

(i)
1

#r−1(x)

∑
r(y)=x

V (y)W (y) ≤ 1, x ∈ X.

(ii) There exists a non-negative function hW on X, and a measure ρW such
that ρW RW = ρW , RW hW = hW and ρW (hW ) = 1.

Then

(5.5) T n
V (f dρW ) = (Rn

V W f) dρW ,

and the limit
lim

n→∞Rn
V W (1) = h

exists, and satisfies

(5.6) TV (h dρW ) = h dρW .

Proof. We first show (5.5) for n = 1. Let f and ξ be bounded, measurable functions
on X . Then

TV (f dρW )(ξ) =
∫

X

ξ ◦ r V f dρW =
∫

X

RW (ξ ◦ r V f) dρW

=
∫

X

ξ RW (V f) dρW =
∫

X

ξ RV W (f) dρW .

Hence (5.5) holds for n = 1, and the general case follows by iteration.
The argument from the proof of the theorem shows that

· · · ≤ Rn+1
V W (1) ≤ Rn

V W (1) ≤ · · · ≤ RV W (1) ≤ 1,
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so the limit
h := lim

n→∞Rn
V W (1)

exists, and satisfies (5.6) by the same argument. �

Remark 5.11. Stated in Ruelle’s thermodynamical formalism [37], the data ρW

(measure) and hW (eigenfunction) in part (ii) of Corollary 5.10 represent an equi-
librium distribution where W is related to a potential function. Under mild condi-
tions on (X, r) and W , it is known that solutions (ρW , hW ) exist, and we say that
λW = 1 is the Perron-Frobenius eigenvalue of the Ruelle operator RW . In that case

1 = sup{|λ| |λ ∈ spectrum(RW )}.
The reader is referred to [37], [8], [32] for further details regarding the spectral
theory of RW .

Notice further that the conclusion of Ruelle’s Perron-Frobenius theorem is a
generalization of the classical Perron-Frobenius theorem for matrices with non-
negative entries.

6. Extreme points

Theorem 5.3 shows that the map µ̂ �→ µ0 := µ̂ ◦ θ−1
0 establishes a bijective affine

correspondence between the following two sets:

MV
qi,1(X∞(r)) := {µ̂ ∈M(X∞(r)) | µ̂(X∞(r)) = 1, µ̂ is V -quasi-invariant}

and
MV

1 (X) := {µ0 ∈M(X) |µ0(X) = 1, TV (µ0) = µ0}.
It is easy two see that both these sets are convex, and an application of the Banach-
Alaoglu theorem [36] shows that they are compact in the weak∗-topology. Then,
using the Krein-Milman theorem [36], we conclude that each of these sets is the
convex weak∗-closure of their extreme points. Moreover, since the correspondence
is affine it preserves the extreme points.

This section is devoted to an analysis of the extreme points. Before we state
and prove our main result on extreme points, we need to define the concepts of
conditional expectation Eµ0 , and relative ergodicity.

Proposition 6.1. Let (X, B), r and V be as above. Let µ0 be a measure in MV
1 (X).

Then for each bounded measurable function g on X there exists a bounded r−1(B)-
measurable function Eµ0(V g) such that

(6.1)
∫

X

V g f ◦ r dµ0 =
∫

X

Eµ0 (V g)f ◦ r dµ0,

for all bounded B-measurable functions f on X. Moreover, this is unique up to
µ0 ◦ r−1-measure zero.

Proof. The positive linear functional

Λg : f ◦ r �→
∫

X

V g f ◦ r dµ0

defines a measure on (X, r−1(B)) which is absolutely continuous with respect to
µ0. Indeed, if µ(E) = 0, then

0 =
∫

X

χE dµ0 =
∫

X

V χE ◦ r dµ0



HILBERT SPACES OF MARTINGALES 41

so ∫
X

V g χE ◦ r dµ0.

Therefore, by the Radon-Nikodym theorem, there exists some r−1(B)-measurable
function Eµ0(V f) such that (6.1) holds. Since∣∣∣∣

∫
X

Eµ0(V g) f ◦ r dµ0

∣∣∣∣ ≤ ‖V g‖∞
∫

X

|f ◦ r| dµ0

it follows that |Eµ0(V g)| ≤ ‖V g‖∞ holds µ0 ◦ r−1 a.e.
The uniqueness is also clear from the definition (6.1). �

Definition 6.2. A measure µ0 ∈MV
1 (X) is called relatively ergodic with respect to

(r, V ) if the only non-negative, bounded B-measurable functions f on X satisfying

Eµ0(V f) = Eµ0(V )f ◦ r, pointwise µ0 ◦ r−1-a.e.,

are the functions which are constant µ0-a.e.

Theorem 6.3. Let V : X → [0,∞) be bounded and measurable. Let
µ̂ ∈ MV

qi,1(X∞(r)), and µ0 := µ̂ ◦ θ−1
0 ∈ MV

1 (X). The following affirmations are
equivalent:

(i) µ̂ is an extreme point of MV
qi,1(X∞(r));

(ii) V ◦ θ0 dµ̂ is ergodic with respect to r̂;
(iii) µ0 is an extreme point of MV

1 (X);
(iv) µ0 is relatively ergodic with respect to (r, V ).

Proof. The arguments in the beginning of this section (mainly Theorem 5.3) show
that (i) and (iii) are equivalent.

We now prove (i)⇒(ii). Suppose µ̂ is not ergodic. Then there exists two mea-
surable subsets A and B of X∞(r) such that

•
∫

A

V ◦ θ0 dµ̂ > 0 and
∫

B

V ◦ θ0 dµ̂ > 0

(note that then µ̂(A) > 0 and µ̂(B) > 0),
• A ∪B = X∞(r), and
• A and B are r̂-invariant.

Define then the measures

µ̂A(E) =
µ̂(A ∩ E)

µ̂(A)
, µ̂B(E) =

µ̂(B ∩ E)
µ̂(B)

for all E ∈ B.
Note that

(6.2) µ̂ = µ̂(A)µa + µ̂(B)µB .

We prove next that µA, µB are in MV
qi,1(X∞(r)). Clearly they have total mass equal

to 1, so we only have to prove the V -quasi-invariance. For f bounded, measurable
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function on X∞(r), we have:∫
X∞(r)

f ◦ r̂−1 dµA =
1

µ̂(A)

∫
X∞(r)

f ◦ r̂−1χA dµ̂

=
1

µ̂(A)

∫
X∞(r)

f ◦ r̂−1χA ◦ r̂−1 dµ̂ (r̂(A) = A)

=
1

µ̂(A)

∫
X∞(r)

V ◦ θ0 f χA dµ̂

=
∫

X∞(r)

V ◦ θ0 f dµA.

Hence µA is V -quasi-invariant. The same argument works for µB. Therefore µA

and µB are both in MV
qi,1(X∞(r)). Now, equation (6.2) contradicts the fact that µ̂

is extreme.
(ii)⇒(i): Suppose there are some measures µ1, µ2 ∈ MV

qi,1(X∞(r)) and some
λ ∈ [0, 1] such that

µ̂ = λµ1 + (1− λ)µ2.

Then µ1 and µ2 are absolutely continuous with respect to µ̂. Therefore there exist
f1 and f2 in L1(X∞(r), µ̂) such that

dµ1 = f1 dµ̂, dµ2 = f2 dµ̂.

Since µ1 and µ̂ are V -quasi-invariant, we have, for all bounded measurable functions
f on X∞(r), ∫

X∞(r)

f f1 ◦ r̂ V ◦ θ0 dµ̂ =
∫

X∞(r)

f ◦ r̂−1 f1 dµ̂

=
∫

X∞(r)

f ◦ r̂−1 dµ1

=
∫

X∞(r)

V ◦ θ0 f dµ1

=
∫

X∞(r)

V ◦ θ0 f f1 dµ̂.

Therefore f1 = f1◦r pointwise V ◦θ0 dµ̂-almost everywhere. The hypothesis implies
then that f1 is constant V ◦θ0 dµ̂-a.e. The same argument shows that f2 is constant
V ◦ θ0 dµ̂-a.e.

Since µ̂ and µ1 are V -quasi-invariant we have also that

1 =
∫

X∞(r)

1 ◦ r̂−1 dµ1 =
∫

X∞(r)

V dµ1 =
∫

X∞(r)

V f1 dµ̂.

It follows that f1 = 1, pointwise V ◦ θ0 dµ̂-a.e. The same is true for f2. Then∫
X∞(r)

f dµ1 =
∫

X∞(r)

V ◦ θ0 f ◦ r̂ dµ1 =
∫

X∞(r)

V ◦ θ0 f ◦ r̂ f1 dµ̂

=
∫

X∞(r)

V f ◦ r̂ dµ̂ =
∫

X∞(r)

f dµ̂.

Hence µ1 = µ̂ = µ2 and µ̂ is extreme.
(iii)⇒(iv): Suppose µ0 is not relatively ergodic. Then there exists a bounded

measurable function f1 ≥ 0 on X such that Eµ0(V f1) = Eµ0(V )f1 ◦ r, pointwise
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µ0 ◦ r−1-a.e., and f1 is not constant µ0-a.e. We may assume that
∫

X
f1 dµ0 = 1.

Define the measure dµ1 := f1 dµ0. We check that µ1 is in MV
1 (X).∫

X

f dµ1 =
∫

X

f f1 dµ0 =
∫

X

V f ◦ rf1 ◦ r dµ0 =
∫

X

Eµ0(V )f1 ◦ r f ◦ r dµ0

=
∫

X

Eµ0(V f1) f ◦ r dµ0 =
∫

X

V f1 f ◦ r dµ0 =
∫

X

V f ◦ r dµ1.

Now choose some 0 < λ < 1 such that λf1 ≤ 1 and define

f2 :=
1− λf1

1− λ
, dµ2 = f2 dµ0.

Then Eµ0(V f2) = Eµ0(V )f2 ◦ r, and the same calculation as before shows that
TV (µ2) = µ2. Note also that µ2(X) = 1. Since µ0 = λµ1 + (1− λ)µ2 and f1 is not
constant, we have that µ1 �= µ0. It follows that µ0 is not an extreme point, thus
contradicting the hypothesis and proving (iv).

(iv)⇒(iii): Suppose

(6.3) µ0 = λµ1 + (1− λ)µ2

for some µ1, µ2 ∈ MV
1 (X), λ ∈ [0, 1]. Then µ1 and µ2 are absolutely continuous

with respect to µ0. Let f1, f2 be the corresponding Radon-Nikodym derivatives.
The relation (6.3) implies that

1 = λf1 + (1− λ)f2, µ0-a.e.

In particular, f1 and f2 are bounded.
We know that µ and µ1 have the fixed-point property. Then for all bounded

measurable functions f on X ,∫
X

Eµ0(V ) f1 ◦ r f ◦ r dµ0 =
∫

X

V f ◦ r f1 ◦ r dµ0 =
∫

X

f f1 dµ0 =
∫

X

f dµ1

=
∫

X

V f ◦ r dµ1 =
∫

X

V f ◦ r f1 dµ0 =
∫

X

Eµ0(V f1) f ◦ r dµ0.

Therefore Eµ0(V )f1 ◦ r = Eµ0 (V f1), µ0 ◦ r−1-a.e.
The hypothesis implies that f1 is constant µ0-a.e. Since µ1(X) = µ0(X) = 1, it

follows that f1 = 1 and µ1 = µ0, and therefore µ0 is extreme. �
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