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MAPPINGS OF FINITE DISTORTION

FROM GENERALIZED MANIFOLDS

VILLE KIRSILÄ

Abstract. We give a definition for mappings of finite distortion from a gener-
alized manifold with controlled geometry to a Euclidean space. We prove that
the basic properties of mappings of finite distortion are valid in this context.
In particular, we show that under the same assumptions as in the Euclidean
case, mappings of finite distortion are open and discrete.

1. Introduction

Mappings of finite distortion are generalizations of quasiregular mappings, de-
fined as follows. Let Ω ⊂ R

n be a domain. We say that f ∈ W 1,1
loc (Ω,R

n) is a
mapping of finite distortion if the Jacobian determinant Jf ∈ L1

loc(Ω), and if there
exists a measurable function K : Ω → [1,∞[ such that

|Df(x)|n ≤ K(x)Jf (x), a.e. x ∈ Ω.

Furthermore, f is called quasiregular if the function K is bounded. In the late 60s,
Reshetnyak proved a fundamental result in the theory of quasiregular mappings,
namely that a nonconstant quasiregular map is open and discrete. For mappings
of finite distortion, a similar result was obtained by Iwaniec and Šverák in [15].
They showed for n = 2 that Reshetnyak’s result is still valid for a mapping of finite
distortion f ∈ W 1,2

loc (Ω), with K ∈ L1
loc(Ω). According to an example, given by

Ball in [2], the result of Iwaniec and Šverák is sharp in the sense that for every
p < 1 there is a Lipschitz map with K ∈ Lp

loc(Ω) that is not discrete. Later, in
[18], Manfredi and Villamor proved that the result holds also in higher dimensions

if f ∈ W 1,n
loc (Ω,R

n) and K ∈ Lp
loc(Ω), for some p > n − 1. Recently, Hencl and

Rajala showed that the result of Manfredi and Villamor is sharp. In [14], they gave
an example of a Lipschitz mapping in any dimension n ≥ 3 with K ∈ Ln−1(Ω)
that is not discrete. The main theorem of this paper is Theorem 3.3, which states
that, under assumptions akin to the Euclidean case, a mapping of finite distortion
from a generalized n-manifold with suitable controlled geometry to n-dimensional
Euclidean space, is open and discrete. Our proof is new even in the Euclidean
setting.

It is an interesting question when a given metric space is locally bi-Lipschitz
equivalent to a Euclidean space. Motivated by this question, in [12], Heinonen and
Rickman studied mappings of bounded length distortion. A sense-preserving, open
and discrete map f is called mapping of bounded length distortion, or BLD-map,
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if it satisfies the bi-Lipschitz condition on rectifiable paths. That is,

1

C
length γ ≤ length f ◦ γ ≤ C length γ,

for some constant C > 0 and for every rectifiable path γ. BLD-maps can be seen as
a generalization of bi-Lipschitz maps, but unlike a bi-Lipschitz map, a BLD-map
does not need to be a homeomorphism. In [12], Heinonen and Rickman developed
the basic theory of BLD-maps between generalized manifolds. Among other things,
they introduced such geometric conditions on generalized manifolds that it was pos-
sible to give an analytic definition for BLD-maps. To be more precise, BLD-maps
can be identified as those quasiregular maps that are locally Lipschitz and have
Jacobian determinant bounded uniformly away from zero. In [13], Heinonen and
Sullivan characterized metric spaces that are cohomology n-manifolds and admit
local BLD-maps into R

n. Moreover, in [8], Heinonen and Keith showed that an
Ahlfors n-regular, locally linearly contractible homology n-manifold in R

n has local
bi-Lipschitz parametrizations if it admits local Cartan-Whitney presentations in a
certain Sobolev class. In fact, they gave an analytic characterization for topological
manifolds among all the homology n-manifolds.

The purpose of this paper is to extend the theory of BLD-maps to quasireg-
ular maps and to mappings of finite distortion. On the other hand, our results
and methods can be useful also when studying if a given metric space is locally
quasiconformally equivalent to a Euclidean space.

The definition of a generalized n-manifold allows us to use the theory of topo-
logical degree. In particular, it is possible to define sense-preserving maps. This
is important, since many of our arguments are based on degree theory. As seen
from the definition of mappings of finite distortion, the Jacobian determinant of
such a map is non-negative almost everywhere. In the Euclidean case this as-
sumption together with convenient analytic assumptions implies that the map is
sense-preserving. We would like our notion of Jacobian to provide similar results.

We assume that our domain space S is an Ahlfors n-regular, n-rectifiable subset
of R

m, supporting a weak (n − 1)-Poincaré inequality. In addition, we assume
that S can be metrically oriented. This assumption can be replaced by a more
geometric assumption that the space is linearly locally contractible. For a short
discussion on that direction see Remark 2.35. In the definition of mappings of
finite distortion, we use the notion of Newtonian spaces. Newtonian spaces are a
generalization of Sobolev spaces to metric measure spaces. In our setting, mappings
of finite distortion are approximately differentiable and the approximate derivative
will serve as an upper gradient. For a comprehensive study of Newtonian spaces
and upper gradients, see [11] and [25]. Our first step is to show that mappings
of finite distortion are sense-preserving. Using this property, we are able to prove
that they satisfy Lusin condition (N), and are monotone and differentiable almost
everywhere. For discreteness and openness, we prove that the preimage of a point
has 1-dimensional Hausdorff measure zero. Here among other techniques the path
lifting property of branched covers is used. When this is done, we are able to apply
the theory of topological degree to conclude that our mappings are discrete and
open.
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2. Preliminaries

Throughout this paper, the distance between elements x and y of a metric space
is denoted by |x− y| .
2.1. Newtonian spaces.

Definition 2.1. Let X and Y be two metric spaces and f : X → Y. We say that a
Borel function g : X → [0,∞] is an upper gradient of f if

(1) |f(x)− f(y)| ≤
ˆ
γ

g ds

for every locally rectifiable path γ : [0, 1] → X with γ(0) = x and γ(1) = y.
Let Γ be a collection of rectifiable paths in a metric measure space (X,μ). For

1 ≤ p < ∞, the p-modulus of Γ is defined by

Modp(Γ) = inf

ˆ
X

g(x)p dμ(x).

Here the infimum is taken over all Borel functions g satisfying
´
γ
g ds ≥ 1, for every

γ ∈ Γ. Let ΓA be the collection of all rectifiable paths in X, and p ≥ 1. We say that
g is a p-weak upper gradient of f , if there is Γ0 ⊂ ΓA, such that Modp(Γ0) = 0 and
(1) holds for every γ ∈ ΓA\Γ0. We use phrase “for p-almost every path”, to say that
some property holds for all paths excluding a set of p-modulus zero. It is not too
difficult to see that if μ satisfies μ(B) < ∞ for every ball B ⊂ X, and if ModpΓ = 0
for some p ≥ q ≥ 1, then also ModqΓ = 0. Thus under these assumptions, a p-weak
upper gradient is also a q-weak upper gradient.

Definition 2.2. Let (X,μ) be a metric measure space. If a function f ∈ Lp(X)
has a p-integrable p-weak upper gradient, we say that f ∈ N1,p(X). Let {fi}∞i=1 be
a sequence in N1,p(X). We say that it converges to f ∈ N1,p(X) in the Newtonian
sense, or in N1,p(X), if there exist upper gradients gi of f − fi, such thatˆ

X

|f(x)− fi(x)|p dμ(x) +

ˆ
X

gi(x)
p dμ(x) → 0, as i → ∞.

Assume now that f maps X to R
k. In case that every component function of f

belongs to the Newtonian space N1,p(X), we write f ∈ N1,p(X,Rk). Convergence
in N1,p(X,Rk) is defined to be convergence of component functions in N1,p(X).

Furthermore, we say that f ∈ N1,p
loc (X) if f has a p-weak upper gradient g, and

f, g ∈ Lp(Ω), for every compact Ω ⊂ X.

Definition 2.3. Let Q > 0 be a real number. We say that a metric space X
endowed with a Borel measure μ is Ahlfors Q-regular if there exists a constant
CA ≥ 1, such that

1

CA
rQ ≤ μ(B(x, r)) ≤ CAr

Q,

for every ball B(x, r) ⊂ X satifying r ≤ diamX.

It is well known that if a locally compact metric space X satisfies the Ahlfors
Q-regularity condition with some Borel measure μ then X equipped with the Q-
dimensional Hausdorff measure is Ahlfors Q-regular as well. Furthermore, in this
case μ is comparable with the Hausdorff measure. For this reason we always assume
that each Ahlfors Q-regular space is equipped with the Q-dimensional Hausdorff
measure.
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Definition 2.4. Let (X,μ) be a metric measure space and p ≥ 1. We say that
(X,μ) supports a weak p-Poincaré inequality if there exist constants CP and λ > 1
such that for every f ∈ L1

loc(X) we have

 
B

|f(x)− fB| dμ(x) ≤ Cpdiam(B)

(  
λB

g(x)p dμ(x)

) 1
p

,

whenever g is a p-weak upper gradient of f , and B ⊂ X is a ball satisfying diam B ≤
diam X. Here fB is the integral average fB =

ffl
B
f = 1

μ(B)

´
B
f(x) dμ(x). Note

that by Hölder’s inequality, a weak p-Poincaré inequality implies a weak q-Poincaré
inequality for q > p. The converse does not hold in general.

Nowadays, it is a well-known fact that ifX is an Ahlfors n-regular metric measure
space supporting a weak Poincaré inequality, then Lipschitz mappings forms a dense
subset of N1,n(X). Actually, by a slight modification on the proof of [11, Theorem
7.2.1], we get

Theorem 2.5. Fix n ≥ 1, and let X be an Ahlfors n-regular metric space supporting
a weak n-Poincaré inequality. For every function f ∈ N1,n(X), there is a sequence
{fi}∞i=1 satisfying the following:

(1) fi → f, in N1,n(X), as i → ∞.
(2) Hn({x : fi(x) 	= f(x)}) ≤ 1

i , for every i.
(3) {x : fi+1(x) 	= f(x)} ⊂ {x : fi(x) 	= f(x)}, for every i.
(4) fi(x) ≤ fi+1(x) ≤ f(x) for every x ∈ X and for every i.
(5) Each fi is C(i)-Lipschitz continuous.

Next we introduce pointwise Lipschitz constants.

Definition 2.6. Let X and Y be two metric spaces. For continuous f : X → Y we
define Borel functions

Lip f(x) := lim sup
y→x

|f(x)− f(y)|
|x− y|

and

lip f(x) := lim inf
r→0

sup
|x−y|≤r

|f(x)− f(y)|
r

.

If x is isolated we set Lip f(x) = lip f(x) = 0. However, in our applications isolated
points do not occur.

Remark 2.7. Trivially, lip f(x) ≤ Lip f(x) for every x ∈ X. It follows from [4,
Theorem 4.38] that if X is an Ahlfors n-regular metric measure space supporting
a weak p-Poincaré inequality for some 1 < p < ∞, then for every locally Lipschitz
map f : X → R

k and for almost every x ∈ X

Lip f(x) = lip f(x).

Furthermore, under these assumptions by [4, Proposition 4.26], there is a constant
C depending only on space X such that for any p-integrable p-weak upper gradient
g of f and for almost every x ∈ S,

Lip f(x) ≤ Cg(x).

On the other hand, lip f is an upper gradient for any locally Lipschitz map f
between two metric spaces. For the proof of this fact see [11, Lemma 5.2.6].
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The following lemma shows that being an upper gradient is a local property. For
the proof, see [11, Lemma 5.2.10].

Lemma 2.8. Let (X,μ) be a metric measure space and Y a metric space. Suppose
that f : X → Y is absolutely continuous on p-almost every path. Let E be a Borel
subset of X, and assume that there are maps v, w : X → Y, such that v = f almost
everywhere on E and w = f almost everywhere on X \ E. If v and w possess
p-integrable, p-weak upper gradients σ and τ, respectively, then the function

ρ = σχE + τχEC

is a p-integrable p-weak upper gradient of f .

Remark 2.9. If X is a metric measure space, Y a metric space and f : X → Y
has a locally p-integrable p-weak upper gradient then f is absolutely continuous
on p-almost every path. For a proof of this fundamental fact; see [11, Proposition
5.3.3].

2.2. Rectifiable sets and approximate differentiability. In this section we
study properties of rectifiable sets and give two concepts of differentiability. We
also give a Rademacher-Stepanov type theorem. Our main references in this section
are [5], [19] and [20].

Let E ⊂ R
m be a Hn-measurable set and x ∈ R

m. In the case that

lim
r→0

Hn(E ∩B(x, r))

ωnrn

exists, we call it the n-dimensional density of the set E at point x. Here and in what
follows, ωn stands for the Lebesque measure of the unit ball in R

n. It is well known
that for a Hn-measurable set E ⊂ R

n, Hn-almost every point x ∈ E has density 1.
For sets with smaller dimension that does not hold in general. For instance, there
is a Cantor type set C ⊂ R

2 with positive H1-measure such that

lim sup
r→0

H1(C ∩B(x, r))

ω1r
< 1,

for almost every x ∈ C. The Besicovitch-Marstrand-Mattila theorem [19, Theo-
rem 17.6] states that so-called rectifiable sets are exactly the sets where this phe-
nomenom cannot happen.

Definition 2.10. Let S ⊂ R
m be a Hn-measurable set, n ≤ m, with locally

finite Hn-measure. We say that S is n-rectifiable if there are Lipschitz mappings
φi : R

n → R
m, i ∈ N, such that

Hn

(
S \

∞⋃
i=1

φi(R
n)

)
= 0.

Theorem 2.11 (Besicovitch-Marstrand-Mattila). Let E ⊂ R
m be a Borel set with

Hn(E) < ∞. Then E is n-rectifiable if and only if

lim
r→0

Hn(E ∩B(x, r))

ωnrn
= 1,

for almost every x ∈ E.

It is not too difficult to see that on an n-rectifiable set Hn-almost every point
has n-dimensional density 1, but the converse is a deep result. The fact that almost
every point of a rectifiable set can be associated with an approximate tangent plane
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is crucial for our work. Actually, existence of the tangent planes is another charac-
terization of rectifiable sets. In this paper n-rectifiable sets are always assumed to
be equipped with the n-dimensional Hausdorff measure. The following theorem is
a direct consequence of [19, Definition 15.17] and [19, Theorem 15.19].

Theorem 2.12. Let S be an n-rectifiable subset of Rm. For Hn-almost every point
a ∈ S there is a unique n-dimensional plane called approximate tangent plane
apTan(a,S) satisfying

lim
r→0

Hn(S ∩B(a, r) \X(a, apTan(a,S), s))
ωnrn

= 0,

for every 0 < s < 1. Here

X(a, V, s) =
{
x ∈ R

m : dist(x, V ) < s |x− a|
}
.

If one also assumes that the space is Ahlfors regular, the behaviour of the approx-
imate tangent planes is even better. This is formulated in the following corollary.

Corollary 2.13. Let S be an n-rectifiable and Ahlfors n-regular subset of Rm. Let
a ∈ S such that apTan(a,S) exists. For every 0 < s < 1, there is r > 0 such that

S ∩B(a, r) \X(a, apTan(a,S), s) = ∅.

Proof. Assume to the contrary that there is s > 0 and a sequence xi → a, xi ∈ S
for every i ∈ N, such that dist(xi, apTan(a,S)) ≥ s |xi − a| . In this case, we find
balls B(xi, ri) not intersecting X(a, apTan(a,S), s2 ). In fact, one can choose ri =
|xi − a| s

4 . Hence,

B(xi, ri) ⊂ B(a, |xi − a|+ ri) \X(S, apTan(a,S), s
2
),

so Ahlfors regularity yields

lim
r→0

Hn(S ∩B(a, r) \X(a, apTan(a,S), s2 ))
ωnrn

≥ lim
i→∞

Hn(S ∩B(xi, ri))

ωn(|xi − a|+ ri)n

≥ lim
i→∞

1
CA

sn

4n |xi − a|n

ωn(1 +
s
4 )

n |xi − a|n =
1

CA

sn

4n

ωn(1 +
s
4 )

n
> 0.

This contradicts Theorem 2.12. �

In what follows, we will use the following notation. In the case that S ⊂ R
m is

an n-rectifiable set and x ∈ S such that apTan(x,S) exists, we write

πx : S → apTan(x,S)
for the restriction of the orthogonal projection π : Rm → apTan(x,S). If x ∈ R

m

and r > 0 we denote

Sn−1(x, r) = {y ∈ R
m : |x− y| = r}.

Remark 2.14. Let S be an n-rectifiable, Ahlfors n-regular subset of Rm, and let
x ∈ S such that apTan(x,S) exists. There is r > 0, such that

S ∩ π−1
x (x) ∩B(x, r) = {x}.

This can be seen as follows. According to Corollary 2.13, for r > 0 small enough,

S ∩B(x, r) ⊂ X(x, apTan(x,S), 1
2
).
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On the other hand,

π−1
x (x) ∩X(x, apTan(x,S), 1

2
) = {x}.

Thus π−1
x (x) ∩B(x, r) ⊂ {x}. The opposite inclusion is clear.

Next we introduce two concepts related to differentiability. The first one, ap-
proximate differentiability, does not see sets of density zero.

Definition 2.15. Let S ⊂ R
m be an n-rectifiable set and f : S → R

k. We say that
f is approximately differentiable at a ∈ S, if apTan(a,S) exists and if there is a
map g : Rm → R

k, which is differentiable at a, satisfying

(2) lim
r→0

Hn
(
{x ∈ S : f(x) 	= g(x)} ∩B(a, r)

)
ωnrn

= 0.

The restriction of Dg(a) to the shifted approximate tangent plane apTan(a,S)− a
is called approximate differential of f at a and denoted by apDf(a). That is,

apDf(a) : apTan(a,S)− a → R
k, apDf(a) = Dg(a)|apTan(a,S)−a.

Note that if f and g are approximately differentiable at a and λ ∈ R, then

apD(λ(f + g))(a) = λapDf(a) + λapDg(a).

The following theorem is part of [5, Theorem 3.2.19].

Theorem 2.16. Let S ⊂ R
m be n-rectifiable, and f : S → R

k a Lipschitz map.
Then f is approximately differentiable Hn-almost everywhere.

Corollary 2.17. Let S ⊂ R
m be an n-rectifiable Ahlfors n-regular set support-

ing a weak n-Poincaré inequality. Then each f ∈ N1,n(S,Rk) is approximately
differentiable Hn-almost everywhere.

Proof. It follows from Theorem 2.5 that for each i ∈ N there is a Lipschitz map
fi : S → R

k such that for the set

Ei = {x ∈ S : fi(x) 	= f(x)}
we have Hn(Ei) ≤ 1

i . Furthermore, Ei+1 ⊂ Ei for each i ∈ N. Let

P = {x ∈ S : apDfi(x) does not exist for some i ∈ N}.
By Theorem 2.16 Hn(P ) = 0 and thus Hn(

⋂
i Ei∪P ) = 0. Let x ∈ S \ (

⋂
i Ei∪P ).

Then there is i ∈ N such that x ∈ Ec
i and fi is approximately differentiable at x.

Hence there is g : Rm → R
k such that g is differentiable at x and

lim
r→0

Hn({y ∈ S : fi(y) 	= g(y)} ∩B(x, r))

ωnrn
= 0.

Because for Hn-almost every x ∈ Ec
i ∩ S,

(3) lim
r→0

Hn(Ei ∩B(x, r))

ωnrn
= 0

(see [19, Theorem 6.2]), we may assume that (3) holds for x. Hence

lim
r→0

Hn({y ∈ S : f(y) 	= g(y)} ∩B(x, r))

ωnrn

≤ lim
r→0

Hn({y ∈ S : fi(y) 	= g(y)} ∩B(x, r) ∩Ec
i )

ωnrn
+ lim

r→0

Hn(Ei ∩B(x, r))

ωnrn

= 0.
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By the definition of approximate differentiability, this proves the claim. For later
use, notice that for Hn-almost every x ∈ S \

⋂
i Ei there is i ∈ N such that

apDf(x) = apDfi(x). �

The assumption of Ahlfors regularity leads to a stronger differentiability result.

Definition 2.18. Let S ⊂ R
m be an n-rectifiable set. We say that f : S → R

k is
differentiable at a ∈ S, if apTan(a,S) exists and if there is a map g : Rm → R

k,
which is differentiable at a, and coincides with f on S. The restriction of Dg(a) to
the shifted approximate tangent plane apTan(a,S)− a is called differential of f at
a and denoted by Df(a). That is,

Df(a) : apTan(a,S)− a → R
k, Df(a) = Dg(a)|apTan(a,S)−a.

It is clear that if f is differentiable at a ∈ S, then f is also approximately differ-
entiable and Df(a) = apDf(a). Furthermore, differentiability implies continuity.

Theorem 2.19 (Rademacher-Stepanov Theorem). Let S ⊂ R
m be an n-rectifiable

and Ahlfors n-regular set. A mapping f : S → R
k is differentiable Hn-almost ev-

erywhere in the set {
x ∈ S : lim

r→0
sup

|x−y|≤r

|f(x)− f(y)|
|x− y| < ∞

}
.

Theorem 2.19 can be proved in the same way as the Rademacher-Stepanov theo-
rem is proved in [17]. In order to generalize the proof given in [17] two key facts are
needed. First, Lipschitz mappings are required to be differentiable almost every-
where. Second, if u and v are two Lipschitz mappings satisfying u ≤ v, then Du(x)
and Dv(x) should coincide for almost every point x satisfying u(x) = v(x). For the
reader’s convenience we prove the differentiability result for Lipschitz mappings
and record from [3] that for a Lipschitz mapping f we have Df(x) = 0 Hn-almost
everywhere in the set f−1(0). These two facts guarantee that the proof given in [17]
passes through also in our setting. For a similar proof of a Rademacher-Stepanov
Theorem see [3].

Lemma 2.20. Let S ⊂ R
m be an n-rectifiable and Ahlfors n-regular set. Let

f : S → R
k be locally Lipschitz. Then f is differentiable almost everywhere.

Proof. We may assume that f is Lipschitz. Assume that f is approximately differ-
entiable at a ∈ S. By Definition 2.15 there is map g : Rm → R

k that is differentiable
at a and satisfies

(4) lim
r→0

Hn
(
{x ∈ S : f(x) 	= g(x)} ∩B(a, r)

)
ωnrn

= 0.

First we will show that for every ε > 0 there exist r0 > 0 such that

(5) |f(a)− f(x)−Dg(a)(x− a)| < ε |x− a| ,
whenever x ∈ S ∩B(a, r0). Fix ε > 0, denote the Lipschitz constant associated to f
by L and let ρ = ε

1+L+‖Dg(a)‖ . Here ‖Dg(a)‖ is the operator norm of the differential

matrix Dg(a). We may assume that ρ < 1. Because both f and g are continuous
at a and because (4) holds, it is not too difficult to see that

f(a) = lim
r→0

 
B(a,r)∩S

f(x) dHn(x) = lim
r→0

 
B(a,r)∩S

g(x) dHn(x) = g(a).
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Since g is differentiable at a, this together with (4) shows that there is δ > 0 such
that

Hn(Pε ∩B(a, r)) <
1

2CA
ρnrn,

for any 0 < r < δ. Here

Pε = {x ∈ S : |f(a)− f(x)−Dg(a)(x− a)| > ε |x− a|}.
Let r0 = δ

2 and fix x ∈ B(a, r0). Because ρ < 1 we have B(x, ρ |x− a|) ⊂
B(a, 2 |x− a|). Here 2 |x− a| ≤ δ and thus

Hn(Pε ∩B(a, 2 |x− a|)) ≤ 1

2CA
ρn |x− a|n .

On the other hand, by Ahlfors regularity

Hn(S ∩B(x, ρ |x− a|)) ≥ 1

CA
ρn |x− a|n .

Thus there exist z ∈ P c
ε ∩B(x, ρ |x− a|) ∩ S. We have

|f(a)− f(x)−Dg(a)(x− a)|
≤ |f(a)− f(z)−Dg(a)(z − a) + f(z)− f(x) +Dg(a)(z − a)−Dg(a)(x− a)|
≤ ε |z − a|+ (L+ ‖Dg(a)‖) |x− z|
≤ ε |x− a|+ (ε+ L+ ‖Dg(a)‖) |x− z|
≤ ε |x− a|+ (ε+ L+ ‖Dg(a)‖)ρ |x− a| ≤ 2ε |x− a| .

We conclude that (5) holds. Hence the map h : Rm → R
k,

h(x) =

{
f(x) if x ∈ S,
Dg(a)(x− a) + f(a) if x ∈ R

m \ S,
is differentiable at a and coincides with f at S. Since f is approximately differen-
tiable almost everywhere this proves the lemma. �

The following lemma is a trivial consequence of [3, Proposition 2.9].

Lemma 2.21. Let S be an n-rectifiable and Ahlfors n-regular set and f : S → R
k

a Lipschitz map. Then

lim
r→0

sup
y∈B(x,r)

|f(x)− f(y)|
|x− y| = 0,

and thus also Df(x) = 0, for almost every x ∈ f−1(0).

Theorem 2.19 can now be proven using Lemma 2.20 and Lemma 2.21, as in [17];
see also [3].

Definition 2.22. Let S be an n-rectifiable set in R
m, and let f : S → R

k. If f
is approximately differentiable at x ∈ S we define the generalized approximate
Jacobian of f denoted by Jf (x), as follows. Assume first that an orthonormal basis
of the n-dimensional vector space apTan(x,S)− x is fixed.

• If n < k we set Jf (x) to be the square root of the sum of the squares of
determinants of n× n submatrices of apDf(x).

• If n = k we set Jf (x) to be the determinant of apDf(x).
• If n > k we set Jf (x) to be the square root the of sum of the squares of
determinant of k × k submatrices of apDf(x).
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The choice of the orthonormal basis of the shifted tangent planes is explained in
Section 2.4. Note that in the case n 	= k the Jacobian is always non-negative but in
the case n = k the Jacobian can be negative as well. The following coarea formula
is stated in greater generality in [5, Theorem 3.2.22].

Theorem 2.23. Let k ≤ n, and let S be an n-rectifiable set in R
m. Consider a

Lipschitz function f : S → R
k. Then for every integrable function g : S → R,ˆ

S
g(x) |Jf (x)| dHn(x) =

ˆ
Rm

ˆ
f−1(y)

g(x) dHn−k(x) dHk(y).

2.3. Approximate derivatives and upper gradients. In this section we con-
sider the connection between upper gradients and approximate derivatives. We will
see that convergence in the Newtonian sense implies convergence of approximate
differentials and thus convergence of the Jacobian determinants. This is important
because we want that convergence in the Newtonian sense also carries topological
information contained in the Jacobian determinant.

Lemma 2.24. Let S be an n-rectifiable Alhfors n-regular subset of Rm. Assume
that f : S → R

k is approximately differentiable Hn-almost everywhere. Then

sup
|y|=1

|apDf(x)y| = lim sup
y→x

∣∣∣∣apDf(x)
(πxy − x)

|x− y|

∣∣∣∣
for Hn-almost every x ∈ S.

Proof. Assume that f is approximately differentiable at x ∈ S. Since |x− πx(y)| ≤
|x− y| it is clear that

sup
|y|=1

|apDf(x)y| ≥ lim sup
y→x

∣∣∣∣apDf(x)
(πxy − x)

|x− y|

∣∣∣∣
for almost every x ∈ S. Now assume to the contrary that equality does not hold
for some x ∈ S which is a point of approximate differentiability of f. For simplicity
we may assume that x = 0. Then there is z ∈ apTan(0,S), |z| = 1 with

|apDf(0)z| > lim sup
y→0

∣∣∣∣apDf(0)
(π0y)

|y|

∣∣∣∣ .
It follows that there is actually a cone C in apTan(0,S) with vertex at the origin
and such that ∣∣∣∣apDf(0)

z

|z|

∣∣∣∣ > lim sup
y→0

∣∣∣∣apDf(0)
(π0y)

|y|

∣∣∣∣
for every z ∈ C. By Corollary 2.13 lim supy→0

|y|
|π0y| = 1 and thus

lim sup
y→0

∣∣∣∣apDf(0)
(π0y)

|y|

∣∣∣∣ = lim sup
y→0

∣∣∣∣apDf(0)
(π0y)

|π0y|

∣∣∣∣ .
Therefore, by the counter-assumption there is r0 > 0 such that

(6) C ∩ π0B(0, r0) = ∅.
This leads to a contradiction as follows. There is a line segment L in the cone C,
connecting the origin to the set {x ∈ apTan(0,S) : |x| = 1}, and a positive number
η < 1

100 such that

B(
1

2
s, 2η |s|) ∩ apTan(0,S) ⊂ C,
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whenever s ∈ L. According to [19, Theorem 15.11], there exist 0 < r1 < 1
2r0 and

λ > 0 such that

Hn(S ∩B(
1

2
s, η |s|)) ≥ λ |s|n ,

whenever s ∈ L ∩ B(0, r1). In particular, for every s ∈ L ∩ B(0, r1), there is zs ∈
S ∩ B( 12s, η |s|). Clearly zs ∈ B(0, r0) ∩ S for every s ∈ L ∩ B(0, r1). In order to
show that if s ∈ L ∩ B(0, r1) then π0zs ∈ C ∩ π0B(0, r0) we need to verify that
π0zs ∈ C. We may assume that r0 is chosen to be so small that

|π0z − z| ≤ η |π0z| ≤ η |z| ,

whenever z ∈ B(0, r0). Under this assumption,∣∣∣∣π0zs −
1

2
s

∣∣∣∣ ≤ |π0zs − zs|+
∣∣∣∣zs − 1

2
s

∣∣∣∣ ≤ η |zs|+ η |s| ≤ η(
1

2
|s|+ η |s|) + η |s|

≤ 2η |s| .

Thus π0zs ∈ B( 12s, 2η |s|) ∩ apTan(0,S) ⊂ C. This gives

π0zs ∈ C ∩ π0(B(0, r0)),

which contradicts (6). �

Remark 2.25. Since differentiability implies approximate differentiability, the
lemma above applies also if f is differentiable almost everywhere.

Definition 2.26. Let S ⊂ R
m be an n-rectifiable set and let f : S → R

k. Let Pf ⊂
S be the smallest Borel set containing all the points where f is not differentiable
or for which

sup
|y|=1

|Df(x)y| 	= lim sup
y→x

∣∣∣∣Df(x)
(πxy − x)

|x− y|

∣∣∣∣ .
We define the norm of the differential to be ‖Df(·)‖ : S → [0,∞],

‖Df(x)‖ =

{
sup|y|=1 |Df(x)y| if x ∈ S \ Pf ,

∞ if x ∈ Pf .

If f is approximately differentiable Hn-almost eveywhere, we define the function
‖apDf(·)‖ similarily.

Remark 2.27. The norm of the differential is defined even if f is nowhere differ-
entiable. However, this convention serves our purposes. Since the n-dimensional
Hausdorff measure is Borel regular it follows from Lemma 2.24 that if S is as-
sumed to be Ahlfors n-regular and if f is differentiable almost everywhere then
Hn(Pf ) = 0.

From now on, S will denote an n-rectifiable, Ahlfors n-regular metric measure
space supporting a weak n-Poincaré inequality. As above, measure refers to the
n-dimensional Hausdorff measure.

Lemma 2.28. Let f : S → R
k. The function ‖Df(x)‖ enjoys the following prop-

erties.

(1) ‖Df(x)‖ = Lip f(x) for every x ∈ S \ Pf .
(2) If f is continuous ‖Df(·)‖ is a Borel function.
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(3) If f is locally Lipschitz then ‖Df(·)‖ is an upper gradient of f and there is
constant C such that for any locally integrable n-weak upper gradient h of
f and for almost every x ∈ S,

‖Df(x)‖ ≤ Ch(x).

(4) If f is continuous and f ∈ N1,p(S) for some p ≥ 1, then ‖Df(·)‖ is a
p-weak upper gradient of f.

Proof. Assume first only that f : S → R
k. Fix x ∈ S \ Pf . Then f is differentiable

at x. Let g be as in the Definition 2.18. Then

Lip f(x) = lim sup
y→x

|f(x)− f(y)|
|x− y| = lim sup

S�y→x

|Dg(x)(y − x)|
|x− y|(7)

≤ lim sup
y→x

|Dg(x)(πxy − x)|
|x− y| + lim sup

y→x

|Dg(x)(πxy − y)|
|x− y| .

Here

lim sup
y→x

|Dg(x)(πxy − y)|
|x− y| ≤ lim sup

y→x

|πxy − y|
|x− y| ‖Dg(x)‖ = 0,

by Corollary 2.13. Thus there is actually equality in (7), and hence by the definition
of the set Pf ,

Lip f(x) = lim sup
y→x

|Df(x)(πxy − x)|
|x− y| = sup

y=1
|Df(x)y| = ‖Df(x)‖ .

This proves (1). Now assume that f is continuous. Then according to Remark 2.7
Lip f is a Borel function. Assume that U ⊂ [0,∞] is open. If ∞ ∈ U we have

‖Df(·)‖−1 (U) = ‖Df(·)‖−1 (U) ∩ Pf ∪ ‖Df(·)‖−1 (U) ∩ P c
f

= Pf ∪
(
(Lip f)−1(U) ∩ P c

f

)
,

which is a Borel set. If ∞ /∈ U we have

‖Df(·)‖−1 (U) = ‖Df(·)‖−1 (U) ∩ Pf ∪ ‖Df(·)‖−1 (U) ∩ P c
f

= ∅ ∪ (Lip f)−1(U) ∩ P c
f ,

which is a Borel set. Thus ‖Df(·)‖ is a Borel function and (2) is proven. If f is
locally Lipschitz it is differentiable almost everywhere; in particular Hn(Pf ) = 0.
Thus by (1) and Remark 2.7 there exists constant C(n) such that for almost every
x ∈ S and for every locally integrable upper gradient h of f we have

‖Df(x)‖ = Lip f(x) ≤ Ch(x).

Here ‖Df(x)‖ = Lip f(x) for every x ∈ S \ Pf , Lip f is an upper gradient of f
and ‖Df(x)‖ = ∞ for x ∈ Pf . Thus we conclude that (3) holds. For (4) it suffices
to show that the upper gradient inequality (1) holds for p-almost every rectifiable
γ. Since f ∈ N1,p(S) it has a p-integrable p-weak upper gradient. Therefore f ◦ γ
is absolutely continuous for p-almost every rectifiable path γ; see [11, Proposition
5.3.3]. Fix such γ : [0, lγ ] → S parametrized by the arc length. Then

|(f ◦ γ)(0)− (f ◦ γ)(lγ)| ≤
ˆ lγ

0

|(f ◦ γ)′(t)| dt.
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If f ◦ γ is differentiable at t and γ(t) ∈ S \ Pf , we have

|(f ◦ γ)′(t)| = lim
s→t

|(f ◦ γ)(s)− (f ◦ γ)(t)|
|γ(s)− γ(t)| ≤ Lip f(γ(t)) = ‖Df(γ(t))‖ .

On the other hand, if γ(t) ∈ Pf , then ‖Df(γ(t))‖ = ∞. This proves the last part
of the lemma. �

Lemma 2.29. Let f ∈ N1,n(S,Rk) and let g be an n-weak locally n-integrable
upper gradient of f. Then

‖apDf(x)‖ ≤ Cg(x),

for almost every x ∈ S. Here the constant C depends only on S. In particular,
‖apDf(x)‖ ∈ Ln(S).

Proof. Fix f ∈ N1,n(S,Rk) and let sets Ei and Lipschitz mappings fi be as in the
proof of Corollary 2.17. Then Hn(

⋂
i Ei) = 0. Furthermore f coincides with fi in

S ∩ Ec
i and for almost every x ∈ S \

⋂
i Ei there is i ∈ N such that

‖apDf(x)‖ = ‖apDfi(x)‖ = ‖Dfi(x)‖ < ∞.

Let g be an n-weak locally n-integrable upper gradient of f. Because f coincides
with fi in S ∩ Ec

i and because Hn is Borel regular it follows from Lemma 2.8 and
Lemma 2.28 that the function hi : S → [0,∞],

hi(x) = χEc
i
(x) g(x) + χEi

(x) ‖Dfi(x)‖

is an n-weak locally n-integrable upper gradient of fi. Thus by Lemma 2.28 there
is constant C such that for every i and for almost every x ∈ S,

‖Dfi(x)‖ ≤ Chi(x).

We conclude that for almost every x ∈ S there is i ∈ N such that x ∈ Ec
i and

‖apDf(x)‖ = ‖apDfi(x)‖ ≤ Chi(x) = Cg(x).

This proves the lemma. �

Corollary 2.30. If {fi}∞i=1 is a sequence converging to f ∈ N1,n(S,Rk), then

‖apD(fi − f)(·)‖ → 0

in Ln
loc(S). In particular,

‖apDfi‖ → ‖apDf‖ ,
in Ln

loc(S) as i → ∞.

Proof. If fi → f in N1,n(S,Rk), we find a sequence {gi}∞i=1 of upper gradients of
f − fi such that gi → 0 in Ln(S) as i → ∞. Now

|‖apDf(x)‖ − ‖apDfi(x)‖| ≤ ‖apD(f − fi)(x)‖ ≤ Cgi(x),

for almost every x ∈ S. The claim follows. �

The following corollary is the main result of this section.

Corollary 2.31. If a sequence {fi}∞i=1 converges to f in N1,n(S,Rn), then {Jfi}∞i=1

converges to Jf in L1(S).
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Proof. Let f and g be two mappings in N1,n(S,Rn). Recall that for almost every
x ∈ S we have ‖apDf(x)‖ = sup|y|=1 |apDf(x)y| . Thus it is a linear algebraic fact
that for almost every x ∈ S,

|Jf (x)− Jg(x)| ≤
n∑

i=1

‖apDf(x)‖i−1 ‖apDg(x)‖n−i ‖apDf(x)− apDg(x)‖ .

Therefore, by Hölder’s inequalityˆ
S
|Jf (x)− Jg(x)| dHn(x)

≤
( ˆ

S
‖apDf(x)− apDg(x)‖n dHn(x)

) 1
n

×
n∑

i=1

( ˆ
S
‖apDf(x)‖

n
n−1 (i−1)‖apDg(x)‖

n
n−1 (n−i) dHn(x)

)n−1
n

.

Here, for every i ∈ {2, . . . , n− 1} we haveˆ
S
‖apDf(x)‖

n
n−1 (i−1) ‖apDg(x)‖

n
n−1 (n−i)

dHn(x)

≤
( ˆ

S
‖apDf(x)‖n dHn(x)

)n−1
n−i

( ˆ
S
‖apDg(x)‖n dHn(x)

)n−1
i−1

.

Henceˆ
S
|Jf (x)− Jg(x)| dHn(x)

≤
( ˆ

S
‖apDf(x)− apDg(x)‖n dHn(x)

) 1
n

×
( ˆ

S
‖apDg(x)‖n + ‖apDf(x)‖n dHn(x)

+

n−1∑
i=2

( ˆ
S
‖apDf(x)‖n dHn(x)

)n−1
n−i ( ˆ

S
‖apDg(x)‖n dHn(x)

)n−1
i−1

)n−1
n

.

According to Corollary 2.30, fi → f implies ‖apDfi(·)− apDf(·)‖ → 0 in Ln(S).
Thus the last inequality gives the claim. �

2.4. Generalized manifolds. In this section we discuss topological assumptions
required on the space S. We follow [12]; also see [13]. We assume that S is lo-
cally compact, separable, connected, and locally connected. Let H∗

c (S) denote the
Alexander-Spanier cohomology groups of S, with compact supports and coefficients
in Z. We assume that S is a cohomology n-manifold. That is:

(1) The topological dimension of S is at most n.
(2) The local cohomology groups of S are equivalent to Z in degree n and

equivalent to 0 in degree n− 1.

The last condition means that for every point x ∈ S and for every open neigh-
borhood U of x, there is another open neighborhood V of x contained in U, such
that

Hp
c (V ) =

{
Z if p = n,
0 if p = n− 1.
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The standard homomorphism

(8) Hn
c (W ) → Hn

c (V )

is a surjection whenever W is open neighborhood of x included in V. We assume
that Hn

c (S) � Z. That is, S is orientable, and a generator gS is called an orientation
of S. The pair (S, gS) is called an oriented generalized n-manifold. Assuming S is
oriented, we can choose a coherent orientation to every connected open subset U
of S, via the isomorphism

(9) Hn
c (U) → Hn

c (S).

Now we are ready to define local degree. We say that D ⊂ S is a domain if it is
open and connected. A set D ⊂ S is called relatively compact if the closure D is
compact. Let S and Y be two oriented generalized n-manifolds, and f : S → Y
continuous. For every relatively compact domain D and for each component V of
Y \ f(∂D), the map

f|f−1(V )∩D : f−1(V ) ∩D → V

is proper. That is, the preimage of every compact set is compact. Hence we have
the following sequence of maps

Hn
c (V ) → Hn

c (f
−1(V ) ∩D) → Hn

c (D).

Here the first map is induced by f and the second one is the isomorphism provided
by assumption (8). The composed map sends the generator of Hn

c (V ) to some
integer multiple of the generator of Hn

c (D). This integer is denoted by μ(y,D, f)
and called the local degree of mapping f, at point y ∈ V, with respect to D. Note
that the value of the function y �→ μ(y, f,D) does not depend on point y, but on
the component of f(∂D)C . Thus the function is constant on every component of
f(∂D)C . Note also that μ is defined only in f(∂D)C .

Definition 2.32. A continuous map f : S → Y is sense-preserving if μ(y, f,D) > 0
for every relatively compact domain D in S and for every point y ∈ f(D) \ f(∂D).

Using the definition and basic properties of Alexander-Spanier cohomology it is
not too difficult to see that topological degree enjoys the properties listed in Lemma
2.33.

Lemma 2.33. Let U ⊂ S be a domain. Topological degree satisfies the following:

(1) If {U1, U2, . . . Uk} is a collection of domains with Ui ∩ Uj = ∅, for every

i 	= j and U ∩ f−1(y) ⊂
⋃k

i=1 Ui ⊂ U, then

μ(y, f, U) =
k∑

i=1

μ(y, f, Ui),

for every y ∈ f(U) \ f(∂U).
(2) Let f and g be two mappings from S to R

n. Let y ∈ S be a point such that
there is homotopy ht between f and g with y /∈ ht(∂U) for every t. Then
μ(y, f, U) = μ(y, g, U).

(3) Let T : Rn → R
n be a linear bijection. Then μ(y, T, U) = sgn (detT ), for

every y ∈ T (U).
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Next we consider the relation between the orientation of approximate tangent
planes of an n-rectifiable set S ⊂ R

m and the orientation of S. Let U be an open
subset of S. According to Theorem 2.12, for almost every x ∈ S there is a unique n-
dimensional plane apTan(x,S). Denote the collection of all these planes associated
to points in U by TU. A measurable choice of orientation gx on each apTan(x, U)
in TU is called an orientation of the tangent bundle TU. According to [5, Lemma
3.2.25] such orientation above always exists. Because S is an oriented, generalized
n-manifold, there is a fixed orientation of U induced by the mapping in (8), provided
that U is connected. Fix x ∈ U, such that apTan(x, U) ∈ TU exists. According to
Remark 2.14 the projection πx : Rm → apTan(x, U) satisfies x /∈ π(∂D) when D is
a small open connected neighborhood of x in U. Thus, if V is the x-component of
apTan(x, U) \ πx(∂D), we have

Hn
c (apTan(x, U)) ← Hn

c (V )
π∗
x−→ Hn

c (π
−1
x (V ) ∩D) → Hn

c (D) → Hn
c (U).

Here π∗
x denotes the homomorphism induced by πx, and unnamed arrows repre-

sent canonical isomorphisms induced by embeddings. We say that U is metrically
orientable if there is an orientation of tangent bundle TU such that for almost ev-
ery x ∈ U gx is mapped to gU under the mapping represented above. If such an
orientation of TU is chosen we say that U is metrically oriented. Finally, we say
that S is locally metrically orientable if every point in S has a neighborhood that is
metrically orientable. Note that to say that U is metrically oriented is to say that U
is oriented via the isomorphism in (8) and μ(y, πx, U) = 1, whenever defined. From
now on, we assume that the space S is locally metrically orientable and orientations
as described above are chosen. Note that this fixes an orthonormal basis for each
tangent plane apTan(x,S). In particular Definition 2.22 is now justified.

Definition 2.34. Let X be a metric space. We say that X is linearly locally
contractible if for every compact set K ⊂ X there exist numbers rK > 0 and
CK ≥ 1 such that for every x ∈ K and every r ≤ rK the ball B(x, r) ⊂ X
contracts to a point inside B(x,CKr). This means that there exists a continuous
map h : B(x, r)× [0, 1] → B(x,CKr) such that h(·, 0) : B(x, r) → B(x,CKr) is the
identity map and h(·, 1) : B(x, r) → B(x,CKr) is a constant map h(·, 1) = y, for
some y ∈ B(x,CKr).

Remark 2.35. If we assume that S is linearly locally contractible, then S is lo-
cally metrically orientable; see [13, Example 3.10]. Actually, it follows from work
of Semmes [24] that if a metric space X ⊂ R

m is Ahlfors n-regular, has integral
cohomology modules as described above and is also linearly locally contractible,
then X supports a weak 1-Poincaré inequality. Furthermore, by [4, Theorem 14.2]
this implies that X is actually n-rectifiable. Thus on this paper one can assume
that S ⊂ R

m is an Ahlfors n-regular, linearly locally contractible cohomology n-
manifold. This implies that S is n-rectifiable, metrically orientable and supports a
weak 1-Poincaré inequality, and thus this is an example of a setting where our defi-
nition of mapping of finite distortion makes sense and our main theorems, Theorem
3.2 and Theorem 3.3 apply.

2.5. Path lifting for open and discrete maps. In this section we consider
some properties of continuous, discrete and open mappings between two generalized
manifolds. Such mappings are called branched covers. It is proved by Väisälä in
[27] that a branched cover between generalized manifolds is either sense-preserving
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or sense-reserving. In this section we always assume that mapping denoted by f is
a branched cover.

Definition 2.36. Let X and Y be two generalized manifolds. For every x ∈ X
there is a relatively compact neighborhood D such that f−1(f(x)) ∩ D = x. The
number μ(f(x), D, f) is called the local index of f at x and denoted by i(x, f). The
local index is independent of choice of D.

Next we describe the path lifting property for a sense-preserving branched cover
f between generalized manifolds X and Y. Let β : [a, b[→ Y be a path. A maximal
f -lifting of β starting at point x ∈ f−1(f(a)) is a path α : [a, c[→ X, c ≤ b such
that α(a) = x, f ◦ α = β|[a,c[ and that if c′ > c then there is no path α′ : [a, c′[→ Y
such that f ◦ α′ = β|[a,c′[. Assume now that x1, x2, . . . xk are preimages of β(a),
then there exists a maximal sequence α1, α2, . . . , αm of f -liftings of β starting at
points x1, x2, . . . xk. This means that each αj : [a, cj [→ X is a maximal f -lifting of
β starting at xi for some i = 1, 2, . . . , k and

m =

k∑
i=1

i(xi, f).

Furthermore it is required that

(10) card {j : αj(a)} = i(xi, f)

and

(11) card {j : αj(s) = x} ≤ i(x, f),

for every s ∈ [a, cj [ and every x ∈ X. The existence of maximal f -liftings can be
proved as in [23].

3. Mappings of finite distortion

Now we are ready to give a definition for mappings of finite distortion on n-
rectifiable, Ahlfors n-regular set S ⊂ R

m,m ≥ n that is metrically oriented coho-
mology n-manifold, supporting a weak n-Poincaré inequality.

Definition 3.1. We say that a continuous f ∈ N1,n
loc (S,Rn) is a mapping of finite

distortion if there is a measurable function K : S → [1,∞[ satisfying

(12) ‖apDf(x)‖n ≤ K(x)Jf (x)

for almost every x ∈ S.
We will prove the following theorems.

Theorem 3.2. Let f : S → R
n be a mapping of finite distortion. Then f is sense-

preserving, monotone, differentiable Hn-almost everywhere and it maps sets of Hn-
measure zero to sets of Hn-measure zero.

Theorem 3.3. Let f : S → R
n be a mapping of finite distortion with K ∈ Lp

loc(S),
for some p > n − 1, and let S support a weak (n − 1)-Poincaré inequality. If f is
nonconstant, then f is open and discrete.

Remark 3.4. It follows from Definition 3.1 and from Lemma 2.29 that Jf ∈ L1
loc(S).

In Definition 3.1 we assumed that a mapping of finite distortion is continuous. In
the Euclidean case a mapping of finite distortion of class W 1,n

loc (Ω,R
n) is always

continuous. Actually, in the Euclidean case one defines mappings of finite distortion
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by asking f to satisfy the distortion inequality (12) and to belong to Sobolev space

W 1,1
loc (Ω,R

n), with Jf ∈ L1
loc(Ω) but we need to assume that f belong toN1,n

loc (S,Rn)
since otherwise we cannot guarantee that f has approximate derivative and thus
the distortion inequality would not necessarily make sense. However, if one assumes
that S supports a weak 1-Poincaré inequality, then approximate derivative exists
if f is only assumed to belong to the Newtonian space N1,1

loc (S,Rn). Recall from
Remark 2.35 that if S is locally linearly contractible, it will support a 1-Poincaré
inequality.

4. Discrete convolution

In this section we assume that X is an Ahlfors n-regular space supporting a weak
n-Poincaré inequality. We introduce the so-called discrete convolution for Newto-
nian functions. This gives a tool to approximate Newtonian mappings by Lipschitz
mappings. To be more precise, if we assume that f ∈ N1,n

loc (X) is continuous, then
discrete convolution gives a sequence of locally Lipschitz mappings which converges
to f in N1,n

loc (X) and uniformly on compact sets. We need this property for the
sequence in order to show that a continuous Newtonian mapping f with Jf (x) ≥ 0
a.e. is sense-preserving. In this section C denotes a generic positive constant de-
pending only on the Ahlfors regularity constant CA, on the dimension n and on the
constants on the Poincaré inequality. The value of C may vary from line to line.
Our main references in this section are [1] and [16].

The space X can be covered by balls as follows. Fix r > 0, and to every point
x ∈ X associate a ball B(x, r). By the Vitali covering theorem, one can find a
subcollection of {Bi}∞i=1, such that the balls Bi and Bj are disjoint whenever i 	= j
but the space X is covered by the balls {6Bi}∞i=1. Since X is Ahlfors regular and
the balls {Bi}∞i=1 are disjoint, it is not hard to see that if

⋂p
i=1 6Bi 	= ∅, then p is

bounded above by a constant C not depending on r. For every i ∈ N, set

φi(x) =

⎧⎨
⎩

1 x ∈ B(xi, 3r),

2− |xi−x|
3r x ∈ B(xi, 6r) \B(xi, 3r),

0 otherwise.

Finally, we set

Ψi(x) =
φi(x)∑∞
j=1 φj(x)

.

Then
∑∞

i=1 Ψi(x) = 1 for every x ∈ X. Note that for each x ∈ X, the sum is finite

since the overlap of the balls 6Bi is bounded. Furthermore, Ψi is
C
r -Lipschitz.

Definition 4.1. Let f ∈ L1
loc(X). Fix r > 0 and balls Bi as above. We define the

discrete convolution of f as

fr(x) =

∞∑
i=1

f3Bi
Ψi(x),

here f3Bi
=
ffl
3Bi

f(x) dHn(x).

Lemma 4.2. Let f ∈ L1
loc(X) and r > 0. Then fr is locally Lipschitz. In addition,

for any n-weak n-integrable upper gradient g of f, and for any z ∈ X and R > 106λr
we have ˆ

B(z,R)

Lip fr(x)
n dHn(x) ≤ C

ˆ
B(z,2R)

g(x)n dHn(x).
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Proof. Fix x ∈ X and r > 0. Let Bi0 be a ball as in the definition of fr, with
x ∈ 6Bi0 . For any y, z ∈ 6Bi0 we have

|fr(y)− fr(z)| =
∣∣∣∣∣
∞∑
i=1

f3Bi
Ψi(y)−

∞∑
i=1

f3Bi
Ψi(z)

∣∣∣∣∣
=

∣∣∣∣∣
∞∑
i=1

f3Bi
Ψi(y)−

∞∑
i=1

f3Bi
Ψi(z)+

∞∑
i=1

f3Bi0
Ψi(z)−

∞∑
i=1

f3Bi0
Ψi(y)

∣∣∣∣∣(13)

=

∣∣∣∣∣
∞∑
i=1

(f3Bi
− f3Bi0

)Ψi(y)−
∞∑
i=1

(f3Bi
− f3Bi0

)Ψi(z)

∣∣∣∣∣
=

∣∣∣∣∣
∞∑
i=1

(f3Bi
− f3Bi0

)(Ψi(y)−Ψi(z))

∣∣∣∣∣
≤ C max

6Bi∩6Bi0
�=∅

∣∣f3Bi
− f3Bi0

∣∣ 1
r
|y − z| .

We conclude that fr is locally Lipschitz. Let g be an n-weak n-integrable upper
gradient of f. Then by the Poincaré inequality, for every Bi with 6Bi ∩ 6Bi0 	= ∅,
we have ∣∣f3Bi

− f3Bi0

∣∣ ≤ ∣∣f3Bi
− fB(x,100r)

∣∣+ ∣∣f3Bi0
− fB(x,100r)

∣∣
≤ C

 
B(x,100r)

∣∣fB(x,100r) − f(y)
∣∣ dHn(y)

≤ Cr

( 
B(x,λ100r)

g(y)n dHn(y)

) 1
n

.

This together with (13) gives

Lip fr(x) ≤ C

(  
B(x,λ100r)

g(y)n dHn(y)

) 1
n

for every x ∈ X. Now fix z ∈ X and R > λ106r. By the Vitali covering theorem,
the ball B(z,R) can be covered by balls {B(xi, 6r)}∞i=1 so that xi ∈ B(z,R) for
every i, and B(xi, r) ∩ B(xj , r) = ∅, whenever i 	= j. As mentioned earlier, the
Ahlfors regularity implies that the overlap of the balls B(xi, λ106r) is bounded by
a constant depending only on the Ahlfors constant CA, and on dimension n but
not on radius r. Using such a cover {B(xi, 6r)}∞i=1, we getˆ

B(z,R)

Lip fr(x)
n dHn(x) ≤

∑
i

ˆ
B(xi,6r)

C

rn

ˆ
B(x,λ100r)

g(y)n dHn(y) dHn(x)

≤
∑
i

ˆ
B(xi,6r)

C

rn

ˆ
B(xi,λ106r)

g(y)ndHn(y) dHn(x)

≤ C
∑
i

ˆ
B(xi,λ106r)

g(y)n dHn(y) ≤ C

ˆ
B(z,2R)

g(y)n dHn(y).

This proves the claim. �

Lemma 4.3. Let f ∈ L1
loc(X). Then fr → f pointwise almost everywhere in X as

r → 0. In particular, if f is continuous, then fr → f uniformly on compact sets.
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Proof. Fix x ∈ X and pick a ball Bi0 as in the definition of fr such that x ∈ 6Bi0 .
Then

|fr(x)− f(x)| =
∣∣∣∣∣
∞∑
i=1

f3Bi
Ψi(x)−

∞∑
i=1

f(x)Ψi(x)

∣∣∣∣∣
≤

∞∑
i=1

|f3Bi
− f(x)|Ψi(x) ≤

∞∑
i=1

 
3Bi

|f(x)− f(y)| dHn(y)Ψi(x)(14)

≤ C

 
100Bi0

|f(y)− f(x)| dHn(y).

Because f ∈ L1
loc(X), for almost every x ∈ X the last integral of (14) tends to zero,

as r tends to zero. Furthermore, if f is continuous it is uniformly continuous on
compact sets. This together with (14) gives the last part of the claim. �

Remark 4.4. Suppose that K ⊂ X is compact and f ∈ N1,n
loc (X) is a continuous

function. Let {fi}∞i=1 be a sequence of discrete convolutions of f such that ri → 0
as i → ∞. Since fi is locally Lipschitz, it has upper gradient Lip fi. Furthermore,
by Lemma 4.2 the sequence {Lip fi}∞i=1 is bounded on Ln(K). Thus, by Mazur’s
lemma there is the function f0 ∈ N1,n(K) and a sequence of convex combinations

f∗
k =

mk∑
i=1

aki
fi,

converging to f0 in N1,n
loc (K). Here the coefficients satisfy aki

≥ 0 and
∑mk

i=1 aki
= 1,

for every k. It is easy to see that the sequence of convex combinations converges
to f uniformly on compact sets. Thus ‖f − f0‖Ln(K) = 0. By [25, Corollary 3.3]

we conclude that f0 = f also in Newtonian sense. Note that every element of the
sequence of convex combination is locally Lipschitz. Thus we have found a way
to approximate Newtonian functions by locally Lipschitz functions such that the
convergence is uniform on compact sets. If f maps to R

k, we can apply our result
to every component function and the properties of the approximate sequence will
be preserved.

From now on, we assume that S ⊂ R
m is Ahlfors n-regular metrically oriented

cohomology n-manifold, supporting a weak n-Poincaré inequality. We write C(S)
for any positive constant depending only on constants associated to space S. The
value of C(S) may vary from line to line.

5. Non-negative Jacobian and sense-preserving maps

Now we have introduced all the machinery needed in order to show that a con-
tinuous Newtonian mapping with almost everywhere non-negative Jacobian deter-
minant is sense-preserving. This is Theorem 5.3 which is the main result of this
section.

Lemma 5.1. Let f : S → R
n be a locally Lipschitz map and D ⊂ S a relatively

compact domain. Let y ∈ f(D) \ f(∂D), such that f is differentiable at x and
Jf (x) > 0 for every x ∈ f−1(y) ∩ D. In addition assume that card f−1(y) ∩D is
finite. Then μ(y, f,D) > 0.

We postpone the proof of Lemma 5.1 until the end of this section.
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Lemma 5.2. Let f ∈ N1,n
loc (S,Rn) be a continuous map with Jf (x) ≥ 0 for almost

every x ∈ S, and {fi}∞i=1 a sequence of locally Lipschitz maps such that fi → f in

N1,n
loc (S,Rn). Let D be a compact subset of S. Denote Ai = {x ∈ D : Jfi(x) ≤ 0}.

Then Hn(fi(Ai)) → 0, as i → 0.

Proof. By Theorem 2.23 and Corollary 2.31, we get

Hn(fi(Ai)) =

ˆ
fi(Ai)

dHn(y) ≤
ˆ
fi(Ai)

∑
x∈f−1(y)

χAi
(x) dHn(y)

=

ˆ
S
|Jfi(x)|χAi

(x) dHn(x) =

ˆ
Ai

−Jfi(x) dHn(x)

≤
ˆ
Ai

Jf (x)− Jfi(x) dHn(x) ≤
ˆ
D

|Jf (x)− Jfi(x)| dHn(x) → 0,

as i → ∞. �

Theorem 5.3. Let f ∈ N1,n
loc (S,Rn) be a continuous map with Jf (x) ≥ 0 for almost

every x ∈ S. Then f is sense-preserving.

Proof. Let D ⊂ S be a relatively compact domain. Let y ∈ f(D) \ f(∂D). We
need to show that μ(y, f,D) > 0. Let {fi}∞i=1 be a sequence of Lipschitz mappings,
converging to f in N1,n(D,Rn) and uniformly on D. Let Z be the y-component of
R

n \ f(∂D). Since Z is open, we find a ball B(y, r) ⊂ Z. Because fi → f uniformly,
fi(∂D) ∩ B(y, r) = ∅ for sufficiently large i and thus μ(ω, fi, D) is well defined
whenever ω ∈ B(y, r). According to Lemma 5.2, the measure of the set

J+
i = {ω ∈ B(y, r) : Jfi(x) > 0, for every x ∈ f−1

i (ω)}
is positive for large indices i. Thus by Theorem 2.23 for sufficiently large i we find
yi ∈ J+

i such that card f−1
i (yi) ∩ D is finite and fi is differentiable at each point

of f−1
i (yi). Then, by Lemma 5.1 μ(yi, fi, D) > 0. Because fi → f uniformly, for

sufficiently large indices i there is a homotopy between fi and f as described in
Lemma 2.33 and thus for sufficiently large i we have μ(yi, fi, D) = μ(yi, f,D). On
the other hand, topological degree is constant on each component of Rn \ f(∂D).
That is,

0 < μ(yi, fi, D) = μ(yi, f,D) = μ(y, f,D). �

Finally, we give a proof for Lemma 5.1.

Proof. Fix a relatively compact domain D ⊂ S and y ∈ f(D) \ f(∂D) as in the
lemma. Let {x1, x2, . . . xk} = f−1(y)∩D. Since f−1(y)∩D is discrete we find balls
B(xi, r) ⊂ D with pairwise empty intersection. Write Bi for the xi-component of
B(xi, r). By Lemma 2.33

μ(y, f,D) =

k∑
i=1

μ(y, f, Bi).

Thus it is sufficient to show that μ(y, f, Bi) > 0, for every i. Fix i. We may assume
that xi = 0 and y = 0. Since S is metrically oriented we may assume that r is so
small that μ(0, π0, Bi) = 1. On the other hand, because Jf (0) > 0, it follows from
Lemma 2.33 that μ(0, Df(0), π0Bi) = 1. Hence

μ(0, Df(0)π0, Bi) = 1.
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Thus in order to show that μ(0, f, Bi) > 0 it is sufficient to show that the homotopy
gt : D → R

n,

gt(z) = tDf(0)π0(z) + (1− t)f(z)

has the property gt(∂B(0, r)) ∩ {0} = ∅, for sufficiently small r > 0. Note that
∂Bi ⊂ ∂B(0, r). Since Jf (0) > 0 we have

0 < λ := inf
|z|=1

|Df(0)z| .

By Corollary 2.13, 2 |π0z| ≥ |z| if z ∈ S and |z| is sufficiently small. Thus

(15) |Df(0)π0z| ≥
λ

2
|z| .

Because f is differentiable at 0 and we find g : Rm → R
n which is differentiable at

0 and coincides with f on S. Therefore
|Df(0)π0z − f(z)| ≤ |Dg(0)π0z − f(z) +Dg(0)z −Dg(0)z|

≤ λ

16
|z|+ ‖Dg(0)‖ |π0z − z| ≤ λ

8
|z| ,

whenever z ∈ S and |z| is sufficiently small. Fix small r > 0 and let z ∈ ∂B(0, r).
Then

|Df(0)π0z − gt(z)| ≤ 2 |Df(0)π0z − f(z)| ≤ λ

4
|z| .

This together with (15) implies that gt(∂B(0, r)) ∩ {0} = ∅ for sufficiently small r
and for every t. �

6. Differentiability and the Lusin condition

In this section we prove that a mapping of finite distortion f is differentiable
almost everywhere and satisfies the Lusin condition. This means that f maps sets
of measure zero to sets of measure zero. In order to prove this we need the following
simple lemma which says that f is monotone.

Lemma 6.1. Let f : S → R
n be a continuous sense-preserving map and let B(x, r)

be a ball in S. Then
diamf(B(x, r)) ≤ diamf(∂B(x, r)).

Proof. Since f(B(x, r)) is compact, there are points y, z ∈ B(x, r) such that

diamf(B(x, r)) = |f(y)− f(z)| .
If f(y), f(z) ∈ f(∂B(x, r)) the claim follows. Assume that f(z) /∈ f(∂B(x, r)).
Then z ∈ B(x, r). Write B for the z-component of B(x, r). Then f(z) /∈ f(∂B) ⊂
f(∂B(x, r)). Since f is sense-preserving, μ(f(z), f, B) > 0. On the other hand, topo-
logical degree is constant on every component of Rn \ f(∂B) and the components
are open. This means that there is a radius r′ > 0 such that the ball B(f(z), r′)
is contained in the f(z) component of R

n \ f(∂B) and moreover μ(ω, f,B) =
μ(f(z), f, B) > 0, for every ω ∈ B(f(z), r′). Thus B(f(z), r′) ⊂ f(B) ⊂ f(B(x, r)).
Therefore f(z) cannot be a point that realizes the diameter of f(B(x, r)). �

Lemma 6.1 together with [10, Theorem 7.2] shows that f satisfies the Lusin
condition.
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Corollary 6.2. The coarea formula given in Theorem 2.23 holds also when f is
a continuous sense-preserving map in class N1,n

loc (S,Rn). This is a consequence of
the Lusin condition, Theorem 2.23 and Theorem 2.5.

Theorem 6.3. A continuous sense-preserving map in N1,n
loc (S,Rn) is differentiable

almost everywhere.

By Theorem 2.19 it suffices to show that

Lf =

{
x ∈ S : lim sup

y→x

|f(x)− f(y)|
|x− y| = ∞

}

is a set of measure zero. In order to show this we use the following theorem which
is a direct consequence of a more general result [6, Theorem 7.1].

Theorem 6.4. Let f ∈ N1,n
loc (S,Rn) be a continuous map and let g be an upper

gradient of f. Then the restriction of f to the set {x : |x− x0| = r} is uniformly
Hölder continuous with exponent 1

n for almost every 0 < r < r0. In particular, there
is a constant C(S) and a radius r0/2 < r < r0 such that

|f(x)− f(y)| ≤ C(S) |x− y|
1
n r

n−1
n

0

( 
B(x0,5λr0)

g(x)n dHn(x)

) 1
n

,

whenever |x0 − x| = |x0 − y| = r.

Next we give a proof for Theorem 6.3.

Proof. By Theorem 2.19 it suffices to show that Hn(Lf ) = 0. Fix x0 ∈ S, δ > 0
and y ∈ B(x0, δ) \ {x0}. Denote r0 = 2 |x0 − y| . According to Theorem 6.4 there
exists a radius r, r0

2 < r < r0 such that

|f(x)− f(z)| ≤ C |x− z|
1
n r

n−1
n

0

( 
B(x0,5λr0)

g(x)n dHn(x)

) 1
n

,

for every x, z with |x0 − z| = |x0 − x| = r. By Lemma 6.1 f is a monotone map i.e.,
for every s > 0,

diamf(B(x0, s)) ≤ diamf(∂B(x0, s)).

Thus

|f(x0)− f(y)| ≤ diamf(∂B(x0, r)) ≤ Cr0

( 
B(x0,5λr0)

g(x)n dHn(x)

) 1
n

.

That is,

|f(x0)− f(y)|
|x0 − y| ≤ C

( 
B(x0,5λr0)

g(x)n dHn(x)

) 1
n

,

which is bounded for almost every x0 ∈ S by the maximal function theorem. �



252 VILLE KIRSILÄ

7. Openness and discreteness

In this section we finally prove the main result of this paper, Theorem 3.3. The
following lemma is a key tool.

Lemma 7.1. Let S support a weak (n−1)-Poincaré inequality and let 1 < n−1 <
p < n. Let E ⊂ S be a closed set such that there is a sequence {ui}∞i=1 of continuous
functions with n-weak upper gradients {gi}∞i=1 respectively, satisfying the following
conditions.

(1) ui(x) = 1, for every i ∈ N and for every x ∈ E.
(2)

´
Ω
gi(x)

p dHn(x) → 0, as i → ∞, for every compact set Ω ⊂ S.
(3) There exist y ∈ S and R > 0 such that ui(x) ≤ 1

2 for every x ∈ S ∩B(y,R)
and for every i ∈ N.

Then H1
∞(E) = 0 and thus also H1(E) = 0.

The idea of the proof is based on the proof of [9, Theorem 5.9].

Proof. First we show that for every compact set K ⊂ S there is iK ∈ N such that∣∣ui(x)− (ui)B(x,R)

∣∣ ≥ 1

4
,

whenever x ∈ K ∩ E and i ≥ iK . For x ∈ E ∩ K set rx = |x− y| and RK =
2(dist(y, E ∩K) + diam (E ∩K)). Note that R < rx < RK for every x ∈ E ∩K.
By properties (1) and (3) we have

1

2
≤

∣∣ui(x)− (ui)B(y,R)

∣∣(16)

≤
∣∣ui(x)− (ui)B(x,R)

∣∣+ ∣∣(ui)B(x,R) − (ui)B(x,rx)

∣∣
+
∣∣(ui)B(x,rx) − (ui)B(y,rx)

∣∣+ ∣∣(ui)B(y,rx) − (ui)B(y,R)

∣∣ .
On the other hand, by the Poincaré inequality,∣∣(ui)B(x,R) − (ui)B(x,rx)

∣∣ ≤ C(S)
Rn

rnx

 
B(x,rx)

∣∣ui(z)− (ui)B(x,rx)

∣∣ dHn(z)

≤ C(S)
Rn

rn+1
x

( 
B(x,λrx)

gi(z)
p dHn(z)

) 1
p

≤ C(S, p)
Rn

r
n+1−n

p
x

(ˆ
B(x,λrx)

gi(z)
p dHn(z)

) 1
p

≤ C(S, p)
Rn

R
n+1−n

p

K

(ˆ
B(y,λRK)

gi(z)
p dHn(z)

) 1
p

.

Similarly,

∣∣(ui)B(y,rx) − (ui)B(y,R)

∣∣ ≤ C(S, p)
Rn

R
n+1−n

p

K

(ˆ
B(y,λRK)

gi(z)
p dHn(z)

) 1
p

and

∣∣(ui)B(x,rx) − (ui)B(y,rx)

∣∣ ≤ C(S, p)
Rn

R
n+1−n

p

K

(ˆ
B(y,λRK)

gi(z)
p dHn(z)

) 1
p

.
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Thus by inequality (16) and property (2) we conclude that for each compact K
there is iK as stated. Now for a compact set K, for every x ∈ E ∩K and for each
i ≥ iK , we have

1

4
≤

∣∣ui(x)− (ui)B(x,R)

∣∣ ≤ ∞∑
k=0

∣∣(ui)B(x,2−kR) − (ui)B(x,2−(k+1)R)

∣∣
≤

∞∑
k=0

CR2−k

(  
B(x,λ2−kR)

gi(z)
p dHn(z)

) 1
p

.

Let ε > 0 and denote σ = −1+p−n
2 . Since p > n− 1 we have −1 < σ < p− n. If for

every k = 0, 1, 2, . . .,( 
B(x,λ2−kR)

gi(z)
p dHn(z)

) 1
p

≤ 1

R
ε

1
p 2

σ+n
p k,

then
1

4
≤ ε

1
p

∞∑
k=1

C2(
σ+n

p −1)k ≤ Cε
1
p .

For sufficiently small ε this is a contradiction. Thus we can choose ε(S, p) > 0 to
be so small that for every x ∈ E ∩K there exists an index kx such that

1

R
ε

1
p 2

σ+n
p kx ≤

( 
B(x,λ2−kxR)

gi(z)
p dHn(z)

) 1
p

.

We apply the basic covering theorem (see [7, Theorem 1.2]) to find a countable
collection of pairwise disjoint balls Bk = B(xk, 2

−jkR) such that

E ∩K ⊂ ∪∞
k=15Bk

and

ελnRn−p2σjk ≤
ˆ
B(xk,λ2

−jkR)

gi(z)
p dHn(z).

Hence

1

5
H1

∞(E ∩K) ≤
∞∑
k=1

2−jkR

≤
∞∑
k=1

2−jkR
1

ε
λ−nRp−n2−σjk

ˆ
B(xk,λ2

−jkR)

gi(z)
p dHn(z)

≤
∞∑
k=1

2(−1−σ)jkRp+1−nλ−n 1

ε

ˆ
B(xk,λ2

−jkR)

gi(z)
p dHn(z).

Here −1 < σ and thus 2(−1−σ)jk ≤ 2 for every k. Furthermore, since balls Bk

are pairwise disjoint the overlap of balls B(xk, λ2
−jkR) is bounded by a constant

depending only on S. Thus

H1
∞(E ∩K) ≤ C(S, p)Rp+1−n

ˆ
B(y,λ(RK+R))

gi(z)
p dHn(z).

Now let i → ∞ to obtain H1
∞(E ∩K) = 0. The claim follows. �
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Lemma 7.2. Let f : S → R
n be a sense-preserving map satisfying H1(f−1(y)) = 0

for every y ∈ R
n. Then f is discrete and open.

The idea of the proof is based on the proof of [26, Theorem 2].

Proof. Let y ∈ R
n and x ∈ f−1(y). Define R : S → R, R(z) = |x− z| . Then R

is 1-Lipschitz and thus H1(R(f−1(y))) = 0. This implies that for H1-almost every
r > 0,

y /∈ f(∂B(x, r)) ⊂ f(S(x, r)).
Assume to the contrary that f is not discrete. Then there is y0 ∈ R

n and x0 ∈ S
such that f−1(y0) accumulates to x0. Fix r > 0 such that y0 /∈ f(∂B(x0, r)) and
write B0 for the x0-component of B(x0, r). Note that ∂B0 ⊂ ∂B(x0, r). Set N =
μ(y0, f, B0). Since f−1(y0) accumulates to x0 we find points x1, x2, . . . , xN+1 ∈
f−1(y0)∩B0 and radii ri > 0 such that the balls B(xi, ri) are pairwise disjoint and

y0 /∈
N+1⋃
i=1

f(∂B(xi, ri)).

Denote the xi-components of these balls byBi respectively. Then y0 /∈
⋃N+1

i=1 f(∂Bi).

Since B0 ∩ f−1(y0) \
⋃N+1

i=1 Bi = B0 ∩ f−1(y0) \
⋃N+1

i=1 Bi is compact and the com-

ponents of B0 \
⋃N+1

i=1 Bi cover it, we find a finite subcover {Ui}pi=1. We use part
(1) of Lemma 2.33 and the fact that f is sense-preserving to conclude

N = μ(y0, f, B0) =

N+1∑
i=1

μ(y0, f, Bi) +

p∑
i=1

μ(y0, f, Ui) ≥
N+1∑
i=1

μ(y0, f, Bi) ≥ N + 1.

This is a contradiction and thus f is discrete. Next we show that f is open. Let U ⊂
S be open and x ∈ U. We find ball B(x, r) ⊂ U such that f(x) /∈ f(∂B(x, r)). Let
B0 denote the x-component of B(x, r). Now μ(y, f, B0) is a positive and constant on
the f(x)-component of f(∂B0)

C . Thus the f(x)-component of f(∂B0)
C is included

in f(B0) ⊂ f(U). On the other hand, the f(x)-component is open. Thus f(x) lies
in the interior of f(U) and therefore f is open. �

From now on, unless otherwise stated, a mapping denoted by f is assumed to
be a mapping of finite distortion as in Theorem 3.3. According to Lemma 7.2, for
discreteness and openness it is sufficient to show that for every y ∈ R

n the Hausdorff
1-measure of f−1(y) is zero and thus it suffices to find a sequence of functions as
in Lemma 7.1. By translation we may consider only the case y = 0.

Lemma 7.3. Fix s > 0 and let u : S → [0,∞],

u(x) =

{(
log+ log+ 1

|f(x)|

)s

if x ∈ S \ f−1(0),

∞ if x ∈ f−1(0).

Then u is differentiable almost everywhere in the set S \ f−1(0) and ‖Du‖ is an
n-weak upper gradient of u.

Proof. For each i ∈ N write Ai = f−1(B(0, 1i )). Because for each i the function

hi : B(0, 1i )
c → [0,∞[, hi(x) =

(
log+ log+ 1

|x|

)s

is Lipschitz and f ∈ N1,n
loc (S,Rn)

we conclude that ui = hi ◦ f ∈ N1,n
loc (S \Ai). Furthermore, ui is continuous and dif-

ferentiable almost everywhere in the open set S \Ai, and ‖Dui(·)‖ = ‖Du(·)‖|S\Ai
.
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Thus for n-almost every rectifiable path γ in S \Ai the function ui ◦γ is absolutely
continuous. Let γ : [0, lγ ] → S \ Ai be such a path, parametrized by arc length.
Then

|(ui ◦ γ)(0)− (ui ◦ γ)(lγ)| ≤
ˆ lγ

0

|(ui ◦ γ)′(t)| dt.

If ui ◦ γ is differentiable at t and γ(t) ∈ S \ Pu, we have

|(ui ◦ γ)′(t)| = lim
s→t

|(ui ◦ γ)(s)− (ui ◦ γ)(t)|
|γ(s)− γ(t)| ≤ Lip u(γ(t)) = ‖Du(γ(t))‖ .

Here the last equality follows from Lemma 2.28. We conclude that γ and ‖Dui(·)‖
satisfy the upper gradient inequality (1). Furthermore since u is continuous it
follows from Lemma 2.28 that ‖Du(·)‖ is a Borel function. Thus also ‖Dui(·)‖ =
‖Du(·)‖|S\Ai

is a Borel function. Finally we conclude that ‖Dui(·)‖ is an n-weak

upper gradient of ui. Now, for each i ∈ N there is Γi such that ModnΓi = 0 and if
γ /∈ Γi is a rectifiable path in S \Ai then γ and ‖Du(·)‖ satisfy the upper gradient
inequality (1). Let Γ0 be the collection of all rectifiable paths in S that have a
subpath in some Γi. Then ModnΓ0 = 0. Let γ : [0, lγ ] → S be a rectifiable path,
γ /∈ Γ0, parametrized by arc length. We will show that γ and ‖Du(·)‖ satisfy
the upper gradient inequality (1). We may assume that γ−1(f−1(0)) = {lγ}. Let
{an}∞n=1 ⊂ [0, lγ [ such that an → lγ , as n → ∞. Since γ does not have a subpath
in Γ0, we get

|u(γ(0))− u(γ(a))| = lim
n→∞

|u(γ(0))− u(γ(an))|

≤ lim
n→∞

ˆ
γ|[0,an]

‖Du(·)‖ dt ≤
ˆ
γ

‖apDu(·)‖ dt.

Therefore ‖Du(·)‖ is an n-weak upper gradient of u. �

Remark 7.4. If we change the value of ‖Du‖ to be 0 in the set u−1(∞) the resulting
function is still an n-weak upper gradient of u. That is, the function g : S → [0,∞],

g(x) =

{
‖Du(x)‖ if x ∈ S \ f−1(0),

0 if x ∈ f−1(0),

is an n-weak upper gradient of u. Next we explain why good local integrability of
the function g implies that H1(f−1(0)) = 0. For every i ∈ N define

ui(x) =
1

i
min{u(x), i}.

Then ui(x) = 1 for every x ∈ f−1(0). Because f is continuous and not a constant
function there is a ball B(y,R) ⊂ S such that when i is sufficiently large we have
ui(x) ≤ 1

2 , for every x ∈ B(y,R). On the other hand, for every i the function
1
i g is an n-weak upper gradient of ui. Now if gp is locally integrable for some

n − 1 < p < n we can apply Lemma 7.1 to obtain H1(f−1(0)) = 0. To show that
n-weak upper gradient g is locally p-integrable we establish the following estimates.

We write h(x) =
(
log+ log+ 1

|x|

)s

. Since u is differentiable almost everywhere in
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the set S \ f−1(0) we have

g(x) = ‖Du(x)‖ = Lip u(x) = lim sup
y→x

|(h ◦ f)(y)− (h ◦ f)(x)|
|y − x|

≤ lim sup
y→x

|(h ◦ f)(y)− (h ◦ f)(x)|
|f(y)− f(x)| lim sup

y→x

|f(y)− f(x)|
|y − x|

≤ C(n)s

(
log log 1

|f(x)|

)s−1

|f(x)| log
(

1
|f(x)|

) ‖Df(x)‖

for almost every x ∈ S \ f−1(0). Let Ω ⊂ S be a compact set. The distortion
inequality and Hölder’s inequality together imply that for any n− 1 < p < n,ˆ

Ω\f−1(0)

(
s
(log log 1

|f | )
s−1

|f | log( 1
|f | )

‖Df‖
)p

dHn(x)(17)

≤
( ˆ

Ω\f−1(0)

K
p

n−p dHn(x)

)n−p
n

×
( ˆ

Ω\f−1(0)

sn

|f |n logn 1
|f |

(
log log

1

|f |
)(s−1)n

Jf dHn(x)

) p
n

.

Here ˆ
Ω\f−1(0)

sn

|f |n logn 1
|f |

(
log log

1

|f |
)(s−1)n

Jf dHn(x)(18)

≤
ˆ
f(Ω)

sn

|y|n logn 1
|y|

(
log log

1

|y|
)(s−1)n

card f−1(y) dHn(y).

We assume that K ∈ Lq
loc(S), for some q > n − 1. By this assumption we find

p(q) > n− 1 such that the first integral on the right-hand side of (17) is finite. In
order to prove that g is locally p-integrable we need to show that the last integral
on the right-hand side is finite as well. In [21], Onninen and Zhong considered the
function g with parameter s = 1. They showed that g is p-integrable and integration
by parts was a crucial tool. Instead of integration by parts, we use the path lifting
property of branched covers to give a bound for card f−1(y) in (18). This is done
in Lemma 7.9. However, in order to use path lifting we need some preparations.
First we show that any point x satifying H1(f−1(f(x))) = 0 has a neighborhood Z
such that f restricted to Z is a branched cover. In order to do this we again employ
Lemma 7.1 and the function g introduced above, but in this setting we can use the
theory of the topological degree and coarea formula to show that card f−1(y) is
essentially bounded. This is made precise in the following lemma.

Lemma 7.5. Let y0 ∈ R
n such that H1(f−1(y0)) = 0, and let x0 ∈ f−1(y0). Then

f is discrete and open on some connected neighborhood of x0.

Proof. According to Lemma 7.2, it suffices to find an open and connected neigh-
borhood Z of x0 such that H1(f−1(f(z)) ∩ Z) = 0, for every z ∈ Z. As in the
proof of Lemma 7.2 we find r > 0 such that y0 /∈ f(∂B(x0, r)). Write Z for the
x0-component of B(x0, r). Then Z is an open and connected neighborhood of x0

and y0 /∈ f(∂Z). Denote the y0-component of Rn \ f(∂Z) by Y. Let z ∈ Z. In order
to show that H1(f−1(f(z)) ∩ Z) = 0 we may use a translation and assume that
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z = 0 = f(z). According to Remark 7.4 it suffices to show that the function g is
p-integrable on Z. In the definition of g we may choose s = 1. Finally, by inequality
(17) we are left to show thatˆ

Z\f−1(0)

Jf (x)

|f(x)|n logn 1
|f(x)|

dHn(x) < ∞.

Denote A = {x ∈ Z : card {f−1(f(x)) ∩ Z} = ∞}. Because Jf is locally integrable
the coarea formula givesˆ

f(A)

card {f−1(y) ∩A} dHn(y) =

ˆ
A

Jf (x) dHn(x) < ∞.

Thus Jf (x) = 0, for almost every x ∈ A. We will show that card f−1(y) ∩ Z is
uniformly bounded on Y \ f(A). Fix y ∈ Y \ f(A) and denote card f−1(y) ∩ Z by

Ny. Since Ny is finite there is collection {Ui}Ny

i=1 of open connected disjoint subsets
of Z such that each Ui contains exactly one point of f−1(y) ∩ Z and for each i
we have y /∈ f(∂Ui). Since f is sense-preserving and the map ω �→ μ(ω, f, Z) is
constant on Y, we have

Ny ≤
Ny∑
i=1

μ(y, f, Ui) = μ(y, f, Z) = μ(y0, f, Z).

In particular, for every y ∈ f(Z \A),

card {f−1(y) ∩ Z} ≤ μ(y0, f, Z).

Thusˆ
Z\f−1(0)

Jf (x)

|f(x)|n logn 1
|f(x)|

dHn(x) =

ˆ
Z\f−1(0)\A

Jf (x)

|f(x)|n logn 1
|f(x)|

dHn(x)

≤
ˆ
f(Z\A)

card {f−1(y) ∩ (Z \A)}
|y|n logn 1

|y|
dHn(y)

≤ μ(y0, f, B(x0, r))

ˆ
f(Z\A)

1

|y|n logn 1
|y|

dHn(y),

but this is finite. �

The following lemma is a modification of [22, Lemma 2.5]. It tells that there is a
large set of good points in the sense of Lemma 7.5. In what follows, we will use the
spherical coordinate system in R

n. That is, z = (ϕ, t), where ϕ = z
|z| and t = |z| .

Lemma 7.6. Let f : S → R
n be a mapping of finite distortion and let

E = {ϕ ∈ Sn−1(0, 1) : H1(f−1(ϕ, t)) > 0, for some t > 0}.

Then Hn−1(E) = 0.

Proof. Fix R > 0 and write

ER = {ϕ ∈ Sn−1(0, 1) : H1(f−1(ϕ, t) ∩B(0, R)) > 0, for some t > 0}.

Denote by Z the set

Z = {x ∈ S : H1(f−1(f(x)) ∩B(0, R)) > 0}
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and let

Ei = {ϕ ∈ ER : H1(f−1(ϕ, t) ∩B(0, R) ∩ Z) >
1

i
, for some t > 0}.

Then ER =
⋃∞

i=1 Ei and by the coarea formula

1

i
Hn−1(Ei) ≤

ˆ
Ei

H1(f−1(ϕ× (0,∞)) ∩ Z ∩B(0, R)) dHn−1(ϕ)

≤
ˆ
Z∩B(0,R)

Jπ◦f (x) dHn(x).

Here π denotes the projection π : Rn \ {0} → Sn−1(0, 1), π(x) = x
|x| . On the other

hand, since Jf is locally integrable the coarea formula givesˆ
f(Z∩B(0,R))

card {f−1(y) ∩ Z ∩B(0, R)} dHn(y) =

ˆ
Z∩B(0,R)

Jf (x) dHn(x) < ∞.

Since H1(f−1(y)∩Z ∩B(0, R)) > 0 for every y ∈ f(Z ∩B(0, R)) we conclude that
Hn(f(Z∩B(0, R))) = 0 and thus Jf (x) = 0 for almost every x ∈ Z∩B(0, R). By the
distortion inequality (12) this implies that ‖Df(x)‖ = 0 and thus Jπ◦f (x) = 0 for
almost every x ∈ Z∩B(0, R). Thus Hn(Ei) = 0 for every i and so also Hn(ER) = 0.
The claim follows. �

Corollary 7.7. According to Lemmas 7.5 and 7.6, for Hn−1-almost every ϕ ∈
Sn−1(0, 1) the preimage of a radial path {(ϕ, t), t > 0} has an open neighborhood
Uϕ such that f restricted to Uϕ is open and discrete. We denote the set of such
points ϕ ∈ Sn−1(0, 1) by A.

Lemma 7.8. Let f : S → R
n be a continuous map that is differentiable at x0 ∈ S

with Jf (x0) > 0. Assume that f defines a branched cover in some neighborhood of
x0. Then i(x0, f) = 1.

Proof. Since f defines a branched cover on some neighborhood U of x0, the local
index i(x0, f) is well defined and we find the domain D ⊂ U such that x0 ∈ D ⊂ U
with

f−1(f(x0)) ∩D = {x0}.
Because f is differentiable at x0 we find the domain U ′ ⊂ D such that

μ(f(x0), f, U
′) = μ(f(x0), Df(x0)πx0

, U ′).

Furthermore, since S is metrically oriented and Jf (x0) > 0 we may assume that U ′

is chosen such that

μ(x0, πx0
, U ′) = 1 = μ(x0, Df(x0), πx0

U ′).

But then μ(x0, Df(x0)πx0
, U ′) = 1 and hence μ(f(x0), f, U

′) = 1. According to the
definition of the local index this proves the claim. �

As pointed out in inequality (18), an upper bound for the multiplicity function
is needed in order to show that the function g defined in Remark 7.4 is p-integrable.
The following lemma gives a proper bound. The idea of the proof is similar to one
in the proof of [23, Lemma IV 1.3].
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Lemma 7.9. Let f : S → R
n be a mapping of finite distortion with K ∈ Ln−1

loc (S).
For every x0 ∈ S and for sufficiently small r, R > 0 we have 

Sn−1(f(x0),r)

card
{
f−1(y) ∩B(x0, R)

}
dHn−1(y)

≤ C(S)
 
B(x0,2R)\B(x0,R)

K(x)n−1 dHn(x) logn−1 1

r
.

Proof. We may assume that x0 = f(x0) = 0. Let A ⊂ Sn−1(0, 1) as in Corollary 7.7
and let y ∈ A. According to Corollary 7.7 the preimage of the radial line associated
to y has a neighborhood Uy such that f defines a branched cover on it. Thus
f defines a branched cover on every connected component of Uy. On the other
hand, every such component is a generalized n-manifold, and thus the path lifting
property of branched covers applies for radial paths associated to points in A. Fix
r, R > 0. For y ∈ A define

m(y) = max
{
0,

∑
f−1(ry)∩B(0,R)

i(x, f)−
∑

f−1(y)∩B(0,2R)

i(x, f)
}
,

and for every k ∈ {0, 1, 2 . . .} set

Ak = {y ∈ A : m(y) = k}.

Then A =
⋃∞

k=0 Ak and the sets Ak are pairwise disjoint. Fix k ≥ 1. For each
y ∈ Ak define βy : [r, 1) → R

n, βy(t) = ty. Then every βy has at least k lifts

connecting B(0, R) to B(0, 2R)C . Let {γy
i }ki=1 be a set of such lifts. Set

Ek =
⋃

y∈Ak

k⋃
i=1

|γy
i | .

Note that H1(|γy
i |) ≥ R for every γy

i . Because for every y ∈ A \A0 at most i(x, f)
of the lifts of βy pass throught x (see Section 2.5), we have

RkHn−1(Ak) ≤
ˆ
Ak

k∑
i=1

H1(|γy
i |) dHn−1(y)(19)

=

ˆ
Ak

ˆ
⋃k

i=1|γy
i |
i(x, f) dH1(x) dHn−1(y)

≤
ˆ
Ak

ˆ
( f
|f| )

−1(y)

i(x, f)χEm
(x) dH1(x) dHn−1(y).

By the coarea formula and the distortion inequality we haveˆ
Ak

ˆ
( f
|f| )

−1(y)

i(x, f)χEm
(x) dH1(x) dHn−1(y)(20)

=

ˆ
Ek

J f
|f|

(x)i(x, f) dHn(x) ≤ C(n)

ˆ
Ek

‖Df(x)‖n−1

|f(x)|n−1 i(x, f) dHn(x)

≤
( ˆ

Ek

K(x)n−1 dHn(x)
) 1

n
(ˆ

Ek

Jf (x)

|f(x)|n i(x, f)
n

n−1 dHn(x)
)n−1

n

.
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Because f is differentiable almost everywhere and because Jf (x) ≥ 0 for almost
every x ∈ S, Lemma 7.8 and change of variables give

ˆ
Ek

Jf (x)

|f(x)|n i(x, f)
n

n−1 dHn(x) =

ˆ
Ek

Jf (x)

|f(x)|n dHn(x)(21)

=

ˆ
f(Ek)

card
{
f−1(y) ∩Ek

}
|y|n dHn(x)

=

ˆ
Ak×[r,1)

k

|y|n dHn(y) = kHn−1(Ak) log
1

r
.

From (19), (20) and (21) we conclude

Hn−1(Ak)k ≤ C(n)

Rn

ˆ
Ek

K(x)n−1 dHn(x) logn−1 1

r
.

Recall that Hn−1(Sn−1(0, 1) \ A) = 0 and m(y) = 0, for every y ∈ A0. Thus we
sum over k to get

ˆ
Sn−1(0,1)

m(y) dHn−1(y) ≤ C(S)
 
B(0,2R)\B(0,R))

K(x)n−1 dHn(x) logn−1 1

r
.

Because f is continuous we may choose R > 0 so small that f(B(0, 2R)) ⊂ B(0, 12 ).

Then f−1(y) ∩ B(0, 2R) = ∅ for every y ∈ Sn−1(0, 1). Since f is sense-preserving,
i(x, f) ≥ 1 whenever defined. Hence

ˆ
Sn−1(0,1)

card
{
f−1(ry) ∩B(0, R)

}
dHn−1(y)

≤
ˆ
Sn−1(0,1)

max
{
0,

∑
f−1(ry)∩B(0,R)

i(x, f)
}
dHn−1(y) =

ˆ
Sn−1(0,1)

m(y) dHn−1(y)

≤ C(S)
 
B(0,2R)\B(0,R)

K(x)n−1 dHn(x) logn−1 1

r
.

The claim follows. �

Now we are ready to show that the n-weak upper gradient given in Remark 7.4
is locally p-integrable. By inequality (17) it suffices to show that

ˆ
Ω\f−1(0)

sn

|f(x)|n logn 1
|f(x)|

(
log log

1

|f(x)|
)(s−1)n

Jf (x) dHn(x) < ∞,

for some s > 0 and for a compact set Ω ⊂ S. We may assume that f(0) = 0 and
Ω ⊂ B(0, R), where R is as in Lemma 7.9, and f(B(0, R)) ⊂ B(0, 1

2e ). We use the
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change of variables and Lemma 7.9 as follows:ˆ
Ω\f−1(0)

sn

|f(x)|n logn 1
|f(x)|

(
log log

1

|f(x)|
)(s−1)n

Jf (x) dHn(x)

=

ˆ
B(0, 1

2e )

sn

|y|n logn 1
|y|

(
log log

1

|y|
)(s−1)n

card {f−1(y) ∩B(0, R)} dHn(y)

≤
ˆ 1

2e

0

sn

r logn 1
r

(
log log

1

r

)(s−1)n
 
S(0,r)

card {f−1(y) ∩B(0, R)} dSn−1(y) dr

≤
ˆ 1

2e

0

sn

r logn 1
r

(
log log

1

r

)(s−1)n

logn−1 1

r
dr < ∞,

whenever (s − 1)n + 1 < 0. So, for example, we may choose s = n−1
2n . Then g is

locally p-integrable and thus Theorem 3.3 follows from Remark 7.4 and Lemma 7.2.
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of Jyväskylä, Finland

E-mail address: ville.kirsila@jyu.fi

http://www.ams.org/mathscinet-getitem?mr=1915034
http://www.ams.org/mathscinet-getitem?mr=1915034
http://www.ams.org/mathscinet-getitem?mr=3017286
http://www.ams.org/mathscinet-getitem?mr=1160301
http://www.ams.org/mathscinet-getitem?mr=1160301
http://www.ams.org/mathscinet-getitem?mr=1628655
http://www.ams.org/mathscinet-getitem?mr=1628655
http://www.ams.org/mathscinet-getitem?mr=1687460
http://www.ams.org/mathscinet-getitem?mr=1687460
http://www.ams.org/mathscinet-getitem?mr=1313107
http://www.ams.org/mathscinet-getitem?mr=1313107
http://www.ams.org/mathscinet-getitem?mr=1333890
http://www.ams.org/mathscinet-getitem?mr=1333890
http://www.ams.org/mathscinet-getitem?mr=2477453
http://www.ams.org/mathscinet-getitem?mr=2477453
http://www.ams.org/mathscinet-getitem?mr=2919747
http://www.ams.org/mathscinet-getitem?mr=1238941
http://www.ams.org/mathscinet-getitem?mr=1238941
http://www.ams.org/mathscinet-getitem?mr=1414889
http://www.ams.org/mathscinet-getitem?mr=1414889
http://www.ams.org/mathscinet-getitem?mr=1809341
http://www.ams.org/mathscinet-getitem?mr=1809341
http://www.ams.org/mathscinet-getitem?mr=0137103
http://www.ams.org/mathscinet-getitem?mr=0137103
http://www.ams.org/mathscinet-getitem?mr=0178454
http://www.ams.org/mathscinet-getitem?mr=0178454

	1. Introduction
	2. Preliminaries
	2.1. Newtonian spaces
	2.2. Rectifiable sets and approximate differentiability
	2.3. Approximate derivatives and upper gradients
	2.4. Generalized manifolds
	2.5. Path lifting for open and discrete maps

	3. Mappings of finite distortion
	4. Discrete convolution
	5. Non-negative Jacobian and sense-preserving maps
	6. Differentiability and the Lusin condition
	7. Openness and discreteness
	Acknowledgements
	References

