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WEYL MODULES FOR CLASSICAL
AND QUANTUM AFFINE ALGEBRAS

VYJAYANTHI CHARI AND ANDREW PRESSLEY

Abstract. We introduce and study the notion of a Weyl module for the
classical affine algebras, these modules are universal finite-dimensional highest
weight modules. We conjecture that the modules are the classical limit of
a family of irreducible modules of the quantum affine algebra, and prove the
conjecture in the case of sl2. The conjecture implies also that the Weyl modules
are the classical limits of the standard modules introduced by Nakajima and
further studied by Varagnolo and Vasserot.

0. Introduction

The study of the irreducible finite-dimensional representations of quantum affine
algebras has been the subject of a number of papers, [AK], [CP3], [CP5], [FR], [FM],
[GV], [KS] to name a few. However, the structure of these representations is still
unknown except in certain special cases. In this paper, we approach the problem
by studying the classical (q → 1) limits of these representations. Standard results
imply, for example, that if V is a finite-dimensional representation of Uq(ĝ), its
q → 1 limit V has the same character as a g-module as V has as a Uq(g)-module.

We begin by studying an appropriate class of representations of the affine Lie
algebra ĝ. The finite-dimensional irreducible representations of ĝ were classified in
[C], [CP1], where it was shown that such representations are highest weight in a
suitable sense, the highest weight being an n-tuple of polynomials π, where n is
the rank of g. We therefore study the class of all highest weight finite-dimensional
representations of ĝ. In fact, we prove that corresponding to each irreducible finite-
dimensional representation V (π) there exists a unique (up to isomorphism) finite-
dimensional highest weight module W (π), such that any finite-dimensional highest
weight module V with highest weight π is a quotient of W (π). We call these
modules the Weyl modules because of an analogy with the modular representation
theory of g, which we now explain.

In [CP5], we showed that the irreducible representations of Uq(ĝ) are also highest
weight and that their isomorphism classes are parametrized by n-tuples of polyno-
mials πq with coefficients in C(q). Under a natural condition on πq, the corre-
sponding representation Vq(πq) of Uq(ĝ) specializes as q → 1 to a representation
Vq(πq) of ĝ and is a quotient of W (π), where π is obtained from πq by setting
q = 1. We conjecture that every W (π) is the classical limit of an irreducible Uq(ĝ)-
module. This is analogous to the fact that the Weyl modules for g in characteristic
p are the mod p reductions of the irreducible modules in characteristic zero. We
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prove the conjecture in the case of g = sl2 in this paper. The conjecture is also true
for the fundamental representations of Uq(ĝ), but the details of that will appear
elsewhere.

In Section 3, we prove a factorization property of Weyl modules analogous to the
one for the irreducible modules proved in [CP1]. We also obtain a necessary and
sufficient condition for the Weyl modules to be irreducible: the interesting feature
of this proof is that it uses the fact that the specialized irreducible modules for
the quantum algebra are quotients of the Weyl module. Further, the condition for
irreducibility of the Weyl modules is the same as a condition that appears first in
the work of Drinfeld on the closely related Yangians, [Dr1].

The Weyl modules we define are quotients of a family of level zero integrable
modules for the extended affine Lie algebra, one corresponding to each dominant
integral weight of g. We call these modules W (λ). In Section 6, we explicitly
construct the modules W (λ) when g is of type sl2. The quantum analogues of these
modules, Wq(λ) are also defined in this paper. In [K], Kashiwara defined a family
of integrable modules V max(λ) for each dominant integral weight of ĝ. According
to unpublished work of Kashiwara, when λ has level zero, the module V max(λ) is
isomorphic to Wq(λ). In addition, Kashiwara has a number of conjectures for the
modules Wq(λ). In [CP7], we use the results of this paper to explicitly construct
Vmax(λ) when g is of type sl2 and this establishes one of his conjectures in this
case.

Acknowledgements. We thank F. Knop, D. Rush and R. Sujatha for discussions.
We also thank M. Kashiwara for explaining his conjectures to us and for drawing
our attention to the modules V max(λ).

1. Preliminaries and some identities

Let g be a finite-dimensional complex simple Lie algebra of rank n, h a Cartan
subalgebra of g and R the set of roots of g with respect to h. Let I = {1, 2, · · · , n},
fix a set of simple roots αi (i ∈ I), and let R+ be the corresponding set of positive
roots. Let θ ∈ R+ be the highest root in R+. For α ∈ R+, fix non-zero elements
x±α ∈ g, hα ∈ h such that

[x+
α , x

−
α ] = hα, [hα, x±α ] = ±2x±α .

Let Q =
⊕n

i=1 Zαi (resp. Q+ =
⊕n

i=1 Nαi) denote the root (resp. positive root)
lattice of g. For η ∈ Q+, η =

∑
i riαi, we set ht η =

∑
i ri. The lattice P (resp.

P+) of integral (resp. dominant integral) weights is the set of elements λ ∈ h∗ such
that λ(hα) ∈ Z for all α ∈ N (resp. λ(hα) ≥ 0 for all α ∈ R+). For i ∈ I, the
fundamental weight ωi of g is given by ωi(αj) = δij . Let 〈 , 〉 be the bilinear pairing
on P such that 〈αi, ωj〉 = δij . Set aij = 〈αi, αj〉 for i, j ∈ I. The bilinear form
induces an isomorphism h ∼= h∗ such that, if β =

∑
i riαi ∈ R+, then

hβ =
∑
j

djrj
dβ

hj ,

where for a root α ∈ R, we set dα = 1
2 〈α, α〉. Let W ⊂ Aut(h∗) be the Weyl group

of g; it is well known that W is generated by simple reflections si (i ∈ I).
The extended loop algebra of g is the Lie algebra

Le(g) = g⊗C[t, t−1]⊕Cd,
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with commutator given by

[d, x⊗ tr] = rx ⊗ tr, [x⊗ tr, y ⊗ ts] = [x, y]⊗ tr+s

for x, y ∈ g, r, s ∈ Z. The loop algebra L(g) is the subalgebra g⊗C[t, t−1] of Le(g).
Let he = h⊕Cd. Define δ ∈ (he)∗ by

δ(h) = 0, δ(d) = 1.

Extend λ ∈ h∗ to an element of (he)∗ by setting λ(d) = 0. Set P e =
⊕n

i=1 Zωi⊕Zδ,
and define P e+ in the obvious way. We regard W as acting on (he)∗ by setting
w(δ) = δ for all w ∈ W .

For any x ∈ g, m ∈ Z, we denote by xm the element x ⊗ tm ∈ Le(g). Set
e±i = x±αi ⊗ 1 and e±0 = x∓θ ⊗ t±1. Then, the elements e±i (i = 0, · · · , n) and d
generate Le(g).

For any Lie algebra a, the universal enveloping algebra of a is denoted by U(a).
We set

U(Le(g)) = Ue, U(L(g)) = U, U(g) = Ufin.

Let U(<) (resp. U(>)) be the subalgebra of U generated by the x−αi,m, (resp.
x+
αi,m) for i ∈ I, m ∈ Z. Clearly, x−α,m ∈ U(<) (resp. x+

α,m ∈ U(>)) for all
α ∈ R+, m ∈ Z. Set Ufin(<) = U(<) ∩ Ufin and define Ufin(>) similarly.
Finally, let U(0) be the subalgebra of U generated by hα,m for α ∈ R, m ∈ Z,
m 6= 0. We have

Ufin = Ufin(<)U(h)Ufin(>),

Ue = U(<)U(0)U(he)U(>).

Lemma 1.1. The assignment T (x±αi,m) = x±αi,m±1, for i ∈ I, m ∈ Z, defines an
algebra automorphism of U.

Next we recall some identities in Ue, which are most conveniently stated using
the generating series. Thus, for any β ∈ R+, we introduce the following power
series in an indeterminate u:

X̃−β (u) =
∞∑

m=−∞
x−β,mu

m+1, X−β (u) =
∞∑
m=1

x−β,mu
m,

X+
β (u) =

∞∑
m=0

x+
β,mu

m, X−β,0(u) =
∞∑
m=0

x−β,mu
m+1,

H̃β(u) =
∞∑

m=−∞
hβ,mu

m+1, Λ±β (u) =
∞∑
m=0

Λβ,±mum = exp

(
−
∞∑
k=1

hβ,±k
k

uk

)
.

Set x±αi = x±i , x±αi,m = x±i,m, and define hi, Λ±i , etc., similarly.
The next lemma follows easily from the definition of the Λi,m (= Λαi,m).

Lemma 1.2. The subalgebra U(0) of U is generated by the elements Λi,m, for
i ∈ I, m ∈ Z.

For any power series f in u with coefficients in an algebra A, let fm be the
coefficient of um (m ∈ Z) and let f ′ denote the derivative of f with respect to u.
For x ∈ U, r ∈ Z+, set

x(r) =
xr

r!
.



194 VYJAYANTHI CHARI AND ANDREW PRESSLEY

For an algebra A, let A+ denote the augmentation ideal. The next result is a
reformulation of a result of Garland [G].

Lemma 1.3. Let s ≥ r ≥ 1, β ∈ R+.
(i)

(x+
β,0)(r)(x−β,1)(s) = (−1)r(X−β (u)(s−r)Λ+

β (u))s mod UU(>)+.

(ii)

(x+
β,1)(r)(x−β,0)(s) = (−1)r(X−β,0(u)(s−r)Λ+

β (u))s mod UU(>)+.

Proof. We use the identity in [G, Lemma 7.1], in the form given in [CP6, Lemma
5.1] for its quantum version, namely

(x+
β,0)(r)(x−β,1)(s)

=
r∑
t=0

t∑
m=0

m∑
k=0

(−1)t
(
u−s+tX−β (u)(s−t)

)
t−m

Λβ,k
(
X+
β (u)(r−t)

)
m−k

.

In the sum on the right-hand side of the equality, we get an element of UU(>)+

unless t = r and m = k, and so we have

(x+
β,0)(r)(x−β,1)(s) = (−1)r

r∑
m=0

(
u−s+rX−β (u)(s−r)

)
r−m

Λβ,m mod UU(>)+

=
m∑
r=0

(−1)r
(
X−β (u)(s−r)

)
s−m

Λ+
β (u)m mod UU(>)+

= (−1)r
(
X−β (u)(s−r)Λ+

β (u)
)
s

mod UU(>)+.

The identity in (ii) follows from (i) by applying the automorphism T : U→ U.

We conclude this section with some elementary properties of integrable Le(g)-
modules.

A representation V of Ue is called integrable if the Chevalley generators e±i , for
i = 0, 1, · · · , n, act locally nilpotently on V and

V =
⊕

λ∈(he)∗

Vλ,

where

Vλ = {v ∈ V : h.v = λ(h)v ∀ h ∈ h
e}.

It is well known that this implies that the elements x±β,m act locally nilpotently on
V for all β ∈ R+ and m ∈ Z. Set

V +
λ = {v ∈ Vλ : x+

β,m.v = 0 ∀ β ∈ R+,m ∈ Z}.

It is easy to see that, if V is integrable, then Vλ 6= 0 (resp. V +
λ 6= 0) only if λ ∈ P e

(resp. λ ∈ P e+). Further, if v ∈ V +
λ , then

(x−β,m)λ(hβ)+1.v = 0,(1.1)

Vλ 6= 0 =⇒ Vwλ 6= 0 ∀ w ∈ W.(1.2)

If λ ∈ P+, let V fin(λ) be the finite-dimensional irreducible Ufin-module with
highest weight λ. If λ ∈ P e+, the restriction of λ to h∗, also denoted by λ, is in P+.
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If V is an integrable Ue-module and 0 6= v ∈ V +
λ , then Ufin.v is a Ufin-submodule

of V isomorphic to V fin(λ).

Proposition 1.1. Let V be an integrable Ue-module. Let λ ∈ P e+, let 0 6= v ∈ V +
λ

and let β ∈ R+. Then
(i) Λβ,m.v = 0 for m > λ(hβ);
(ii) for r ≥ 1, s > λ(hβ),(

X−β (u)rΛ+
β (u)

)
s
.v = 0,

(
X−β,0(u)rΛ+

β (u)
)
s
.v = 0;

(iii) for all s ∈ Z,(
X̃−β (u)Λ+

β (u)
)
s
.v = 0,

(
H̃β(u)Λ+

β (u)
)
s
.v = 0;

(iv) Λβ,−m.v = 0 for all m > λ(hβ);
(v) for 0 ≤ m ≤ λ(hβ),

Λβ,λ(hβ)Λβ,−m.v = Λβ,λ(hβ)−m.v.

Proof. (i) This follows by taking r = s > λ(hβ) in Lemma 1.3(i) and using (1.1).
(ii) This follows from Lemma 1.3 by replacing r by s− r and using (1.1).
(iii) Taking r = λ(hβ), s = λ(hβ) + 1 in Lemma 1.3(i) gives

λ(hβ)∑
m=0

x−β,m+1Λβ,λ(hβ)−m.v = 0.(1.3)

Applying hβ,k, for any k ∈ Z, to the above equation and noting that hβ,k.v ∈ V +
λ ,

we get
λ(hβ)∑
m=0

x−β,k+m+1Λβ,λ(hβ)−m.v = 0,

which can be written as (
X̃−β (u)Λ+

β (u)
)
k+1

.v = 0.

Applying x+
β,−s−1, for s ∈ Z, to both sides of equation (1.3) gives

λ(β)∑
m=0

hβ,m−sΛβ,λ(hβ)−m.v = 0,

i.e.,
λ(hβ)−s∑
m=−s

hβ,mΛβ,λ(hβ)−s−m.v = 0.

Replacing s by λ(hβ) − s + 1 and using part (i) of the lemma, one sees that this
identity is equivalent to the second identity in (iii).

(iv) and (v). During the remainder of this proof, write Λβ = Λ+
β , Λ̃β(u) =

Λ−β (u−1), so that

Λ̃β(u) = exp

(
−
∞∑
k=1

hβ,−k
k

u−k

)
.
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Note that, as operators on V +
λ ,(
λ(hβ)− u

Λ′β
Λβ

+ u
Λ̃′β
Λ̃β

)
= H̃β .

By (iii), we have

Λβ(u)

(
λ(hβ)− u

Λ′β
Λβ

+ u
Λ̃′β
Λ̃β

)
= H̃βΛβ = 0,

as operators on V +
λ , so, since Λβ(u) is invertible,

λ(hβ)Λβ(u)Λ̃β(u) = u(Λ′βΛ̃β − ΛβΛ̃′β).

Note that both sides of this equation make sense as a power series in u since Λβ(u)
is already known by (i) to involve only finitely many positive powers of u. Hence,
as a series with only finitely many positive powers (but possibly infinitely many
negative powers), we have (

Λβ
Λ̃β

)′
= λ(hβ)u−1

(
Λβ
Λ̃β

)
,

and so
Λβ(u)
Λ̃β(u)

= Aβu
λ(hβ),

where Aβ is an operator on V +
λ independent of u. Equating coefficients of uλ(hβ)

shows that Aβ = Λβ,λ(hβ) and then the equation (of operators on V +
λ )

Λβ,λ(hβ)(u)Λ̃β(u) = u−λ(hβ)Λβ(u),

proves both (iv) and (v).

Fix a total order ≤ on R+.

Proposition 1.2. Let V be an integrable Ue-module, let λ ∈ P e+ and let 0 6= v ∈
V +
λ be such that V = Ue.v.

(i) If Vµ 6= 0, then µ = λ− η + rδ for some η ∈ Q+, r ∈ Z such that V fin(λ)λ−η
6= 0.

(ii) V is spanned by the elements

x−β1,r1
x−β2,r2

· · ·x−βs,rsU(0).v,

for 0 ≤ rt < λ(hβt), 0 ≤ t ≤ s, β1 ≤ β2 ≤ · · · ≤ βs ∈ R+.

Proof. Since U(>)+.v = 0, it follows that V = U(<)U(0).v and hence

Vµ 6= 0 =⇒ µ = λ− η + rδ,

for some η ∈ Q+ and r ∈ Z. Choose σ ∈ W such that σ(λ − η) ∈ P+. Since V is
integrable, Vσ(µ) 6= 0, hence σ(λ− η) = λ− η′ for some η′ ∈ Q+. This implies that
V fin(λ)σ(λ−η) 6= 0, and hence that V fin(λ)λ−η 6= 0.

To prove (ii), note first that it is clear that elements of the form

x−β1,r1
x−β2,r2

· · ·x−βs,rsU(0).v, (0 ≤ t ≤ s, βt ∈ R+, rt ∈ Z)
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span V . We prove by induction on s that any such element is in the span of the
elements

x−γ1,k1
x−γ2,k2

· · ·x−γm,kmU(0).v, (0 ≤ kt < λ(hγt), γ1 ≤ γ2 ≤ · · · ≤ γm, 0 ≤ t ≤ m).

For s = 1, r1 ≥ λ(hβ1), we have, by Proposition 1.1(iii), that
r1∑
r=0

x−β1,r
Λβ1,r1−rU(0).v = 0.

Since Λβ1,0 = 1, this implies that x−β1,r1
.v is in the span of the elements x−β1,r

U(0).v
with 0 ≤ r < r1, from which the assertion follows. If r1 < 0, we use

λ(hβ1)∑
r=0

x−β1,r+r1
Λβ1,λ(hβ1)−r.v = 0,

which follows from parts (i) and (ii) of Proposition 1.1. Since, by Proposition 1.1(v),
Λβ,λ(hβ) is invertible, it follows that x−β1,r1

.v is in the span of the elements x−β1,r
.v

(0 ≥ r > r1). An obvious induction now gives the result.
Suppose that we know the result for some s ≥ 1. Let βt ∈ R+ and rt ∈ Z for

0 ≤ t ≤ s be such that 0 ≤ rt < λ(hβt) for all t. We have

x−β0,r0
x−β1,r1

x−β2,r2
· · ·x−βs,rs .v = x−β1,r1

x−β0,r0
x−β2,r2

· · ·x−βs,rs .v
+ [x−β0,r0

, x−β1,r1
]x−β2,r2

· · ·x−βs,rs .v.

Since [x−β0,r0
, x−β1,r1

] ∈ g ⊗ tr0+r1 , the induction hypothesis applies to the second
term on the right-hand side of the equality. As for the first term, notice that the
induction hypothesis applied to x−β0,r0

x−β2,r2
· · ·x−βs,rs .v implies that this is in the

span of the elements obtained by applying ordered monomials in the x−γ,k to v, for
γ ∈ R+ and 0 ≤ k < λ(hγ). Thus, we must show that every element of the form

x−β1,r1
x−γ1,k1

x−γ2,k2
· · ·x−γm,kmU(0).v,

where γ1 ≤ γ2 ≤ · · · ≤ γm and 0 ≤ kt < λ(hγt) for 1 ≤ t ≤ m, can be rewritten in
the desired form. If β1 ≤ γ1, there is nothing to prove. Otherwise, we have

[x−β1,r1
, x−γ1,k1

] ∈ gβ1+γ1 ⊗ tr1+k1

and λ(hβ1+γ1) ≤ r1 + k1. Using the induction hypothesis gives the result.

2. Maximal integrable and maximal finite-dimensional modules

In this section we define, for every λ ∈ P e+ an integrable Ue-module W (λ).
Further, for any n-tuple π = (π1(u), π2(u), · · · , πn(u)) of polynomials πi(u) in
an indeterminate u with constant term 1 and degree λ(hi), we define a finite-
dimensional quotient U-module W (π) of W (λ).

For λ ∈ P e+, let Iλ be the left ideal in the subalgebra U(<)U(0)U(h) of Ue

generated by the elements

h− λ(h) (h ∈ h), Λi,m (i ∈ I, |m| > λ(hi)),

Λi,λ(hi)Λi,−m − Λi,λ(hi)−m (i ∈ I, 1 ≤ m ≤ λ(hi)),(
X̃−i (u)Λ+

i (u)
)
m

U(0) (i ∈ I, m ∈ Z),(
X−i,0(u)rΛ+

i (u)
)
m

U(0) (i ∈ I, r ≥ 1, |m| > λ(hi)).
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Let Ĩλ be the left ideal in U generated by Iλ and the x+
i,m for all i ∈ I, m ∈ Z,

and let Ĩeλ be the left ideal in Ue generated by Ĩλ and d− λ(d). Set

W (λ) = Ue/Ĩeλ = U/Ĩλ.

Clearly, W (λ) is a left Ue-module (and a left U-module) through left multiplication.
Let wλ be the image of 1 in W (λ). Then,

U(>)+.wλ = 0, W (λ) = Ue.wλ = U.wλ.

Since ĨλU(0) ⊂ Ĩλ, we can and do regard W (λ) as a right U(0)-module as well.
For η ∈ Q+, we set

W (λ)[η] =
⊕
r∈Z

W (λ)λ−η+rδ.

Clearly, W (λ)[η] is a right U(0)-module for all η ∈ Q+ and we have

W (λ) =
⊕
η∈Q+

W (λ)[η]

as right U(0)-modules.
Let Iλ(0) = Iλ ∩U(0). By the PBW theorem, it is easy to see that

U(0)/Iλ(0) ∼= C[Λi,m,Λ−1
i,λ(hi)

: i ∈ I, 1 ≤ m ≤ λ(hi)].(∗)

In particular,

W (λ)[0] ∼= C[Λi,m,Λ−1
i,λ(hi)

: i ∈ I, 1 ≤ m ≤ λ(hi)]

as right U(0)-modules. It follows immediately from Proposition 1.2(ii) that, for all
η ∈ Q+, W (λ)[η] is a finitely-generated U(0)-module.

Next, let π = (π1, π2, · · · , πn) be an n-tuple of polynomials in an indeterminate
u with constant term 1, and define, for a ∈ C, an element λπ,a ∈ (he)∗ by setting
λπ,a(hi) = deg πi (i ∈ I) and λπ,a(d) = a. Set

π+
i = πi, π−i (u) =

udegπiπi(u−1)
udegπiπi(u−1)|u=0

.(2.1)

Let Iπ(0) be the maximal ideal in U(0) generated by

(Λ±i (u)− π±i (u))s (i ∈ I, s ≥ 0),

and let Cπ = U(0)/Iπ(0) be the one-dimensional U(0)-module. Set

W (π) = W (λπ,a)⊗U(0) Cπ .

Then, W (π) is a left U-module (but not a Ue-module) with x ∈ U acting as x⊗ 1.
Let wπ be the image of 1 in W (π). Note that Λ±i (u).wπ = π±i (u)wπ (i ∈ I).
The assignment wλπ,a 7→ wπ extends to a surjective U-module homomorphism
W (λπ,a)→W (π).

Recall that the affine Lie algebra ĝ is an extension of Le(g) by a 1-dimensional
central subalgebra Cc. Any representation of Le(g) is a representation of ĝ by
making c act as zero. Set h0 = [e+

0 , e
−
0 ], the bracket being evaluated in ĝ. Then,

h0 = c− hθ.
The following result is proved in [CP2].
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Lemma 2.1. Let V be a ĝ-module generated by an element v ∈ Vλ (λ ∈ P e+) such
that

(e+
i )−λ(hi)+1.v = 0 if λ(hi) ≤ 0,

(e−i )λ(hi)+1.v = 0 if λ(hi) ≥ 0,

for i ∈ I. Then, V is an integrable ĝ-module.

Theorem 1. (i) Let λ ∈ P e+. Then, W (λ) is an integrable Ue-module.
(ii) Let π be an n-tuple of polynomials with constant term one. Then, W (π) is a

finite-dimensional U-module.

Proof. To prove (i), note that by Lemma 2.1 it suffices to show that

e+
i .wλ = 0, (e−i )λ(hi)+1.wλ = 0 (i ∈ I),

e−0 .wλ = 0, (e+
0 )λ(hθ)+1.wλ = 0.

Suppose that i ∈ I. Then, e±i = x±i,0 and it follows from the definition of W (λ)
that e+

i .wλ = 0. By Lemma 1.3(ii),

(x−i,0)λ(hi)+1.wλ =
(
X−i,0(u)λ(hi)+1Λ+

i (u)
)
λ(hi)+1

.wλ = 0.

In particular, this proves that Ufin.wλ is a finite-dimensional g-module.
Turning to the case i = 0, notice that e−0 = x+

θ,−1 is a linear combination of
products of the x+

i,m (i ∈ I, m ∈ Z). Hence, x+
θ,−1.wλ = 0.

For any m ≥ 0, let wm = (e+
0 )m+1.wλ. Suppose that wm 6= 0. Since [e+

0 , x
−
β,0] =

0, it follows that

Ufin(<).wm = em+1
0 Ufin(<).wλ

is finite-dimensional. Since W (λ)[η] = 0 for all but finitely many η ∈ Q+, it follows
that

Wm = Ufin.wm = Ufin(>)U(h)Ufin(<).wm

is a finite-dimensional g-module. Hence, for all σ ∈ W (the Weyl group of g), we
have

(Wm)σ(λ−(m+1)θ+(m+1)δ) 6= 0.

Choosing σ so that σ(θ) = −αi for some i ∈ I, we get

W (λ)σ(λ)+(m+1)αi+(m+1)δ 6= 0.

But this can only happen for finitely many values of m.
This proves that wm = 0 for all but finitely many m. The Lie subalgebra of

L(g) generated by e±0 and hθ is isomorphic to sl2, and we have just shown that the
corresponding sl2-submodule generated by wλ is finite-dimensional. It follows from
standard results that (e−0 )λ(hθ)+1.wλ = 0.

To prove (ii), it suffices now to notice (using Proposition 1.2(ii)) that W (π) is
spanned by the elements

x−β1,r1
x−β2,r2

· · ·x−βs,rs ⊗ 1

for s ≥ 0, 0 ≤ rt < λ(hβt), βt ∈ R+.

The modules W (λ) and W (π) have certain universal properties.
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Proposition 2.1. (i) Let V be any integrable Ue-module generated by a non-
zero element v ∈ V +

λ . Then, V is a quotient of W (λ).
(ii) Let V be a finite-dimensional quotient U-module of W (λ), and assume that

dim Vλ = 1. Then, V is a quotient of W (π) for some choice of π.
(iii) Let V be finite-dimensional U-module generated by a vector v ∈ V +

λ and such
that dim Vλ = 1. Then, V is a quotient of W (π) for some π.

Proof. Part (i) is immediate from Proposition 1.1 and the definition of W (λ).
To prove (ii), let v 6= 0 be the image of wλ in V . Notice that dimVλ = 1 implies

that

Λβ,m.v = πβ,mv,

for some scalars πβ,m ∈ C. By Proposition 1.1(i), it follows that

πβ,m = 0 (|m| > λ(hβ)).

For i ∈ I, set πi(u) =
∑λ(hi)
k=0 παi,ku

k. The πi(u) are polynomials with constant
term 1 and Proposition 1.1(v) shows that

Λ±i (u).v = π±i (u)v.

This shows that V is a quotient of W (π), where π is the n-tuple of polynomials
defined above.

The proof of (iii) is identical.

3. A tensor product theorem for W (π)

The main result of this section is the following theorem.

Theorem 2. Let π = (π1(u), π2(u), · · · , πn(u)) and π̃ = (π̃1(u), π̃2(u), · · · , π̃n(u))
be n-tuples of polynomials in u with constant term 1, such that πi and π̃j are coprime
for all 1 ≤ i, j ≤ n. Then,

W (π π̃) ∼= W (π)⊗W (π̃)

as U-modules, where π π̃ = (π1π̃1, π2π̃2, · · · , πnπ̃n).

For β ∈ R+ and π as in Theorem 2, define πβ(u) by

Λ+
β (u).wπ = πβ(u)wπ .(3.1)

Lemma 3.1. Let β =
∑n
i=1 riαi ∈ R+. Then,

πβ(u) =
n∏
i=1

π
ridi/dβ
i (u).

If θs ∈ R+ is the highest short root of g, then πβ divides πθs for all β ∈ R+.

Proof. The first statement is immediate from the formula for hβ in terms of the hi
given in Section 1 and the definition of the Λ+

β . The second statement is proved
case by case, using the explicit formula for θs (there is a simple uniform proof when
g is simply-laced).

From now on, we shall assume that, given β ∈ R+ and an n-tuple of polyno-
mials π, we have defined a polynomial πβ(u) by the formula given in (3.1). The
polynomials π±β (u) are defined as in (2.1).
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Definition 3.1. Let π = {π1, · · · , πn} be an n-tuple of polynomials in u with
constant term 1. Define M(π) to be the left U-module obtained by taking the
quotient of U by the left ideal generated by the following:

x+
i,k, hi,0 − degπi (i ∈ I, k ∈ Z),(
Λ±i (u)− π±i (u)

)
s

(i ∈ I, s ≥ 0),(
πβ(u)X̃−β (u)

)
s

(β ∈ R+, s ∈ Z).

Letmπ be the image of 1 inM(π). It is clear from equation (3.1) and Proposition
1.1(iii) that, for all β ∈ R+ and all s ∈ Z,(

Λ±β (u)− π±β (u)
)
s
.mπ = 0,(

πβ(u)H̃β(u)
)
s
.mπ = 0.

Set λπ(hi) = degπi.

Lemma 3.2. We have

M(π) =
⊕
η∈Q+

M(π)λπ−η,

and dimM(π)λ−η <∞. Further, for all β ∈ R+, s ∈ Z, we have(
πθs(u)X̃−β (u)

)
s
.M(π) = 0.

Proof. The set

{x−β,r : β ∈ R+, 0 ≤ r < λ(hβ)} ∪ {x−β ⊗ tmπβ(t) : β ∈ R+,m ∈ Z}
is a basis of ⊕

β∈R+

Cx−β

⊗C[t, t−1].

By the PBW basis theorem, we can write

U(<) = UπUπ

where Uπ (resp. Uπ) consists of ordered monomials from the first (resp. second)
set. The relation (

πβ(u)X̃−β (u)
)
s
.mπ = 0

for all s ∈ Z implies that (Uπ)+.mπ = 0. A further use of the PBW theorem now
shows that

M(π) ∼= Uπ

as vector spaces. Moreover, this isomorphism takes M(π)λπ−η to

Uπ(η) = {x ∈ Uπ : [h, x] = η(h)x ∀h ∈ h}.
Since this space is clearly finite-dimensional, the first statement of the lemma fol-
lows.

For the second statement, we show by induction on ht η that(
πθ(u)X̃−β (u)

)
s
.M(π)λπ−η = 0 (β ∈ R+, s ∈ Z).
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If η = 0, the result is immediate from the definition of M(π) and the last part of
Lemma 3.1. In general, let x−β1,r1

· · ·x−βk,rk .mπ ∈M(π)λπ−η. Then,(
πθs(u)X̃−β (u)

)
s
x−β1,r1

· · ·x−βk,rk .mπ = x−β1,r1

(
πθ(u)X̃−β (u)

)
s
x−β2,r2

· · ·x−βk,rk .mπ

+
(
πθ(u)X̃−β+β1

(u)
)
s+r1

x−β2,r2
· · ·x−βk,rk .mπ ,

where we understand that X̃−β+β1
(u) = 0 if β + β1 /∈ R+. The right-hand side is

zero by the induction hypothesis, and the inductive step is complete.

Lemma 3.3. The U-module W (π) is a quotient of M(π), and any finite-dimen-
sional quotient of M(π) is a quotient of W (π).

Proof. Let V be a finite-dimensional quotient of M(π), let v ∈ V be the image of
mπ, and let λ = λπ . Then, dimVλ = dimM(π)λ = 1, so by Proposition 2.1(ii),
V is a quotient of some W (π̃) with λ = λπ̃ . Since dimW (π̃)λ = 1, v is a scalar
multiple of the image of wπ̃ . But then by comparing the action of Λ±i (u) on wπ̃
and on mπ , we see that π = π̃.

To show that W (π) is a quotient of M(π), it is clear from the definitions of these
modules that we only need to show that(

πβ(u)X̃−β (u)
)
s
.wπ = 0 (s ∈ Z).

Since W (π) is a quotient of W (λπ,0), this follows from Proposition 1.1, thus com-
pleting the proof of the lemma.

Denote by ∆ : U → U ⊗U the comultiplication of U defined by extending to
an algebra homomorphism the assignment

x→ x⊗ 1 + 1⊗ x,
for all x ∈ L(g). The following lemma is proved in [G].

Lemma 3.4. For all β ∈ R+,

∆(Λ±β ) = Λ±β ⊗ Λ±β ,

where

Λ±β ⊗ Λ±β =
∑
k,m≥0

(Λβ,±k ⊗ Λβ,±m)uk+m.

Theorem 2 is now clearly a consequence of the following proposition.

Proposition 3.1. Assume that π = {π1, π2, · · · , πn} and π̃ = {π̃1, π̃2, · · · , π̃n} are
n-tuples of polynomials with constant term 1, such that πi and π̃j are coprime for
all 1 ≤ i, j ≤ n. Then

(i) M(π π̃) ∼= M(π)⊗M(π̃);
(ii) every finite-dimensional quotient U-module of M(π)⊗M(π̃) is a quotient of

W (π)⊗W (π̃).

Proof. Set λ = λπ + λπ̃ . It is clear from the proof of Lemma 3.2 that, for all
η ∈ Q+, we have

M(π π̃)λ−η ∼= (M(π)⊗M(π̃))λ−η
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as (finite-dimensional) vector spaces. To prove (i), it therefore suffices to prove that
there exists a surjective homomorphism of U-modules M(π π̃)→ M(π) ⊗M(π̃).
It is easy to see, using Lemma 3.4, that the element mπ⊗mπ̃ satisfies the defining
relations of M(ππ̃), so there exists a U-module map M(π π̃) → M(π) ⊗M(π̃)
that sends mππ̃ to mπ ⊗mπ̃ . Thus, to prove (i), we must show that, if πi and
π̃j have no roots in common, the element mπ ⊗mπ̃ generates M(π)⊗M(π̃) as a
U-module.

Set

N = U.(mπ ⊗mπ̃).

Assume that, for all η =
∑

i riαi, η̃ =
∑
i r̃iαi, with ht η =

∑
i ri < s, ht η̃ =∑

i r̃i < s, we have

M(π)λπ−η ⊗M(π̃)λπ̃−η̃ ⊂ N.

We shall prove that

(x−i,m.M(π)λπ−η)⊗M(π̃)λπ̃−η̃ ⊂ N,

M(π)λπ−η ⊗ x
−
i,m.(M(π̃)λπ̃−η̃) ⊂ N

for all i ∈ I, m ∈ Z. This will prove that

M(π)λπ−η ⊗M(π̃)λπ̃−η̃ ⊂ N,

when ht η ≤ s, ht η̃ ≤ s, and hence, by induction on s, that N = M(π)⊗M(π̃).
Since πθs and π̃θs are coprime, we can choose polynomials R(u), R̃(u) such that

Rπθs + R̃π̃θs = 1.

By the second part of Lemma 3.2,(
RπθsX̃

−
i (u)

)
m
.w = 0,(

R̃π̃θsX̃
−
i (u)

)
m
.w̃ = 0,

for all i ∈ I, m ∈ Z, w ∈M(π), w̃ ∈M(π̃). Hence,(
RπθsX̃

−
i (u)

)
m
.(w ⊗ w̃)

=
(
RπθsX̃

−
i (u)

)
m
.w ⊗ w̃ + w ⊗

(
RπθsX̃

−
i (u)

)
m
.w̃

= w ⊗
(

(1 − R̃π̃θs)X̃−i (u)
)
m
.w̃

= w ⊗ x−i,m.w̃.

Taking w ∈ M(π)λπ−η and w̃ ∈ M(π̃)λπ̃−η
, so that w ⊗ w̃ ∈ N , it follows that

w ⊗ x−i,m.w̃ ∈ N for all i ∈ I, m ∈ Z. The other inclusion is proved similarly, and
the proof of part (i) is complete.

Suppose that V is a finite-dimensional quotient of M(π)⊗M(π̃) with kernel K.
We shall prove that, for all r ≥ 1, i ∈ I, s ≥ λπ(hi) + 1, s̃ ≥ λπ̃(hi) + 1,(

πi(u)X−i (u)r
)
s
.mπ ⊗M(π̃) ⊂ K,(3.2)

M(π)⊗
(
πi(u)X−i (u)r

)
s
.mπ̃ ⊂ K.(3.3)



204 VYJAYANTHI CHARI AND ANDREW PRESSLEY

Since the sum of these subspaces is the kernel of the quotient map

M(π)⊗M(π̃)→W (π)⊗W (π̃),

it follows that V is a quotient of W (π)⊗W (π̃), which proves part (ii).
To prove equation (3.2), it suffices (by the proof of Proposition 1.1(ii)) to prove

that, for all i ∈ I, m ∈ Z,

(x−i,m)ri+1.mπ ⊗mπ̃ ∈ K,

where ri = deg πi = λπ(hi). Since V is finite-dimensional, the element (x−i,m)r.mπ
⊗mπ̃ ∈ K for some r ≥ 0. Let r0 be the smallest value of r with this property.
Since

x+
i,−m(x−i,m)r0 .mπ ⊗mπ̃ = (ri − r0 + 1)(x−i,m)r0−1.mπ ⊗mπ̃,

it follows by the minimality of r0 that ri + 1 = r0.
Equation (3.3) is proved similarly, and we are done.

Note that, since dimW (π)λπ = 1, it follows that W (π) has a unique irreducible
quotient V (π). Write π as a product

π = π(1)π(2) · · ·π(k),

where π(j) is such that

π
(j)
θs

= (1 − aju)mj ,

for some mj > 0 and aj ∈ C× with aj 6= ak if j 6= k. The following result was
proved in [CP1].

Proposition 3.2. With the above notation,

V (π) ∼= V (π(1))⊗ V (π(2))⊗ · · · ⊗ V (π(k))

as L(g)-modules. Further,

V (π(j)) ∼= V fin(λπj )

as g-modules.

4. The quantum case

In the remainder of this paper, we shall assume that g is simply-laced.
Let q be an indeterminate, let C(q) be the field of rational functions in q with

complex coefficients, and let A = C[q, q−1] be the subring of Laurent polynomials.
For r,m ∈ N, m ≥ r, define

[m] =
qm − q−m
q − q−1

, [m]! = [m][m− 1] . . . [2][1],
[
m
r

]
=

[m]!
[r]![m − r]! .

Then, [mr ] ∈ A.
Let Ue

q be the quantized enveloping algebra over C(q) associated to Le(g). Thus,
Ue
q is the quotient of the quantum affine algebra obtained by setting the central

generator equal to 1. It follows from [Dr2], [B], [J] that Ue
q is the algebra with
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generators x±i,r (i ∈ I, r ∈ Z), K±1
i (i ∈ I), hi,r (i ∈ I, r ∈ Z\{0}), D±1, and the

following defining relations:

KiK
−1
i = K−1

i Ki = 1, DD−1 = D−1D = 1,
KiKj = KjKi, Kihj,r = hj,rKi,

Kix±j,rK
−1
i = q±aijx±j,r, Dx±j,rD

−1 = qrx±j,r,

[hi,r,hj,s] = 0, [hi,r,x±j,s] = ±1
r

[raij ]x±j,r+s,

x±i,r+1x
±
j,s − q±aijx±j,sx±i,r+1 = q±aijx±i,rx

±
j,s+1 − x±j,s+1x±i,r,

[x+
i,r,x

−
j,s] = δi,j

ψ+
i,r+s − ψ−i,r+s
q − q−1

,

∑
π∈Σm

m∑
k=0

(−1)k
[
m
k

]
x±i,rπ(1)

. . .x±i,rπ(k)
x±j,sx

±
i,rπ(k+1)

. . .x±i,rπ(m)
= 0, if i 6= j,

for all sequences of integers r1, . . . , rm, where m = 1 − aij , Σm is the symmetric
group on m letters, and the ψ±i,r are determined by equating powers of u in the
formal power series

∞∑
r=0

ψ±i,±ru
±r = K±1

i exp

(
±(q − q−1)

∞∑
s=1

hi,±su±s
)
.

Define the q-divided powers

(x±i,k)(r) =
(x±i,k)r

[r]!
,

for all i ∈ I, k ∈ Z, r ≥ 0.
Suppose that aij = −1. Then, a special case of the above relations is

(x−i,s)
2x−j,r − (q + q−1)x−i,sx

−
j,rx

−
i,s + x−j,r(x

−
i,s)

2 = 0.

Set γi,js,r = x−i,sx
−
j,r − qx−j,rx−i,s. Again, the relations in Ue

q imply that

γi,js,r = −γj,ir+1,s−1.

The following result is proved in [L2].

Proposition 4.1. For i, j ∈ I with aij = −1, r, s, l,m ∈ Z, and l,m ≥ 0, there
exist fp ∈ A, for 0 ≤ p ≤ min(l,m), such that

(x−i,s)
(l)(x−j,r)

(m) =
∑
p

fp(x−j,r)
(m−p)(γi,js,r)

(p)(x−i,s)
(l−p).

Further, there exists gp ∈ A, for 0 ≤ p ≤ m, such that

(γi,js,r)
(m) =

∑
p

gp(x−j,r)
(p)(x−i,s)

(m)(x−j,r)
(m−p).

Define

Λ±i (u) =
∞∑
m=0

Λi,±mu
m = exp

(
−
∞∑
k=1

hi,±k
[k]

uk

)
.
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The subalgebras Uq, Ufin
q , Uq(<), etc., are defined in the obvious way. Let Uq(he)

be the subalgebra of Ue
q generated by K±1

i (i ∈ I) and D±1. Let Uq(0) be the
subalgebra of Ue

q generated by the elements Λi,m (i ∈ I, m ∈ Z). The following
result is a simple corollary of the PBW theorem for Ue

q [B].

Lemma 4.1. Ue
q
∼= Uq(<)Uq(0)Uq(he)Uq(>).

For any invertible element x ∈ Ue
q, define[

x
r

]
=
xqr − x−1q−r

q − q−1
.

Let Ue
A be the A-subalgebra of Ue

q generated by the K±1
i , (x±i,k)(r) (i ∈ I, k ∈ Z,

r ≥ 0), D±1, and [Dr ] (r ≥ 1). Then, [L2], [BCP],

Ue
q = C(q)⊗A Ue

A.

Define UA(<), UA(0) and UA(>) in the obvious way. Let UA(he) be the A-
subalgebra of UA generated by the elements K±1

i , D±1, [Kir ] and [Dr ] (i ∈ I,
r ∈ Z). The following is proved as in Proposition 2.7 in [BCP].

Proposition 4.2. Ue
A = UA(<)UA(0)Ue

A(h)UA(>).

The next lemma is easily checked.

Lemma 4.2. (i) There is a unique C-linear anti-automorphism Ψ of Ue
q such

that Ψ(q) = q−1 and

Ψ(Ki) = Ki, Ψ(D) = D,

Ψ(x±i,r) = x±i,r , Ψ(hi,r) = −hi,r,

for all i ∈ I, r ∈ Z.
(ii) There is a unique algebra automorphism Φ of Ue

q over C(q) such that Φ(x±i,r)
= x±i,−r, Φ(Λ+

i (u)) = Λ−i (u).

The first part of the following result is proved in [BCP], and the second part
follows from it by applying Ψ.

Lemma 4.3. (i) Let s > s′, m,m′ ≥ 0, i ∈ I. Then, (x−i,s)
(m)(x−i,s′ )

(m′) is in
the span of the elements

(x−i,r1)(k1)(x−i,r2)(k2) · · · (x−i,rl)
(kl),

where s′ ≤ r1 < r2 < · · · < rl ≤ s,
∑
p kp = m+m′ and

∑
p kprp = ms+m′s′.

(ii) Let s < s′, m,m′ ≥ 0, i ∈ I. Then, (x−i,s)
(m)(x−i,s′ )

(m′) is in the span of the
elements

(x−i,r1)(k1)(x−i,r2)(k2) · · · (x−i,rl)
(kl),

where s′ ≥ r1 > r2 > · · · > rl ≥ s,
∑
kp = m+m′ and

∑
kprp = ms+m′s′.

For i ∈ I, let X̃−i (u), X−i (u), X−i,0(u) be the formal power series with coefficients
in Uq given by the same formulas as the X̃−i (u), etc., in Section 1. The next result
is a reformulation of results in [CP6, Section 5].



WEYL MODULES FOR CLASSICAL AND QUANTUM AFFINE ALGEBRAS 207

Lemma 4.4. Let s ≥ r ≥ 1, i ∈ I.
(i)

(x+
i,0)(r)(x−i,1)(s) = (−1)r(X−i (u)(s−r)Λ+

i (u))s mod UqUq(>)+.

(ii)

(x+
i,1)(r)(x−i,0)(s) = (−1)r(X−i,0(u)(s−r)Λ+

i (u))s mod UqUq(>)+.

(iii) (
X−i (u)(r)

)
s+r

=
∑

µ(s0, s1, · · · )(x−i,0)(s0)(x−i,1)(s1) · · · ,

where the sum is over those non-negative integers s0, s1, · · · such that
∑

t st =
r and

∑
t tst = s + r, and the coefficients µ(s0, s1, · · · ) ∈ A. In particular,

the coefficient of (x−i,s+1)(r) in
(
X−i (u)(r)

)
(s+1)r

is qsr(r−1).

Definition 4.1. A Ue
q-module Vq is said to be of type 1 if

Vq =
⊕
λ∈P e

(Vq)λ,

where

(Vq)λ = {v ∈ Vq : Ki.v = qλ(hi)v ∀ i ∈ I, D.v = qλ(d).v}.

The subspaces (Vq)+
λ are defined in the obvious way. We say that a type 1 module

is integrable if the elements x±i,k act locally nilpotently on Vq for all i ∈ I and k ∈ Z.

As in the classical case, one shows [L2] that, if Vq is integrable, then

(Vq)λ 6= 0 =⇒ (Vq)σ(λ) 6= 0 ∀σ ∈ W.

The type 1 Ufin
q -modules and their weight spaces are defined analogously. If λ ∈

P+, there is a unique finite-dimensional irreducible Ufin
q -module V finq (λ) generated

by a vector v such that

ki.v = qλ(hi)v, x+
i,0.v = 0, (x−i,0)λ(hi)+1.v = 0,

for all i ∈ I. Further,

dimC(q)(V finq (λ)µ) = dimC(V fin(λ)µ)

for all µ ∈ P .
From now on, we shall only consider modules of type 1. The next result is the

quantum analogue of Proposition 1.1 and is proved in exactly the same way.

Proposition 4.3. Let Vq be an integrable Ue
q-module. Let λ ∈ P e+ and assume that

0 6= v ∈ (Vq)+
λ .

(i) Λi,m.v = 0 for all i ∈ I and |m| > λ(hi).
(ii) Λi,λ(hi)Λi,−m.v = Λi,λ(hi)−m.v for all i ∈ I and 0 ≤ m ≤ λ(hi).
(iii) For r ≥ 1, s > λ(hi), m ∈ Z, i ∈ I,(

X−i (u)rΛ+
i (u)

)
s
.v = 0,

(
X−i,0(u)rΛ+

i (u)
)
s
.v = 0,(

X̃−i (u)Λ+
i (u)

)
m
.v = 0,

(
H̃i(u)Λ+

i (u)
)
m
.v = 0.

(iv) (
Φ(X−i (u)r)Λ−i (u)

)
s
.v = 0,

(
Φ(X−i,0(u)r)Λ−i (u)

)
s
.v = 0.
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Proposition 4.4. Let Vq be an integrable type 1 Ue
q-module and assume that λ ∈

P e+, 0 6= v ∈ (Vq)λ is such that Vq = Ue
q .v and

x+
i,k.v = 0 ∀i ∈ I, k ∈ Z.

Then, there exists sλ ≥ 0 such that Vq is spanned by the elements

(x−i1,s1)(l1)(x−i2,s2)(l2) · · · (x−ik ,sk)(lk)UA(0).v

for 0 ≤ j ≤ k, lj ≥ 0, ij ∈ I, 0 ≤ sj ≤ sλ.

Proof. For any N ≥ 0, let VN be the C(q)-subspace of Vq spanned by the elements

(x−i1,s1)(l1)(x−i2,s2)(l2) · · · (x−ik ,sk)(lk)UA(0).v

for 0 ≤ j ≤ k, 0 ≤ sj ≤ N , lj ≥ 0.
By Lemma 4.1, we have Vq = Uq(<)Uq(0).v and hence

Vq =
⊕
η,m

(Vq)λ−η+mδ,

where η ∈ Q+, m ∈ Z. The argument given in the proof of Proposition 1.2(i) (but
replacing the modules by their quantum analogues) shows that (Vq)λ−η+mδ 6= 0 for
only finitely many η ∈ Q+. Hence, it suffices to prove that:

for each η ∈ Q+, there exists N(η) ≥ 0 such that (Vq)λ−η+mδ ⊂ VN(η)

for all m ∈ Z.
We proceed by induction on ht η. By Proposition 4.3, we see that, if s > λ(hi),

p ≥ 1, (
X−i (u)(p)Λ+

i (u)
)
ps

UA(0).vλ = 0,

or equivalently that
ps∑
l=0

(
X−i (u)(p)

)
l
Λ+
i (u)ps−lUA(0).vλ = 0.(4.1)

If p = 1, it follows easily from equation (4.1) by induction on s that

x−i,s.(Vq)λ+mδ ⊂ Vλ(hi)

if s > λ(hi). To deal with the case s ≤ 0, we apply hi,s to both sides of equation
(4.1), and as in the proof of Proposition 1.2 use the fact that Λi,λ(hi) is invertible.
Thus, the induction begins with N(αi) = λ(hi).

Assume that we have proved the italicized statement above for all η ∈ Q+ with
ht η < p. We deal first with the case η = pαi, for some i ∈ I, p ≥ 1. We show that
we can take N(pαi) = λ(hi). For this, it suffices to prove that

(x−i,s)
(l)(Vq)λ+(m−sl)δ−(p−l)αi ⊂ Vλ(hi)(4.2)

for all m, s ∈ Z, p ≥ l > 0. We prove this by induction on s (for p fixed),
assuming first that s ≥ 0. The induction begins since there is nothing to prove if
0 ≤ s ≤ λ(hi). Assume that s > λ(hi) and that the result holds for all smaller
values of s ≥ 0.
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If p > l > 0 then, by the induction on p, we have

(Vq)λ−(p−l)αi+(m−sl)δ ⊂
∑
s′,l′

(x−i,s′ )
(l′)Vλ−(p−l−l′)αi+(m−sl−s′l′)δ,

where 0 ≤ s′ ≤ λ(hi), l′ > 0. By Lemma 4.3(i), we have

(x−i,s)
(l)(x−i,s′ )

(l′)Vλ−(p−l−l′)αi+(m−sl−s′l′)δ ⊂
∑

(x−i,s′′)
(l′′)Vλ−(p−l′′)αi+(m−l′′s′′)δ,

where s′ ≤ s′′ < s. It follows by the induction hypothesis on s that∑
(x−i,s′′)

(l′′)Vλ−(p−l′′)αi+(m−l′′s′′)δ ⊂ Vλ(hi),

which proves equation (4.2).
In the case p = l, we must show that

(x−i,s)
(p)UA(0).v ⊂ Vλ(hi).

Since ps > λ(hi), by Proposition 4.3 we see that

(X−i (u)(p))psUA(0).v +
∑
s′<ps

(X−i (u)(p))s′Λi,ps−s′UA(0).v = 0.

Now, by Lemma 4.4(iii), we see that for s′ < ps the element
(
X−i (u)(p)

)
s′

is a sum
of terms of the form

(x−i,s1 )(r1)(x−i,s2 )(r2) · · ·(4.3)

where 0 ≤ s1 ≤ s2 ≤ · · · , r1, r2, · · · > 0, and s1 < s. The induction hypothesis on p
and s proves that

(
X−i (u)(p)

)
s′

UA(0).v ⊂ Vλ(hi). Finally, again by Lemma 4.4(iii),
we have (

X−i (u)(p)
)
ps

= (x−i,s)
(p) +A,

where A is a sum of terms of the form in (4.3) where either s1 < s or s1 = s and
r1 < p. If s1 < s it follows as before that

(
X−i (u)(p)

)
s′

UA(0).v ⊂ Vλ(hi), and
if s1 = s it follows by the case l < p of equation (4.2) proved above. Thus, the
induction on s is completed in the case p = l also.

This completes the proof of (4.2) when s ≥ 0. Next, consider the case when
s ≤ 0. The case p = 1 was proved above. For p < l, the same method used for
s ≥ 0 works, this time using Lemma 4.2(ii). Finally, for the case p = l, we use the
relation (

Φ(X−i (u)p)Λ−i (u)
)
ps
.v = 0

and parts (i) and (ii) of Proposition 4.3, and proceed as in the case s ≥ 0. We omit
the details.

This completes the proof of the italicized statement when η is a multiple of αi .
We now turn to the case of arbitrary η =

∑
riαi of height p. Choose M so that

if
∑
ri < p, then (Vq)λ−η+mδ ⊂ VM . As in the special case η = pαi, to complete

the induction on p it suffices to prove that there exists N ≥ 0 such that

(x−i,s)
(l)(Vq)λ−(η−lαi)+(m−ls)δ ⊂ VN

for all i ∈ I, s ∈ Z, l > 0. Since ht(η − lαi) < p, it follows that

(Vq)λ−(η−lαi)+(m−ls)δ ⊂
∑
j,sj ,lj

(x−j,sj )
(lj)(Vq)λ−(η−lαi−ljαj)+(m−ls−ljsj)δ
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where 0 ≤ sj ≤M . Thus, we must show that there exists N such that

(x−i,s)
(l)(x−j,sj )

(lj)(Vq)λ−(η−lαi−ljαj)+(m−ls−ljsj)δ ⊂ VN ,

for all i, j ∈ I, s, sj ∈ Z, 0 ≤ sj ≤ M . Assume that s ≥ 0 (the case s ≤ 0 is
similar). If s ≤ M , there is nothing to prove. Assume that we know the result for
all i, and all smaller positive values of s. If i = j, then we prove exactly as in the
case η = rαi that we can take N = M .

If aij = 0, the result is obvious. Assume now that aij = −1. Then, with the
notation in Proposition 4.1, we see that

(γi,js,sj )
(m) = (−1)m(γj,isj+1,s−1)(m) =

m∑
p′=0

gp′(x−i,s−1)(p′)(x−j,sj+1)(m)(x−i,s−1)(m−p′),

where the gp′ ∈ A. Using the induction hypothesis on s, we get that

(γi,js,sj )
(m).(Vq)λ−(η−mαi−mαj)+m′δ ⊂ VM+1

for all m′ ∈ Z. Now, using Proposition 4.1 again, we see that

(x−i,s)
(l)(x−j,sj )

(lj)(Vq)λ−(η−lαi−ljαj)+(m−ls−ljsj)δ ⊂ VM+1.

This proves the result.

Let Iq(0) be the left ideal in Ue
q generated by the following elements:

Λi,m (i ∈ I, |m| > λ(hi)),

Λi,λ(hi)Λi,−m − Λi,λ(hi)−m (i ∈ I, 1 ≤ m ≤ λ(hi)),(
X̃−i (u)Λ+

i (u)
)
m

Uq(0) (i ∈ I, m ∈ Z),(
X−i,0(u)rΛ+

i (u)
)
m

Uq(0) (i ∈ I, r ≥ 1, |m| > λ(hi)).

Let Ieq (λ) be the left ideal in Ue
q generated by Iq(0), Uq(>), the elements K±1

i −
q±λ(hi) (i ∈ I), and D±1 − q±λ(d). The ideal Iq(λ) in Uq is defined in the obvious
way. Let

Wq(λ) = Ue
q/I

e
q (λ) = Uq/Iq(λ)

be the corresponding left Ue
q-module. Let wλ be the image of 1 in Wq(λ). We have

Uq(0).wλ ∼= Uq(0)/Iq(0)

as Uq(0)-modules.

Proposition 4.5. The Ue
q-module Wq(λ) is integrable.

Proof. In [K], Kashiwara defines an integrable Ue
q-module V max(λ) for all λ ∈ P e+.

In fact, according to unpublished work of Kashiwara,

V max(λ) ∼= Wq(λ),

and hence Wq(λ) is an integrable Ue
q-module. One can also give a direct proof that

Wq(λ) is integrable along the lines of the proof of Theorem 1. One works with the
presentation of Ue

q in terms of Chevalley generators and the quantum version of
Lemma 2.1 proved in [K], [L2]. We omit the details.
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Given any Ue
q-module Vq and a UA-submodule VA of Vq such that

Vq ∼= C(q)⊗A VA,

we set

Vq ∼= C1 ⊗A VA,

where we regard C1 as an A-module by letting q act as 1. The algebra Ue is a
quotient of C1 ⊗A UA by the ideal generated by Ki − 1, i ∈ I. In particular, this
means that we can regard Vq as a Ue-module. Similar results hold for Uq-modules.

Let πq be an n-tuple of polynomials with constant term 1 and coefficients in
C(q). Define λπq ∈ Pe+ and π±q (u) as in Section 2. Let Iq(πq) be the left ideal in
Uq generated by Iq(λπq) and the elements(

Λ±i (u)− π±i (u)
)
s

(i ∈ I, s ≥ 0).

Set Wq(πq) = Uq/Iq(πq).

Lemma 4.5. Wq(πq) is a finite-dimensional Uq-module.

Proof. This is proved in the same way as the corresponding result for U. We use
Proposition 4.4 instead of Proposition 1.2.

One has the following analogue of Proposition 2.1 for the modules Wq(λ) and
Wq(πq). We omit the proof, which is entirely similar to that of Proposition 2.1.

Proposition 4.6. (i) Let Vq be any integrable Ue
q-module generated by an ele-

ment of (Vq)+
λ . Then, Vq is a quotient of Wq(λ).

(ii) Let Vq be a finite-dimensional quotient Uq-module of Wq(λ), and assume that
dim (Vq)λ = 1. Then, Vq is a quotient of Wq(πq) for some choice of πq.

(iii) Let Vq be finite-dimensional Uq-module generated by an element of (Vq)+
λ and

such that dim (Vq)λ = 1. Then, Vq is a quotient of Wq(πq) for some πq.

Definition 4.2. We call πq integral if the polynomials π±i (u) have coefficients in
A for all i ∈ I. Equivalently, for all i ∈ I, πi(u) has coefficients in A and the
coefficient of the highest power of u should lie in C×qZ. Let πq be the n-tuple of
polynomials with coefficients in C and the constant term one obtained from πq by
evaluating its coefficients at q = 1.

For any πq, WA(πq) = UA.wπq is a UA-module.

Lemma 4.6. Assume that πq is integral.

(i) WA(πq) is a free A-module and we have

Wq(πq) ∼= C(q)⊗A WA(πq).

(ii) The U-module Wq(πq) is a quotient of W (πq).

Proof. Since WA(πq) is a quotient of Wq(λπq), it follows from Proposition 4.4
that WA(πq) is a finitely-generated A-module. Since it is clearly a torsion-free
A-module, part (i) follows.

To prove (ii), observe that the defining relations of Wq(πq) specialize to those
of W (π). The result now follows from Proposition 2.1.
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The Uq-module Wq(πq) has a unique irreducible quotient Vq(πq). Let vπq be
the image of wπq and set

VA(πq) = UA.vπq .

If πq is integral, VA(πq) is a UA-module and is free as an A-module (since it is
torsion-free and the quotient of a finitely-generated A-module). Let V (π) be the
unique irreducible quotient of the U-module W (π).

Lemma 4.7. The U-module V (πq) is a quotient of Vq(πq).

Proof. The module Vq(πq) has a unique irreducible quotient V . By Lemma 4.6(ii),
V is a quotient of W (πq) and hence by uniqueness V ∼= V (πq).

We have thus proved the following statement. Assume that πq is integral. Then,
we have a commutative diagram of surjective U-module homomorphisms

W (πq) −→ Wq(πq)
↓ ↓

V (πq) ←− Vq(πq).

Conjecture. If πq = π has coefficients in C, the natural map W (π) → Vq(π) is
an isomorphism of U-modules, and hence Wq(π) ∼= Vq(π).

In Section 6, we prove this conjecture when g = sl2.

5. An irreducibility criterion

In this section we return to the classical case and obtain a criterion for the
irreducibility of the modules W (π).

For any a ∈ C×, and any Ufin-module V , define a U-module structure on V by

(x⊗ tr).v = arx.v

for x ∈ g, r ∈ Z, v ∈ V . Let V (a) denote the corresponding U-module.
For i ∈ I, a ∈ C×, we denote by W (i, a) the U-module corresponding to the

n-tuple π of polynomials defined by

πj(u) = 1 if j 6= i, πi(u) = 1− au,

and denote wπ by wi,a. Clearly, V fin(ωi)(a) is the irreducible quotient of W (i, a).
We set V fin(ωi)(a) = V (i, a).

For i ∈ I and a ∈ C(q)×, the Uq-modules Wq(i, a) and Vq(i, a) are defined
similarly.

We need the following result, due to [CP3] for g of type sl2 and due to [K2] and
[FM] in general.

Proposition 5.1. Let r ≥ 1, a1, · · · , ar ∈ C(q)×, i1, i2, · · · , ir ∈ I. There is a
finite set S ⊂ C(q)× (depending on i1, · · · , ir) such that the tensor product

Vq(i1, a1)⊗ Vq(i2, a2)⊗ · · · ⊗ Vq(ir, ar),

is irreducible if al/am /∈ S for all l,m = 1, 2, . . . , r. If g = sl2, S = {q±2}.

Proposition 5.2. For i ∈ I, a ∈ C×, W (i, a) ∼= V (i, a) if and only if ri = 1.
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Proof. The proof rests on the following fact, which can be established by a case by
case check: ri = 1 if and only if there exists µ ∈ P+ with 0 6= ωi − µ ∈ Q+ such
that V fin(µ) occurs as a component of V fin(θ) ⊗ V fin(ωi).

Suppose first that ri > 1. Let µ ∈ P+ have the above property. For x ∈ g,
m ∈ Z, v ∈ V fin(ωi), v′ ∈ V fin(µ), define

xm.(v, v′) = am(x.v, m pr(x⊗ v) + x.v′),

where pr : V fin(θ)⊗V fin(ωi)→ V fin(µ) is the g-module projection. It is straight-
forward to check that this defines a U-module structure on V fin(ωi) ⊕ V fin(µ),
and that this U-module is generated by the highest weight vector in V fin(ωi). It
is therefore a quotient of W (i, a).

To prove the converse, notice that, as a g-module, W (i, a) is completely reducible,
and hence

W (i, a) ∼= V fin(ωi)⊕
⊕
µ<ωi

V fin(µ)mµ ,

where mµ is the multiplicity with which V fin(µ) occurs in W (i, a). Consider the
map L(g)⊗W (i, a)→ W (i, a) given by

xn ⊗ v 7→ xn.v.

This is clearly a map of g-modules, where we regard L(g) as a module for g through
the adjoint representation. For each m ∈ Z, consider the restriction of this map to
(g⊗ tm)⊗ V (ωi). Since g⊗ tm ∼= V fin(θ) as g-modules, we have a g-module map
V fin(θ) ⊗ V (i, a) → W (i, a). By the fact stated above, this map takes (g⊗ tm) ⊗
V (ωi) into the U(g)-submodule V fin(ωi) of W (i, a) for all m ∈ Z. This proves that
V fin(ωi) is a U-submodule of W (i, a) and hence (since wi,a ∈ V fin(ωi)) is equal
to W (i, a).

Remark 5.1. The same criterion ri = 1 occurs, for the same reason, in Drin-
feld’s work on finite-dimensional representations of Yangians, [Dr1]. See also [CP4,
Proposition 12.1.17].

We can now state the main result of this section.

Theorem 3. Let π = (π1, . . . , πn) be an n-tuple of polynomials in C[u] with con-
stant coefficient one. Then, the U-module W (π) is irreducible if and only if πθ has
distinct roots.

Proof. Assume that πθ has distinct roots. By Lemma 3.1, it follows that πi = 1 if
ri 6= 1. Let

I ′ = {i ∈ I : ri = 1}.
If i ∈ I ′, then πi must have distinct roots, and for any i, j ∈ I ′, i 6= j, the polyno-
mials πi and πj must be relatively prime. Hence, by Theorem 2 and Proposition
5.2, it follows that

W (π) ∼=
⊗

i∈I′,aij∈C×

W (i, aij) ∼=
⊗

i∈I′,aij∈C×

V (i, aij),

where the aij are all distinct. By Proposition 3.2, we see that the second tensor
product in the preceding equation is an irreducible L(g)-module.

For the converse, suppose that πθ has repeated roots. By Theorem 2, it follows
that W (π) is isomorphic to a tensor product of modules W (πa), where πa is an
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n-tuple of polynomials such that πaθ = (1− au)m for some a ∈ C× and m ≥ 1, and
where m > 1 for at least one value of a. Thus, it suffices to prove the theorem in
the case where πθ(u) = (1− au)m with a ∈ C× and m > 1. From now on, we shall
assume that we are in this case.

To prove that W (π) is not isomorphic to V (π) as L(g)-modules, recall that by
Proposition 3.2, we have V (π) ∼= V fin(λπ) as g-modules. Hence, it suffices to
prove that W (π) is reducible as a g-module.

Let πq be an n-tuple of polynomials with constant term 1 such that

πi(u) = (1− ai,1u)(1− ai,2u) · · · (1 − ai,miu),

where ai,j = aqlij , for some lij ∈ Z. Let vi,j be the highest weight vector in Vq(i, aj)
and consider

V = Vq(1, a1,1)⊗ Vq(1, a1,2)⊗ · · · ⊗ V (1, a1,m1)⊗ · · ·
⊗ Vq(n, an,1)⊗ · · · ⊗ Vq(n, an,mn).

Let v = v1,1 ⊗ v1,2 ⊗ · · · ⊗ vn,mn and set

Zq(πq) = Uq.v ⊂ V, ZA(πq) = UA.v.

Since Zq(πq) is a quotient of Wq(πq), and πq is integral, it follows that

Zq(πq) ∼= ZA(πq)⊗A C(q),

so we can define the U-module Zq(πq) = ZA(πq) ⊗A C1. Clearly, Zq(πq) is a
quotient of W (π) and hence it suffices to show that Zq(πq) is reducible as a g-
module.

Suppose first that mi0 ≥ 2 for some i0 ∈ I. Take lij = 0 for all i ∈ I and
j = 1, · · · ,mi. Let Ui0

q be the subalgebra of Uq generated by K±1
i0

and x±i0,k for
k ∈ Z. Consider the Ui0

q -module

Zi0q (πq) = Ui0
q .v.

Let ω be the fundamental weight of sl2. Then, by Proposition 5.1, we know that
Vq(ω, a)⊗mi0 is irreducible and hence is a quotient of Zi0q (πq). Clearly,

dim(Zq(πq)λ−αi0 ) ≥ dim(V (ω, a)⊗mi0 )mi0ω−α = mi0

hence

dim(Zq(πq)λ−αi0 ≥ mi0 > 1.

On the other hand, V (π) is a quotient U-module of Zq(πq), since πq = π, and
V (π) ∼= V fin(λπ) as Ufin-modules from above. But

dim(V fin(λπ)λπ−αi0 ) = 1.

Hence, Zq(πq) is reducible as a Ufin-module.
We can therefore assume that each mi = 0 or 1, and that at least one mi = 1.

Consider first the case mi0 = mi1 = 1 with i0 < i1, and mj = 0 for all i0 < j < i1.
Set J = {i0, i0 + 1, . . . , i1}. By a suitable choice of the numbering, we can assume
that the corresponding diagram subalgebra gJ of g is of type A|J|. Let UJ

q be the
subalgebra of Uq generated by K±1

i and x±i,k for k ∈ Z and i ∈ J . Define

ZJq (πq) = UJ
q .v.
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By Proposition 5.2, the UJ
q -module V Jq (i0, ai0) ⊗ V Jq (i1, ai1) is irreducible except

for finitely many values of the ratio ai0/ai1 . Since each ai can be chosen from
the infinite set {aqm : m ∈ Z}, we can assume that ai0 and ai1 are chosen so
that V Jq (i0, ai0)⊗ V Jq (i1, ai1) is an irreducible UJ

q -module and hence a quotient of
ZJq (πq). If θJ is the highest root of the subdiagram J , then

dim(Zq(πq)λπq−θJ ) ≥ dim(ZJq (πq)λπq−θJ )

≥ dim((V Jq (i0, ai0)⊗ V Jq (i1, ai1))λπq−θJ )

≥ dim((V fin,Jq (ωi0)⊗ V fin,Jq (ωi1))0) = |J |+ 1

(in an obvious notation). On the other hand, V (π) is a quotient U-module of
Zq(πq) and

V (π)λπ−θJ = V J(π)λπ−θJ = V fin,J (λπ)λπ−θJ ,

which has dimension |J |. Hence, V (π) is a proper quotient of Zq(πq). This shows
that Zq(πq) is not isomorphic to Vq(λπq) and hence is reducible as a Uq(g)-module.

It remains to consider the case when exactly one mi = 1, say mi0 = 1 and all
other mi = 0. Since πθ has repeated roots, this means that ri0 6= 1. By Proposition
5.2 we know that W (π) = W (i, a) is reducible.

This completes the proof of the theorem.

6. The sl2 case

In this section, g = sl2. Let ω be the fundamental weight, α the positive root, and
set x± = x±α, h = hα. Let π be a polynomial with coefficients in C and constant
term 1. When π = 1− au, denote Vq(π) by Vq(a), and define V (a) similarly. Note
that these modules are two-dimensional over C(q) and C, respectively.

Set V = V fin(ω) and let L(V ) = V ⊗C[t, t−1] be the obvious Ue-module, given
by

xr.(v ⊗ ts) = x.v ⊗ tr+s, d.(v ⊗ tr) = rv ⊗ tr,
for r, s ∈ Z, x ∈ g and v ∈ V .

Set Pm = C[t±1
1 , t±1

2 , · · · , t±1
m ]. Let Σm be the symmetric group on m letters

and let PΣm be the subalgebra of polynomials invariant under the obvious action
of Σm.

Let Sm(L(V )) be the symmetric part of the m-fold tensor product Tm(L(V ))
of L(V ). Then, Tm(L(V )) is a Ue-module in the obvious way, and Sm(L(V )) is a
Ue-submodule. Moreover, as vector spaces,

Tm(L(V )) ∼= V ⊗m ⊗ Pm,
and so Tm(L(V )) is a right module for Pm by right multiplication. This induces a
right PΣm

m -action on Sm(L(V )).
The left Ue-module W (mω) is also a right PΣm-module. In fact, by equa-

tion (∗), W (mω) is a right U(0)/Imω(0)-module, i.e., a right module for the algebra
C[Λ1, · · · ,Λm,Λ−1

m ]. But this algebra is isomorphic to PΣm by taking Λr to the
rth elementary symmetric function of t1, · · · , tm.

In this section, we shall prove the following two theorems.

Theorem 4. As left Ue-modules and as right PΣm
m -modules, we have

W (mω) ∼= Sm(L(V )).
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To prove Theorem 4 we shall need

Theorem 5. Let π(u) be a polynomial with coefficients in C and constant term 1.
Then, the dimension of W (π) is 2deg π. In fact,

W (π) ∼= Vq(π),

as U-modules, and

Vq(π) ∼=
⊗
a

Vq(a)

where a−1 runs over the set of roots of π counted with multiplicity.

It does not follow from this result that W (π) ∼=
⊗

a V (a). In fact, this is false
except when degπ = 1. The point is that the A-form of

⊗
a Vq(a) is not the tensor

product of the A-forms of Vq(a) (in fact, the former is a proper subset of the latter,
unless degπ = 1). We note the following corollary.

Corollary 6.1. For any π(u) as in Theorem 5, we have Wq(π) ∼= Vq(π) as Uq-
modules.

Proof. Since Vq(π) is a quotient of Wq(π), it suffices to prove that

dimC(q)Wq(π) ≤ 2degπ.

But this is clear from Theorem 5, since Wq(π) is a quotient of W (π), so

dimC(q)Wq(π) = dimCWq(π) ≤ dimCW (π) = 2degπ.

Assume Theorem 5 for the moment. To prove Theorem 4, we begin with the
following trivial lemma.

Lemma 6.1. The Ue-module Sm(L(V )) is integrable.

Let {v+, v−} be the usual basis of V , so that

x±.v± = 0, x±.v∓ = v±, hv± = ±v±.

For 0 ≤ r ≤ m, l1, · · · , lm ∈ Z, define

v(l1,l2,··· ,lr),(lr+1,··· ,lm) =
∑
σ∈Σm

vσ(1)t
lσ(1) ⊗ · · · ⊗ vσ(m)t

lσ(m) ,

where we set

vs = v−, if 1 ≤ s ≤ r,
vs = v+, if r + 1 ≤ s ≤ m.

Clearly the set

{v(l1,l2,··· ,lr),(lr+1,··· ,lm) : 0 ≤ r ≤ m, l1, · · · , lm ∈ Z},

is a C-basis of Sm(L(V )).

Lemma 6.2. The PΣm
m –module Sm(L(V )) is free of rank 2m.
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Proof. For 0 ≤ r ≤ m, let Sm(L(V ))r be the subspace of Sm(L(V )) spanned by
the elements

{v(l1,l2,··· ,lr),(lr+1,··· ,lm) : l1, · · · , lm ∈ Z}.
Clearly, Sm(L(V ))r is a right PΣm

m -submodule of Sm(L(V )). It is easy to see that
it is isomorphic to the PΣm

m -module PΣr×Σm−r
m , consisting of the elements in Pm

invariant under permutation of the first r and the last m − r variables. But it is
well known that the latter module is free of rank (mr ). This proves the lemma.

Lemma 6.3. The assignment wmω → v⊗m+ extends to a well defined surjective
homomorphism W (mω)→ Sm(L(V )) of left Ue-modules and right PΣm

m -modules.

Proof. It follows by Proposition 2.1(i) that there exists a Ue-module homomor-
phism φ : W (mω)→ Sm(L(V )) that takes wmω to v = v⊗m+ . It is trivial to check
that φ is also a map of right PΣm

m -modules. To show that φ is surjective, it is
enough to prove that

Sm(L(V )) = Ue.v.(6.1)

We prove by induction on r that

v(l1,l2,··· ,lr),(lr+1,··· ,lm) ∈ Ue.v(6.2)

for all l1, · · · , lm ∈ Z. Consider the case r = 0. For any k1, k2, · · · , km ∈ Z, we
have

(x+
0 )mx−k1

x−k2
· · ·x−km .v =

∑
σ∈Σm

v+t
kσ(1) ⊗ v+t

kσ(2) ⊗ · · · ⊗ v+t
kσ(m) ,

which proves (6.2) in this case. The case r = m can be done similarly, since the
element v− = v⊗m− = 1

m!(x
−)m.v ∈ Ue.v.

Assuming the result for r, we prove it for r + 1. For this we shall proceed by an
induction on

N = #{j : j ≥ r + 1, lj 6= 0}.
Now,

x−k .v(l1,l2,··· ,lr),(lr+1,··· ,lm) =
m∑

s=r+1

v(l1,l2,··· ,lr,ls+k),(lr+1,··· ,l̂s,··· ,lm).

Taking ls = 0 for all s > r, we get that

v(l1,l2,··· ,lr,k),(0,··· ,0) ∈ Ue.v,

for all k ∈ Z, proving our assertion when N = 0. Assume the result for N − 1. We
have to show that

v(l1,l2,··· ,lr,lr+1),(lr+2,··· ,lr+N+1,0,··· ,0) ∈ Ue.v.

Now

x−lr+1
.v(l1,l2,··· ,lr),(lr+2,··· ,lr+N+1,0,··· ,0)

is in Ue.v by the induction hypothesis on r, and is a sum of the term

(m− r)v(l1,··· ,lr+1),(lr+2,··· ,lr+N+1,0,··· ,0)

and terms of type

v(l1,··· ,lr,ls+lr+1),(lr+2,···l̂s,··· ,lr+N+1,0,··· ,0),
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for r + 2 ≤ s ≤ r + N + 1. Since, by the induction hypothesis on N , all the terms
of the second type are in Ue.v, it follows that

v(l1,··· ,lr+1),(lr+2,··· ,lr+N+1,0,··· ,0) ∈ Ue.v.

This completes the proof that φ is surjective.

Proof of Theorem 4. Let K be the kernel of the homomorphism W (mω) →
Sm(L(V )) given by Lemma 6.3. Since Sm(L(V )) is a free, hence projective, right
PΣm
m -module by Lemma 6.2, it follows that

W (mω) = Sm(L(V ))⊕K,

as right PΣm
m -modules.

Let m be any maximal ideal in PΣm
m . Identifying PΣm

m with U(0)/Imω(0) as
described earlier in this section, it is clear that

m = Iπ(0)/Imω(0),

for some polynomial π with constant term 1 such that degπ = m. It follows that

W (mω)/W (mω)m ∼= W (π)

as vector spaces over C, and hence has dimension 2m. On the other hand, by
Lemma 6.2, Sm(L(V ))/Sm(L(V ))m also has dimension 2m over C. It follows that
K/Km = 0. Since this holds for all maximal ideals m, Nakayama’s lemma implies
that K = 0, proving the theorem.

The rest of the section is devoted to proving Theorem 5. First, observe that, in
view of Theorem 2, it suffices to consider the case when π(u) = (1− au)m for some
a ∈ C×. Since we have a surjective map W (π)→ Vq(π), it suffices to prove that

dimC W (π) ≤ dimCVq(π) = 2m.(6.3)

For a ∈ C×, let τa : g ⊗ C[t] → g ⊗ C[t] be the Lie algebra automorphism
obtained by extending the assignment

x⊗ tk → x⊗ (t− a)k, ∀ x ∈ g, k ≥ 0.

Set

X−a (u) = τa(X−α,0(u)), Λ+
a (u) = τa(Λ+

α (u)) = exp

(
−
∞∑
k=1

h⊗ (t− a)k

k
uk

)
.

It is easy to see, using the relation between the Λm and hm, that

hk.wπ = makwπ ,(6.4)

or equivalently that

h⊗ (t− a)k.wπ = 0,

for all k ≥ 0. It follows that

(Λ+
a )k.wπ = 0, ∀ k > 0.(6.5)

Further, using Lemma 1.3(ii) and observing that the identity there is actually an
identity in U(g⊗C[t]), we get by applying τa that

τa(x+
1 )(r)(x−0 )(s) = (−1)r

(
X−a (u)(s−r)Λ+

a (u)
)
s

mod UU(>)+,
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for s ≥ r ≥ 1. Together with (6.5), it follows that(
X−a (u)(s−r)

)
s
.wπ = 0 ∀ r ≥ 1, s ≥ m+ 1.(6.6)

In particular, this means that

(x− ⊗ (t− a)s).wπ = 0 ∀ s ≥ m.

Let U+
a (<) be the commutative subalgebra of U generated by the elements τa(x−k )

for all k ≥ 0, and let Ia(m) be the ideal in U+
a (<) generated by the elements(

X−a (u)(s−r))
s

for all r ≥ 1, s ≥ m+ 1.

Lemma 6.4. The assignment u→ u.wπ induces a surjective map of vector spaces
U+
a (<)/Ia(m)→W (π).

Proof. The map is well defined by (6.6). It is obviously surjective because the
polynomials (t− a)k for k ≥ 0 are a basis of C[t].

Thus, to prove (6.3) it suffices to show that the dimension of U+
a (<)/Ia(m) is

at most 2m. It is convenient to reformulate the problem as follows.
Let Rm = C[z0, · · · , zm−1] be the polynomial algebra in m variables. For 0 ≤

j < m, set

Zj(u) =
m−1∑
i=j

ziu
i−j+1 ∈ Rm[u].

Let Jm be the ideal in Rm generated by the elements (Z0(u)r)s, for r ≥ 1, s ≥ m+1.
It is trivial to see that

Rm/Jm ∼= U+
a (<)/Ia(m),

via the map τ(x−k )→ zk. It is clear that (6.3) is now a consequence of the following
proposition and Lemma 6.4.

Proposition 6.1. For m ≥ r > 0, let

Bm,r = {zi1zi2 · · · zir : 0 ≤ i1 ≤ i2 ≤ · · · ≤ ir ≤ m− r}.

Let Bm,0 = {1}. The set

Bm =
m⋃
r=0

Bm,r

spans Rm/Jm.

We prove Proposition 6.1 by induction on m. The case m = 1 is trivial, but for
the inductive step, we need the following lemmas.

Set Jm = Jm,0 and, for 0 < j < m, define ideals Jm,j in Rm inductively by

Jm,j = Jm,j−1 +
j∑
r=1

Rm(Z1(u)r)m−j = Jm +
∑

s≥m−j

∑
1≤r≤m−s

Rm (Z1(u)r)s .

Lemma 6.5. If j ≥ 1, there is a unique homomorphism of algebras

Rm−j/Jm−j → Rm/Jm,j−1

such that zi 7→ zi+1 for 0 ≤ i < m− j.
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Proof. To establish the lemma, we must prove that((
m−j∑
i=1

ziu
i

)r)
s

∈ Jm,j−1,(6.7)

for all r ≥ 1 and s ≥ m− j + 1.
We proceed by induction on j. For j = 1, we must show that

(Z1(u)r)s ∈ Jm ∀ s ≥ m.
If r = 1, this is trivial from the definition of Z1(u). Assume the result for smaller
values of r. Writing

Z0(u) = u(z0 + Z1(u)),

we have

(Z0(u)r)s =

(
r∑
t=0

(
r
t

)
zt0(Z1(u)r−t)s−r

)
.

Take s = n+ r with n ≥ m. Then, (Z0(u)r)n+r ∈ Jm by the definition of Jm, so
r∑
t=0

(
r
t

)
zt0(Z1(u)r−t)n ∈ Jm.

But, if t > 0, then (Z1(u)r−t)n ∈ Jm for all n ≥ m by the induction hypothesis
on r, so (Z1(u)r)n ∈ Jm for all n ≥ m, thus completing the induction on r, and
establishing (6.7) when j = 1.

So now assume that we know (6.7) for j − 1. Write
m−j+1∑
i=1

ziu
i = zm−j+1u

m−j+1 +
m−j∑
i=1

ziu
i.

By the induction hypothesis on j,((
m−j+1∑
i=1

ziu
i

)r)
s

∈ Jm,j−2

for all r ≥ 1, s ≥ m− j + 2. Since zm−j+1 ∈ Jm,j−1, we can conclude, by using the
binomial expansion, that ((

m−j∑
i=1

ziu
i

)r)
s

∈ Jm,j−1,

if r ≥ 1, s > m− j + 1. Thus, it suffices to prove that((
m−j∑
i=1

ziu
i

)r)
m−j+1

∈ Jm,j−1(6.8)

for all r ≥ 1. If r ≤ j − 1, we have (Z1(u)r)m−j+1 ∈ Jm,j−1 by definition. Further,
the elements zm−j+1, · · · , zm−1 ∈ Jm,j−1. Thus, writing

Z1(u) =
m−j∑
i=1

ziu
i +

m−1∑
i=m−j+1

ziu
i,

and using the binomial expansion, we see that (6.8) follows.
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If r > j − 1, then r +m− j + 1 > m, so

(Z0(u)r)r+m−j+1 ∈ Jm ⊂ Jm,j−1

by the definition of Jm, we have

((z0 + Z1(u))r)m−j+1 ∈ Jm,j−1.

Now, Z1(u)m−j+1 = zm−j+1 ∈ Jm,j−1 by definition, and so using the binomial
expansion again and an induction on r, we conclude that

(Z1(u)r)m−j+1 ∈ Jm,j−1.

But now the proof is completed as in the case r < j.

The proof of the following lemma is elementary.

Lemma 6.6. Let r ≥ k ≥ 0. Then, the matrix

(
k + 1

1

) (
k + 1

2

)
· · ·

(
k + 1

r − k + 1

)
(
k + 2

1

) (
k + 2

2

)
· · ·

(
k + 2

r − k + 1

)
. . · · · .
. . · · · .
. . · · · .
. . · · · .(

r + 1
1

) (
r + 1

2

)
· · ·

(
r + 1

r − k + 1

)


has determinant

(
r+1
k

)
and hence is invertible.

Lemma 6.7. For r ≥ t > 0, 0 ≤ s ≤ r, the element zr−s0 (Z1(u)s+1)m−t belongs to
the span of

{zt−j0 (Z1(u)r−t+j+1)m−t : 1 ≤ j ≤ t}.

Proof. We assume that m > 1, otherwise there is nothing to prove. We consider
the following equations in Rm/Jm:

zr−j0 (Z0(u)j+1)m+j+1−t = 0, 0 < t ≤ j,

i.e.,

zr−j0 ((z0 + Z1(u))j+1)m−t = 0, 0 < t ≤ j,

i.e.,

j∑
i=0

(
j + 1
i

)
zr−j+i0 (Z1(u)j+1−i)m−t = 0.

We must show that these equations, for j = t, t + 1, · · · , r, can be solved for the
elements zs0(Z1(u)r+1−s)m−t with t ≤ s ≤ r in terms of those with s < t. But this
follows from the preceding lemma.
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Proof of Proposition 6.1. The proposition is trivially true if m = 1. Assume now
that we know the result for m− 1.

For 0 ≤ k < r ≤ m, set

Bm,r,k = {zi1zi2 · · · zir ∈ Bm,r : ik+1 ≥ 1}.
The proposition obviously follows from

Claim. Let r ≥ k ≥ 0, and let g ∈ Rm be a homogenous polynomial of degree r− k
in z1, z2, · · · , zm−1. Then, zk0g is in the span of Bm,r,k modulo Jm.

We proceed by induction on k. If k = 0, then by Lemma 6.5 we have a homomor-
phism Rm−1/Jm−1 → Rm/Jm which sends zi → zi+1. Clearly, g is in the image of
this homomorphism and the induction hypothesis on m implies that g ∈ Bm,r,0.

Assume the result for k − 1. Write

g = g0 + g1zm−k + g2zm−k+1 + · · ·+ gkzm−1,

where for 0 ≤ j ≤ k, gj is a polynomial in z1, z2, · · · , zm−k+j−1. Now, for j ≥ 0,
we see by Lemma 6.7 that the element zk0zm−k+j is in the span of the sets Bm,k+1,s

with s < k. Thus, the element zk0 zm−k+jgj+1 can be written as a sum
∑

s<k z
s
0hsj ,

where the hsj are polynomials in z1, · · · , zm−1. Hence, by the induction on k,

zk0zm−k+jgj+1 ∈ Bm,r,k,
for j ≥ 0. Finally observe that by Lemma 6.5, g0 is in the image of the map
Rm−k−1/Jm−k+j−1 → Rm/Jm and hence, by using the induction on m, we get
that

g0 ∈ span(Bm,r−k,0) mod Jm,k+1.

Thus, zk0 g0 is in the span of Bm,r,k provided that zk0Jm,k is also in the span of Bm,r,k,
i.e if zk0 (Z1(u)r)m−k−1 is in the span of Bm,r,k for all s ≥ m−k, 1 ≤ r ≤ m−s. But
this follows from Lemma 6.7 again, and the proof of the proposition is complete.
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