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SEMISYMMETRIC POLYNOMIALS AND
THE INVARIANT THEORY OF MATRIX VECTOR PAIRS

FRIEDRICH KNOP

Abstract. We introduce and investigate a one-parameter family of multi-
variate polynomials Rλ. They form a basis of the space of semisymmetric
polynomials, i.e., those polynomials which are symmetric in the variables with
odd and even index separately. For two values of the parameter r, namely
r = 1

2
and r = 1, the polynomials have a representation theoretic meaning

related to matrix-vector pairs. In general, they form the semisymmetric ana-
logue of (shifted) Jack polynomials. Our main result is that the Rλ are joint
eigenfunctions of certain difference operators. From this we deduce, among
others, the Extra Vanishing Theorem, Triangularity, and Pieri Formulas.

1. Introduction

In this paper we investigate a new family of multivariable polynomials. These
polynomials, denoted Rλ(z1, . . . , zn; r), depend on a parameter r and are indexed
by a partition λ of length n. Up to a scalar, Rλ is characterized by the following
elementary properties:
• Rλ is symmetric in the odd variables z1, z3, z5, . . . as well as in the even

variables z2, z4, z6, . . . . Polynomials having this kind of symmetry are called
semisymmetric.
• For the partition λ=(λ1, . . ., λn) define the odd degree as |λ|odd :=

∑
i odd λi.

Then the degree of Rλ(z) is |λ|odd.
• Consider the vector % := ((n − 1)r, (n − 2)r, . . . , r, 0). Then Rλ(z) vanishes

at all points of the form z = % + µ where µ is any partition with µ 6= λ and
|µ|odd ≤ |λ|odd.

The simplest nontrivial example comes from the partition (1) = (1, 0, . . . , 0) in
which case Rλ(z; r) =

∑n
i=1(−1)i−1zi − bn2/4c. It is clearly semisymmetric, has

degree |λ|odd = 1 and vanishes at z = %+ µ where µ = (0) or µ = (12).
The polynomials Rλ(z) are analogous to the polynomials Pλ(z; r) which were

previously introduced in [KS1]. In fact, the definition of Pλ is the same except that
Pλ is symmetric in all variables z1, . . . , zn and the odd degree |λ|odd is replaced
by the (full) degree |λ| =

∑
i λi. The Pλ are called shifted Jack polynomials since

their highest degree components are the Jack polynomials. This is in contrast to
their semisymmetric counterparts; even their highest degree components form a
genuinely new class of multivariable homogeneous polynomials.
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All the polynomials mentioned above have a representation theoretic origin. Let
G be a connected reductive group acting on a finite dimensional vector space V . We
are interested in the case when this action is multiplicity free, i.e., every simple G-
module occurs at most once in the algebra of polynomial functions of V . Then the
algebra PDG of G-invariant differential operators on V is commutative. Moreover,
one can define a (Harish Chandra) isomorphism which identifies PDG with the space
C[a∗]WV of WV -invariant polynomials on a finite dimensional vector space a∗ where
WV is a finite reflection group.

The point is now that there exist very particular invariant differential operators
Dλ on V which form a basis of PDG. The idea of their construction goes back
to Capelli. The operators Dλ correspond, via the Harish Chandra isomorphism,
to polynomials pλ ∈ C[a∗]WV and it is these polynomials which we would like to
understand. Already the top homogeneous component pλ of pλ is very important
since it has the following representation theoretic meaning. Consider the symbol
Eλ of the differential operator Dλ. By construction, this is a G-invariant function
on the cotangent bundle T ∗V = V ⊕V ∗. It can be considered as a generalization of a
zonal spherical function. On the other hand, one can define a (Chevalley) isomor-
phism of C[V ⊕V ∗]G with C[a∗]WV and under this isomorphism Eλ corresponds to
pλ.

The investigation of the polynomials pλ and pλ is greatly facilitated by the fact
that multiplicity free actions on vector spaces are classified. This is due to the
efforts of Kac [Kac], Benson-Ratcliff [BR], and Leahy [Le]. The most important
numerical invariant of a multiplicity free action is the dimension of a∗ which is
called its rank . It follows from the classification that there are only seven series in
which the rank is unbounded. These series are listed in the following table. More
precisely, an (indecomposable) multiplicity free action which is not in the table has
rank less or equal 7.

G V rank r
Classical cases:
GLp(C) (p ≥ 2) S2(Cp) p 1

2
GLp(C)×GLq(C) (p, q ≥ 1) Cp ⊗ Cq min(p, q) 1
GLp(C) (p ≥ 2) Λ2(Cp) bp2c 2
Semiclassical cases:
GLp(C)×GLq(C) (p, q ≥ 1) (Cp ⊗ Cq)⊕ Cq min(2p+ 1, 2q) 1

2
GLp(C) (p ≥ 2) Λ2(Cp)⊕ Cp p 1
Quasiclassical cases:
GLp(C)×GLq(C) (p, q ≥ 1) (Cp ⊗ Cq)⊕ (Cq)∗ min(2p+ 1, 2q)
GLp(C) (p ≥ 2) Λ2(Cp)⊕ (Cp)∗ p

As indicated in the table, the seven series fall into three classes: classical, semi-
classical, and quasiclassical. The reason for this is that all the cases in each class
can be treated uniformly: there are polynomials depending on a free parameter∗ r
such that the polynomials pλ of each particular case are obtained by specializing
the parameter as indicated in the table.

In the classical class, the space V consists of matrices: symmetric, rectangular,
or skewsymmetric. This case has been treated in [KS1] and the polynomials pλ are
basically the shifted Jack polynomials Pλ(z; r).

∗In the odd rank quasiclassical case there are two parameters.
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The purpose of the present paper is to study the semiclassical case. Here an
element of V is a pair (A, v) where A is a rectangular or skewsymmetric matrix and
v is a vector. The polynomials pλ are our Rλ(z; r) described in the beginning.

The quasiclassical class is left mostly to future research. Here an element of V
is a pair (A,α) where A is a matrix as above and α is a covector (linear form).
Preliminary investigations indicate that this case is much more involved than the
other two cases. Nevertheless, the small cases, more precisely the cases with rank ≤
4, are covered also in the present paper since for those the combinatorics of the
quasiclassical and the semiclassical class turn out to be isomorphic. In particular,
we can also say something about the action of GL1(C)×GLq(C) and Cq ⊕ (Cq)∗,
a case already considered by Vilenkin–Šapiro [VS].

The zonal spherical functions Eλ have numerous different descriptions. This
means that the results of this paper are also relevant for the action of GLp−1(C) on
GLp(C) by conjugation or for the action of Sp2p(C) on X := SL2p+1(C)/Sp2p(C).
This is remarkable since the space X is only spherical and not symmetric.

Now we describe the results of the polynomials Rλ. The most important result is
the construction of n commuting difference operators of which the Rλ are simulta-
neous eigenfunctions. These differential operators are defined by explicit formulas
(4.4). An analogous result has already been the main statement of [KS1]. The
result here is similar but much more involved.

Except for some elementary results, such as existence and uniqueness of the Rλ,
most proofs hinge on the difference operators. The first immediate consequence is
that the top homogeneous component Rλ of Rλ is a simultaneous eigenfunction of n
commuting differential operators of order 1, 1, 2, 2, 3, 3, . . . . These are semisymmet-
ric analogues of the Sekiguchi-Debiard operators which characterize Jack polynomi-
als. Observe that Heckman and Opdam define analogues of the Sekiguchi-Debiard
operators for any finite root system but our semisymmetric case is not covered by
their construction.

Another rather immediate consequence of the difference operators is the Extra
Vanishing Theorem. Remember, that Rλ is defined to vanish at all points of the
form z = % + µ where µ 6= λ and |µ|odd ≤ |λ|odd. It turns out, that Rλ actually
vanishes at many more points. In section 4 we define an order relation λ v µ on the
set of partitions such that Rλ(%+µ) = 0 whenever λ 6v µ. This order relation should
be regarded as a semisymmetric analogue of the familiar containment relation for
partitions.

A property which can be considered as dual to extra vanishing is called triangu-
larity. By definition, the polynomial Rλ can be expressed as a linear combination
of monomials zµ whose degree is less than or equal to |λ|odd. As it turns out fewer
monomials are needed. This phenomenon is called triangularity since it can be
rephrased to say that the base change matrix from monomials to Rλ’s is triangular.
In section 6 we actually prove two versions of triangularity. For the first, we define
a map λ 7→ [λ] from the set of partitions into the set Nn of compositions such that if
zµ appears in Rλ, then µ ≤ [λ]. Here “≤” is the usual (inhomogeneous) dominance
order on Nn.

The monomials zµ are not semisymmetric. Therefore, one can attempt to for-
mulate triangularity strictly within the set of semisymmetric polynomials. To do
this, define the elementary semisymmetric polynomials as e1 := R(1), e2 := R(12),
etc. These can be computed explicitly: e2i−1 = eodd

i − eeven
i and e2i = eeven

i where
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e
odd/even
i is the usual elementary symmetric function of degree i in the variables
{z2j−1 | j } or {z2j | j }, respectively. Now consider all monomials in the ei:

eµ := eµ1−µ2
1 eµ2−µ3

2 . . . eµn−1−µn
n−1 eµnn(1.1)

where µ is a partition. In section 6 we define a new order relation µ � λ on the set
of partitions which is a semisymmetric analogue of the classical dominance order.
Using the explicit form of the difference operators we are able to prove that each
Rλ is a linear combinations of eµ with µ � λ. This is the second triangularity
result, alluded to above. It should be noted that the second form easily implies
the first one but not conversely. This has to be seen in contrast to the classical
case of (shifted) Jack polynomials where both forms of triangularity are actually
equivalent.

In section 7, we prove what could be considered as the second main result of this
paper: the duality formula (7.6)

Rλ(−α− z)
Rλ(−α− %)

=
∑
µ

(−1)|µ|odd
Rµ(%+ λ)
Rµ(%+ µ)

Rµ(z)
Rµ(−α− %)

(1.2)

where α is an arbitrary parameter and α = (α, . . . , α). In other words, the for-
mula expresses the transformation zi 7→ −α − zi of the space of semisymmetric
polynomials in terms of its basis Rλ. The classical analogue has been established
by Okounkov [Ok] whose proof we follow closely. This holds also for some of its
consequences described below. The key to the proof of the duality formula are
again the difference operators.

A first consequence is an explicit interpolation formula (Theorem 7.6 iii)). It
allows us to explicitly calculate the expansion of an arbitrary semisymmetric poly-
nomial in terms of Rλ’s. More precisely,

f(z) =
∑
µ

(−1)|µ|odd
f̂(%+ µ)
Rµ(%+ µ)

Rµ(z)(1.3)

where

f̂(%+ µ) =
∑
ν

(−1)|ν|odd
Rν(%+ µ)
Rν(%+ ν)

f(%+ ν).(1.4)

The key to this formula is the observation that the transformation z 7→ −α − z is
involutory.

Another consequence of the duality theorem is the fact that the expression

Rλ(−α− %− ν)
Rλ(−α− %)

(1.5)

is symmetric in λ and ν (just put z = % + ν in (1.2)). This observation allows us
sometimes to interchange in formulas the argument z with the index λ. For example,
let D be one of the fundamental difference operators. Then the eigenvalue equation
D(Rλ) = c(λ)Rλ turns into a Pieri type formula, i.e., a formula which expresses the
multiplication operator p 7→ fp on the space of semisymmetric polynomials (with
fixed f) in terms of the basis Rλ. Thus, we obtain in section 9 the expansion of
f(z)Rλ(z) in terms of Rµ’s where f(z) is one of eodd

i (z), eeven
i (z), or R1i(z). As

a byproduct of this investigation we prove in section 8 a formula for the value of
Rλ(z) in z = −α− %.
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Most of these results have consequences for the homogeneous polynomials Rλ.
The evaluation formula specializes to a formula for the value of Rλ(z) in z =
(1, . . . , 1). The duality formula implies the semisymmetric binomial theorem which
expresses the effect of the transformation zi 7→ α+ zi in terms of the homogeneous
basis Rλ (see section 8 for these two statements). Its classical analogue is due to
Okounkov and Olshanski [OO]. Finally, we obtain expansions of f(z)Rλ in terms
of Rµ’s where f(z) is one of eodd

i (z), eeven
i (z), or ei(z)

Finally, scattered throughout the paper, we derive several explicit formulas.
More precisely, we determine Rλ(z) when λ = (a 1m−1), a,m ≥ 1 is a “hook”
(Corollary 2.8 for a = 1, Corollary 4.10 for m odd, Corollary 9.5 for m even). Fur-
thermore, we calculate Rλ(z) where λ = (a b) is a two row diagram (Theorem 5.4)
or any Rλ if n = 3. For n = 3 these are expressible in terms of Jacobi polynomials,
for n = 4 we get one of Horn’s hypergeometric functions.

Even though most of the theory is parallel to that of (shifted) Jack polynomials
there are some differences. One of them is that the Rλ do not specialize for r = 0 to
anything easy. It seems that matters become rather more involved. Also, neitherRλ
nor its top homogeneous term Rλ seems to have any obvious positivity properties
(see [KS1] and [KS2] for the classical case). Another remarkable difference occurs
when the number of variables is even. Then the specialization of Rλ(z) at the point
z = (1, . . . , 1) may be zero. This has the consequence that the shifted polynomials
Rλ(z) cannot be defined via the binomial formula (8.17) since not all of them
occur in this formula. A major open problem is orthogonality: Jack polynomials
are most commonly defined by an orthogonalization process with respect to some
explicit scalar product. Such a scalar product is still missing for the Rλ’s.

Acknowledgment. I would like to thank Yasmine Sanderson and the referee for
valuable comments concerning the exposition of this paper.

2. Shifted semisymmetric functions

Let k be a field of characteristic zero. Consider the polynomial ring P :=
k[z1, . . . , zn]. On it, the symmetric group Sn acts by permutation of the vari-
ables. The semisymmetric group is the subgroup W of Sn which doesn’t mix even
and odd entries: π ∈ W if π(i) ≡ imod 2 for all i. Throughout this paper, we are
adopting the following notation: we put n := bn/2c and n := n− n = dn/2e. Then
we have W ∼= Sn × Sn. For z ∈ kn we let zodd := (z1, z3, . . . , z2n−1) ∈ kn and
zeven := (z2, z4, . . . , z2n) ∈ kn.

We are going to study the ring of semisymmetric polynomials PW . Clearly, as an
algebra, PW is a polynomial ring generated by ei(zodd), i = 1, . . . , n and ei(zeven),
i = 1, . . . , n where ei is the i-th elementary symmetric polynomial.

Let Λ be the set of partitions of length n, i.e., n-tuples of integers λ = (λi) with
λ1 ≥ . . . ≥ λn ≥ 0. We are going to consider Λ as a subset of kn. The degree of λ
is |λ| =

∑
i λi. We also define the odd degree |λ|odd := |λodd| and the even degree

|λ|even := |λeven|. The odd degree will be for semisymmetric polynomials what the
degree is for symmetric polynomials.

Finally, we choose once and for all a parameter r ∈ k with† r 6∈ Q<0 and put

% := ((n− 1)r, (n− 2)r, . . . , 2r, r, 0).(2.1)

†In fact, only the slightly weaker condition r 6= − p
2q

where p and q are integers with 1 ≤ p and

1 ≤ q < n
2

is needed.
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2.1. Theorem. For any d ∈ N let Λ(d) be the set of λ ∈ Λ with |λ|odd ≤ d. Let
Λ(d) → k : λ 7→ aλ be any map. Then there is a unique f ∈ PW with deg f ≤ d
and f(%+ λ) = aλ for all λ ∈ Λ(d).

Proof. We are using induction on d + n. To make the dependence on the di-
mension n explicit we write it as an index. We have Λn−1 ↪→ Λn by appending
a zero. Moreover let PWn−1

n−1 → PWn
n : g 7→ g+ be the homomorphism which

maps ei(zodd / even) ∈ PWn−1
n−1 to ei(zodd / even) ∈ PWn

n . Then deg g+ = deg g and
g+(z1, . . . , zn−1, 0) = g(z1, . . . , zn−1).

Let e(z) :=
∏
i:n−i even zi. Observe deg e = n. Since e(z) is the one generator

of PWn
n which is not in the image of PWn−1

n−1 , every f ∈ PWn
n can be uniquely

expressed as f(z) = g+(z) + e(z)h(z) with g ∈ PWn−1
n−1 , deg g ≤ deg f , h ∈ PWn

n ,
and deg h ≤ deg f − n.

Now we split Λn(d) into two parts Λn(d)0 and Λn(d)1 according to whether the
last component λn is zero or not.

For any g ∈ Pn−1 let g0(z) := g(z1 + r, . . . , zn−1 + r). Clearly, we can identify
Λn(d)0 with Λn−1(d). Then for any λ ∈ Λn(d)0 we have

g+(%n + λ) = g(λ1 + (n− 1)r, . . . , λn−1 + r) = g0(%n−1 + λ).(2.2)

Since e(%+λ) = 0, for every λ with λn = 0 the system of linear equations f(%n+λ) =
aλ, λ ∈ Λn(d)0 is equivalent to the system g0(%n−1 + λ) = aλ, λ ∈ Λn−1(d). By
induction on the number of variables we conclude that it has a unique solution.

For any λ ∈ Λn(d)1 holds e(%+λ) 6= 0 since, by assumption, r 6∈ Q<0. Thus, we
can define a′λ := (aλ− g+(%+λ))/e(%+λ). The map λ 7→ λ̃ := (λ1−1, . . . , λn−1)
identifies Λn(d)1 with Λn(d − n). Thus the system of linear equations f(%+ λ) =
aλ, λ ∈ Λn(d)1 is equivalent to the system h̃(% + λ̃) = a′λ, λ̃ ∈ Λn(d − n) where
h̃(z) = h(z1 − 1, . . . , zn− 1). By induction on the degree we conclude that it has a
unique solution, as well.

Now, we can define interpolation polynomials as follows:

Definition. For every λ ∈ Λ let rλ(z; r) be the unique polynomial such that

• it is W -invariant,
• its degree is d := |λ|odd,
• for all µ ∈ Λ with |µ|odd ≤ d holds rλ(%+ µ; r) = δλµ (Kronecker delta).

The normalization rλ(% + λ; r) = 1 is very natural but there is one which is
often more convenient: the “leading” coefficient should be equal to one. To define
what that means, observe that every W -orbit of a monomial contains exactly one
monomial, say zν , such that both νodd and νeven are partitions. These ν are in
bijection with Λ. In fact, for every partition λ ∈ Λ we define the composition
[λ] ∈ Nn by

[λ]m := λm − λm+1 + . . .+ (−1)n−mλn.(2.3)

Since [λ]m = (λm − λm+1) + [λ]m+2, both [λ]odd and [λ]even are in fact partitions.
Conversely, let ν be a composition such that both νodd and νeven are partitions.
Then

λ = (ν1 + ν2, ν2 + ν3, ν3 + ν4, ν4 + ν5, . . . )(2.4)
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is in Λ. One easily checks that these two maps are inverse to each other. Of special
interest is the first component of [λ] since

[λ]1 = |λ|odd − |λ|even = λ1 − λ2 + λ3 −+ . . .(2.5)

In particular,

[λ]1 = 0 if and only if λ1 = λ2, λ3 = λ4, . . . , and λn = 0 in case n is odd.(2.6)

Moreover, we have |[λ]| = |λ|odd and therefore deg rλ(z; r) = deg z[λ].

2.2. Proposition. The coefficient Cλ(r) of z[λ] in rλ(z; r) is non-zero.

With this result we can define the renormalized polynomial

Rλ(z; r) :=
1

Cλ(r)
rλ(z; r) = z[λ] + . . .(2.7)

We prove the proposition by computing Cλ(r) explicitly. For this we need further
notation. A partition λ can be represented by its diagram, i.e., the set of all
(i, j) ∈ N2 (called boxes) such that 1 ≤ i ≤ n and 1 ≤ j ≤ λi. The dual partition λ′

is defined by the transposed diagram {(j, i) | (i, j) ∈ λ}. For every box s = (i, j) ∈ λ
we define the arm-length aλ(s) := λi − j and the leg-length lλ(s) := λ′j − i. Then
we define

[c′λ(r)]even :=
∏
s∈λ

lλ(s) even

(aλ(s) + 1 + lλ(s)r).(2.8)

For example, we have [c′(a)(r)]even = a!, [c′(a b)(r)]even = (a− b)!b!, and [c′(1m)(r)]even

=
∏

1≤i<m
i even

(1 + ir).

2.3. Lemma. For every λ ∈ Λ holds Cλ(r) = [c′λ(r)]−1
even. In particular, we have

Rλ(%+ λ; r) = [c′λ(r)]even.(2.9)

Proof. We retain the notation of the proof of Theorem 2.1 and prove the lemma by
a similar induction. In particular, we have an expression rλ(z) = g+(z) + e(z)h(z).

If λn = 0, then e(% + λ) = 0 and therefore g(z) = rλ′ (z1 − r, . . . , zn−1 − r)
where the prime means “drop the last component”. Moreover, the coefficient of
z[λ] in rλ equals the one in g (observe [λ]n = 0). Thus, we get by induction
Cλ(r) = Cλ′(r) = [c′λ′(r)]

−1
even. But we also have [c′λ(r)]even = [c′λ′(r)]even which

finishes this case.
If λn ≥ 1, then g(z) = 0 and h(z) = e(%+λ)−1rλ̃(z1−1, . . . , zn−1). One checks

z[λ] = e(z)z[λ̃]. Thus, by induction, the coefficient of z[λ] is e(% + λ)−1[c′
λ̃
(r)]−1

even.
But e(%+λ) is the contribution of the first column of λ to [c′λ(r)]even. Thus we get
Cλ(r) = [c′λ(r)]−1

even, as claimed.

The second case of the preceding proof gives the following recursion formula
which allows us to reduce the computation of Rλ to the case λn = 0.

2.4. Corollary. Let δ := (1, . . . , 1). Then for every λ ∈ Λ with λn ≥ 1 holds

Rλ(z; r) = (
∏

n−i even

zi ) · Rλ−δ(z − δ; r).(2.10)

We also have the following stability result:
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2.5. Proposition. For z = (z1, . . . , zn) ∈ kn let z′ := (z1, . . . , zn−1) ∈ kn−1.
Then we have for any λ ∈ Λ:

Rλ(z1, . . . , zn−1, 0) =

{
Rλ′(z1 − r, . . . , zn−1 − r) if λn = 0;
0 otherwise.

(2.11)

Proof. If λn ≥ 1, then Rλ is divisible by zn (Corollary 2.4), hence Rλ|zn=0 = 0.
Otherwise, Rλ|zn=0 satisfies the definition of Rλ′(z1 − r, . . . , zn−1 − r).

Remark. In many circumstances it is more convenient to consider the polynomials
R̃λ(u; r) := Rλ(% + u; r). Their main advantage is that the stability result above
can now be expressed as

R̃λ(u1, . . . , un−1, 0) = R̃λ′(u1, . . . , un−1)(2.12)

whenever λn = 0. This means that one can form a theory of shifted semisymmetric
polynomials which is independent of the dimension n. For this, one defines them
in infinitely many variables as follows. Let P∞ be the projective limit of the poly-
nomial rings k[u1, . . . , un] in the category of filtered algebras. An element of P∞
is a possibly infinite linear combination of monomials in u1, u2, . . . whose degrees
are uniformly bounded. Let Λ∞ be the set of all descending sequences of integers
λ1 ≥ λ2 ≥ . . . with λn = 0 for n >> 0. The stability result above says that for any
λ the sequence (R̃(λ1,... ,λn)(u1, . . . , un))n>>0 is an element of P∞. It is denoted by
R̃λ.

The drawback of this method is that the action of the semisymmetric group gets
distorted. More precisely, W acts now by π • u := π(u + %)− %. For example, the
simple reflection si i+2 acts as ui 7→ ui+2 − 2r and ui+2 7→ ui + 2r. This action
extends to an action of W∞ on P∞ where W∞ is the group of parity preserving
permutations of N with finite support. It is easy to show that the R̃λ, λ ∈ Λ∞ form
a linear basis of PW∞∞ .

Next, we present some compatibility results with shifted Jack polynomials. First,
we recall their definition from [KS1]. More or less, one has to replace the semisym-
metric group by the full symmetric group and the odd degree by the full degree.
More precisely, for each λ ∈ Λ we define Pλ(z1, . . . , zn; r) as the unique polynomial
having the following properties:
• Pλ is invariant under the full symmetric group Sn;
• degPλ = |λ|;
• the coefficient of zλ is 1;
• Pλ(%+ µ) = 0 for all µ ∈ Λ with |µ| ≤ |λ| and µ 6= λ.

Analogously, we define P̃λ(u; r) := Pλ(%+ u; r).
Now we show that the symmetric polynomials Pλ(z; r) are in two ways special

cases of the semisymmetric polynomials Rλ(z; r).

2.6. Theorem. Let λ ∈ Λ with [λ]1 = 0 (see (2.6)). Then

R̃λ(u; r) = P̃λeven(ueven; 2r).(2.13)

Proof. We show that the polynomial P on the right-hand side matches the definition
of R̃λ. First, observe that the shifted action of W induces on the even coordinates
the shifted action of Weven with parameter 2r. Thus, P is shifted semisymmetric.
Moreover, we have

|λ|odd = |λodd| = |λeven|(2.14)
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which shows that the degree of P is correct. Since [λ] = (0, λ2, 0, λ4, . . . ) we have
z[λ] = zλeven

even . This shows that the normalization of P is correct, as well.
It remains to check the vanishing conditions. For this let µ ∈ Λ with |µ|odd ≤

|λ|odd = |λeven|. Then

|µeven| ≤ |µodd| ≤ |λeven|.(2.15)

This implies P (µ) = 0 unless µeven = λeven. But then 0 ≤ [µ]1 = |µ|odd − |µeven| ≤
|λ|odd − |λeven| = 0 which implies µ1 = µ2, µ3 = µ4, etc., i.e., µ = λ.

The other connection between Rλ and Pλ is:

2.7. Theorem. For every µ = (µ1, . . . , µn) ∈ Λn holds

∑
λ:λodd=µ

R̃λ(u; r)
R̃λ(λ; r)

=
P̃µ(uodd; 2r)
P̃µ(µ; 2r)

.(2.16)

Proof. Let P be the polynomial on the right-hand side of (2.16). Again, the shifted
action of W induces on the odd coordinates the shifted action of Wodd with param-
eter 2r. Thus, P is shifted semisymmetric. In particular, we have an expression

P =
∑
λ

cλR̃λ, with |λ|odd ≤ |µ|.(2.17)

Suppose there is λ with cλ 6= 0 and λodd 6= µ. If we choose one of minimal
degree, the left-hand side of (2.17) evaluates at u = λ to cλ while P (λodd) = 0.
Contradiction. Thus cλ = 0 unless λodd = µ. In that case, the value of cλ is
immediately obtained by evaluating both sides of (2.17) at u = λ.

As a corollary we get a formula for the elementary semisymmetric polynomials:

2.8. Corollary.

R̃(12m−1)(u; r) = P̃(1m)(uodd; 2r)− P̃(1m)(ueven; 2r),(2.18)

R̃(12m)(u; r) = P̃(1m)(ueven; 2r).(2.19)

Proof. Formula (2.19) is a special case of (2.13). If we put λ = (12m−1) in (2.16)
and use (2.19), we get

R̃(12m−1)(u; r) = αP̃(1m)(uodd; 2r)− βP̃(1m)(ueven; 2r)(2.20)

with two constants α and β. Comparison of the coefficient of u[(12m−1)] = u1u3 . . .
u2m−1 implies α = 1. Next we evaluate (2.20) at u = (12m). The left-hand side is
zero by definition. Then (12m)odd = (1m) = (12m)even implies β = 1.

Explicit formulas for P̃(1m)(u; r) can be found in [KS1], 3.1. One them is:

P̃(1m)(u; r) =
∑

n≥i1>i2>...>im≥1

m∏
j=1

(uij + (j − 1)r).(2.21)
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Thus, the first few elementary semisymmetric polynomials are

R̃(1)(u; r) = e1(uodd)− e1(ueven) = (u1 + u3 + . . . )− (u2 + u4 + . . . ),(2.22)

R̃(11)(u; r) = e1(ueven) = u2 + u4 + . . . ,(2.23)

R̃(111)(u; r) = e2(uodd)− e2(ueven) + r
∑
i odd

(i− 1)ui − r
∑
i even

(i− 2)ui,(2.24)

R̃(1111)(u; r) = e2(ueven) + r
∑
i even

(i− 2)ui.(2.25)

Let Rλ(z; r) be the top homogeneous component of Rλ(z; r). Since the highest
degree component of P̃(1m) is the elementary symmetric function em we obtain:

2.9. Corollary. Let Rλ(z; r) be the highest degree component of Rλ(z; r). Then

R(12m−1)(z; r) = em(zodd)− em(zeven),(2.6)

R(12m)(z; r) = em(zeven).(2.7)

We conclude this section with a list of all polynomials Rλ which are non-
elementary of degree at most 3, i.e., with |λ|odd ≤ 3 and λ1 > 1. Each Rλ is
expressed as a polynomial in the R(1i). This means, that the formulas are valid for
all n with the convention that Rλ = 0 if the length of λ is greater than n.

R(2) = R2
(1) −R(1),

R(21) = R(1)R(11) −
1

1 + 2r
R(111),

R(22) = R2
(11) −

2
1 + 2r

R(1111) −R(11),

R(211) = R(1)R(111) −R(111),

R(2111) = R(1)R(1111) −
1

1 + 4r
R(11111),

R(221) = R(11)R(111) −
1

1 + 2r
R(1)R(1111) −

1
1 + 2r

R(11111) −R(111),

R(2211) = R(11)R(1111) −
3

4r + 1
R(111111) − 2R(1111),

R(3) = R3
(1) − 3R2

(1) + 2R(1),

R(31) = R2
(1)R(11) −

1
1 + r

R(1)R(111) −R(1)R(11) +
1

1 + r
R(111),

R(32) = R(1)R
2
(11) −

1
1 + r

R(11)R(111) −
1

1 + r
R(1)R(1111)

+
1

(1 + r)(1 + 2r)
R(11111) −R(1)R(11) +

1
1 + r

R(111),

R(33) = R3
(11) −

3
1 + r

R(11)R(1111) +
3

(1 + r)(1 + 2r)
R(111111)

− 3R2
(11) +

6
1 + r

R(1111) + 2R(11).

(2.28)

These formulas were obtained with the help of a computer.
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3. Representation theoretic interpretation

Before we study the polynomials Rλ(z; r) further, we describe the representation
theoretic interpretation of the three special cases which are mentioned in the intro-
duction. For this, we recall some basic facts about multiplicity free representations.
Details appear, for example, in [Kn1].

Let G be a connected complex reductive group. A finite dimensional representa-
tion V of G is called multiplicity free if every simple G-module appears in P := C[V ]
at most once. Equivalent to this condition is that a Borel subgroup of G has a dense
orbit in V . Thus, as a G-module, we have a decomposition P =

⊕
λ∈ΛV

Pλ where
Pλ is the simple module with lowest weight −λ. Then ΛV is a set of dominant
weights which can be shown to be a free abelian monoid (i.e., isomorphic to Nr).
Clearly, all non-zero polynomials in Pλ have the same degree, denoted by |λ|.

The symmetric algebra D := S∗(V ) then decomposes accordingly as D =⊕
λ∈ΛV

Dλ where Dλ is isomorphic to P∗λ. In particular, λ is its highest weight.
The space D can be interpreted either as polynomial functions on V ∗ or as con-
stant coefficient differential operators on V . Accordingly, P ⊗ D can be identified
with either the algebra of polynomial functions on V ⊕ V ∗ or the algebra PD of
linear differential operators on V with polynomial coefficients.

The point is now that the space of G-invariants (P ⊗ D)G comes with a (up to
scalars) distinguished basis: we have

(P⊗ D)G =
⊕

λ,µ∈ΛV

(Pλ ⊗ Dµ)G.(3.1)

Each summand is zero unless λ = µ in which case it is one-dimensional (Schur’s
Lemma). We denote a generator as Eλ if regarded as a function on V ⊕ V ∗ (called
a zonal spherical function) and Dλ if regarded as a differential operator (called a
Capelli operator).

The Capelli operators are easily accessible, whence we start with them. Each
differential operator D ∈ (PD)G acts on Pλ by a scalar denoted cD(λ). Recall that
ΛV is a set of weights and therefore sits in t∗, the dual of the Cartan subalgebra.
Let a∗ be its C-span. Let W ⊆ GL(t∗) be the Weyl group and let % ∈ t∗ be the
half-sum of the positive roots. Then the shifted action of W on t∗ is defined by
w • χ = w(χ + %)− %.

3.1. Theorem ([Kn1], 4.4, 4.8, 4.9, 4.7). Let V be a multiplicity free representa-
tion.

a) Each cD is the restriction of a unique polynomial (also denoted cD) on a∗.
b) There is a subgroup WV ⊆ W such that a∗ ⊆ t∗ is WV -stable with respect to

the shifted action and such that D 7→ cD is an algebra isomorphism of (PD)G

with C[a∗]W
•
V , the space of shifted WV -invariant polynomials on a∗.

c) The “little Weyl group” WV acts as a reflection group on a∗. In particular,
(PD)G and C[a∗]W

•
V are polynomial rings.

Since (PD)G has a distinguished basis, we obtain a basis cλ = cDλ of C[a∗]W
•
V .

There is a purely combinatorial characterization of the cλ:

3.2. Theorem ([Kn1], 4.10). The polynomial cλ ∈ C[a∗]W
•
V is, up to a scalar fac-

tor, characterized by the vanishing condition cλ(µ) = 0 for all µ ∈ ΛV with |µ| ≤
|λ| and µ 6= λ.
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One can eliminate the shifted action of WV as follows: choose a WV -stable
complement a0 of a∗ in t∗ and let % = % + %0 with % ∈ a∗ and %0 ∈ a0. The
condition that a∗ is shifted WV -stable means w%−% ∈ a∗ for all w ∈WV . Thus, %0

is WV -fixed. Therefore, we can define the shifted WV -action as well with % replaced
by %. Actually, one can add to % any fixed vector in a∗ without changing the shifted
action. The point is now that pλ(χ) := cλ(χ−%) is a truly WV -invariant polynomial
on a∗.

3.3. Corollary. The polynomial pλ ∈ C[a∗]WV is, up to a scalar factor, character-
ized by the vanishing condition pλ(%+µ) = 0 for all µ ∈ ΛV with |µ| ≤ |λ| and µ 6=
λ.

Now we say a few words about the zonal spherical functions Eλ. One of their
main features is that they have many different interpretations. First, we can con-
sider V ⊕ V ∗ as the cotangent bundle of V . Then the symbol of Dλ is Eλ. This is
our principal method for their study.

It is possible to define Eλ without reference to Capelli operators. Every differ-
ential operator D ∈ PD(V ) is also a differential operator on V ⊕ V ∗ by acting on
the first argument. As such it is denoted D(1). Observe, that the eigenspaces of
PDG are then just the spaces Pλ⊗D. Therefore one can characterize Eλ as the (up
to scalar) unique G-invariant function f on V ⊕ V ∗ with D(1)(f) = cD(λ)f for all
D ∈ PDG. Clearly, it suffices to let D run through a set of generators of PDG.

There is also a “Chevalley isomorphism” for G-invariant functions on V ⊕ V ∗:
3.4. Theorem ([Kn1], 4.2, 4.8, 4.5). There is v∗ ∈ V ∗ and a linear embedding
a∗ ↪→ V such that the restriction map f 7→ f |a∗×v∗ induces an isomorphism (P ⊗
D)G ∼−→ C[a∗]WV . Moreover, the image of the symbol of D ∈ (PD)G is the highest
degree component cD of cD. In particular, Eλ is mapped to cλ.

The subspace a∗ is constructed as follows: choose v∗ ∈ V ∗ in the open G-orbit.
Then choose a Borel subalgebra b = t ⊕ u ⊆ LieG such that bv∗ = V ∗. This is
possible, since V ∗ also has a dense orbit for any Borel subgroup. The surjective
map b � V ∗ : ξ 7→ ξv∗ induces the dual injective map ι : V ↪→ b∗. Via the
projection b � b/u = t we have t∗ ⊆ b∗. Now, one can show that ι(V ) ∩ t∗ = a∗

which furnishes us with the desired embedding a∗ ↪→ V .
Theorem 3.4 indicates another way to interpret Eλ. Let H∗ ⊆ G be the isotropy

subgroup of v∗. Then the orbit Gv∗ is open in V ∗ and isomorphic to G/H∗.
Therefore, a function f on V ⊕ V ∗ is G-invariant if and only if its restriction to
V × v∗ is H∗-invariant. Thus the restriction Ev∗,λ(v) := Eλ(v, v∗) is the (up to a
scalar) unique H∗-invariant function f on V with D(f) = cD(λ)f for all D ∈ PDG.
The restriction map from V to a∗ defines now an isomorphism of the algebra of
H∗-invariants with C[a∗]WV . Thereby, the function Ev∗,λ is mapped to the highest
degree component cλ of cλ.

Another interpretation is as follows: let K ⊆ G be a maximal compact sub-
group. Let VR be V regarded as a real vector space. It is equipped with a complex
conjugation v 7→ v. Then we can regard D as the algebra of polynomials in the
antiholomorphic variables zi and P⊗D is the algebra of all C-valued polynomials on
VR. Thus, the polynomial v 7→ Eλ(v, v) is the (up to a scalar) unique K-invariant
function f on VR with D(f) = cD(λ)f for all D ∈ PDG.

Observe that V also has a dense G-orbit Gv with isotropy group denoted by H .
By restriction we can interpret Eλ also as a G-invariant function on G/H ×G/H∗,
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as an H∗-invariant function on G/H , or as a function on G which is constant
on double cosets for H and H∗. In this last form, Eλ can be interpreted purely
representation theoretically: Let M be a simple G-module which is isomorphic to
Pλ for some λ. Then MH and (M∗)H

∗
are both one-dimensional, generated by

vectors mλ and αλ, respectively. Then g 7→ Eλ(gv, v∗) equals (up to a scalar) the
matrix coefficient g 7→ αλ(gmλ). In fact, if we identify M with Pλ, then m is just
the evaluation f 7→ f(v). Similarly, M∗ ∼= Dλ and α is an evaluation in v∗. Finally,
Eλ corresponds to the canonical pairing M ×M∗ → C.

Now we are in a position to explain the representation theoretic relevance of the
polynomials Rλ(z; r).

The case of G = GLp(C) × GLq(C) acting on V := (Cp ⊗ Cq) ⊕ Cq. The fol-
lowing data are taken from [Kn1], p. 315. Put n := min(2p + 1, 2q). Then
n = min(p + 1, q) and n = min(p, q). Let εi and ε′i be the weights of the defining
representation of GLp(C) and GLq(C), respectively. Moreover, let ωi :=

∑i
j=1 εi,

ω′i :=
∑i

j=1 ε
′
i. Then ΛV is the free abelian monoid generated by ωi−1 + ω′i for

i = 1, . . . , n and ωi + ω′i for i = 1, . . . , n. Thus, if we put e2i−1 := ε′i for
i = 1, . . . , n and e2i := εi for i = 1, . . . , n, then ΛV consists of all χ =

∑n
i=1 λiei

where (λ1, . . . , λn) is a partition. The degree function is such that |ωi| = 0 and
|ω′i| = i which translates into |χ| = |λ|odd. The little Weyl group consists of all
permutations of the εi and ε′i separately, i.e., WV is the semisymmetric group.
Finally, we have % = (p−1

2 , p−3
2 , . . . ; q−1

2 , q−3
2 , . . . ). Thus, if we project it to the

first n + n coordinates and shift it by a suitable WV -fixed vector, we arrive at
% = (n−1

2 , n−3
2 , . . . ; n−2

2 , n−4
2 , . . . ) = 1

2

∑
i(n − i)ei. This shows r = 1

2 . In particu-
lar, cχ(x) is a multiple of R̃λ(x; 1

2 ).
Now we describe the combinatorics in more classical terms. For this, it is con-

venient to write

V = (Cp ⊕ C)⊗ Cq = Cp+1 ⊗ Cq,(3.2)

i.e., V is the space of (p+ 1)× q-matrices X acted upon by

G = GLp(C)×GLq(C) ⊆ G := GLp+1(C)×GLq(C)(3.3)

by X 7→ AXBt with A ∈ GLp(C) ⊆ GLp+1(C) and B ∈ GLq(C).
Let Λ∞ be the set of infinite partitions, i.e., descending sequences of integers

τ1 ≥ τ2 ≥ . . . with τi = 0 for i >> 0. The length `(τ) is the maximal i with
τi 6= 0. Every τ ∈ Λ∞ with `(τ) ≤ p parametrizes an irreducible (polynomial)
representation M (p)

τ of GLp(C).
Let n := min(p + 1, q). Then it is well known (see e.g. [GW] Thm. 5.2.7) that

there is a decomposition of G-modules:

P =
∑
τ∈Λ∞
`(τ)≤n

M (p+1)
τ ⊗M (q)

τ .(3.4)

Recall also the branching law of GLp+1(C) to GLp(C) (see e.g. [GW] Thm. 8.1.1):
as a GLp(C)-module we have

M (p+1)
τ =

∑
σ

M (p)
σ(3.5)

where σ runs through all partitions with `(σ) ≤ p and which are “interlaced” with
τ , i.e., with τ1 ≥ σ1 ≥ τ2 ≥ σ2 ≥ . . . . Thus we have `(σ) ≤ n := min(p, q). Now we
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can make the decomposition of P into simple G-modules more explicit. Combine
τ and σ to a single partition λ by putting λ2i−1 := τi and λ2i := σi. Then, as a
G-module, we have

P =
∑
λ∈Λ

Pλ with Pλ = M
(p)
λeven

⊗M (q)
λodd

.(3.6)

Here, we use the fact that `(λ) ≤ n := n+ n = min(2p+ 1, 2q). Therefore, one can
regard λ as an element of Λ = Λn.

This gives also a nice interpretation of the comparison Theorems 2.6 and 2.7.
Let V ′ = Cp⊗Cq be the space of p× q matrices. Since V projects onto V ′, we have
C[V ′] ⊆ P. More precisely,

C[V ′] =
∑
λ∈Λ

λeven=λodd

Pλ.(3.7)

Thus, every Capelli operator on V ′ can be regarded as a Capelli operator on V .
This is reflected in formula (2.13).

On the other hand, each G-invariant Capelli operator on V decomposes as a sum
of G-invariant Capelli operators on V . This is the origin of formula (2.16).

We can make this fully explicit for the generators D(1a). Let A ∈ V be a
(p+1)×q-matrix. For subsets I ⊆ [p+1] := {1, . . . , p+1} and J ⊆ [q] := {1, . . . , q}
of the same size i let

detJI (A) = det
(
aij
)
i∈I
j∈J

(3.8)

be the corresponding minor. These form a basis of M (p+1)
(1i) ⊗M (q)

(1i) =
∧i(Cp+1)∗ ⊗∧i(Cq)∗. If V is parametrized by the coordinate functions aij , let ∂A be the matrix

with entries ∂
∂aij

. Then the classical G-invariant Capelli operators on V are

Ci :=
∑

I⊆[p+1],J⊆[q]
|I|=|J|=i

detJI (A) detJI (∂A), i = 1, . . . , n.(3.9)

Now each
∧i(Cp+1)∗ decomposes as a G-module into two pieces:∧i

(Cp+1)∗ =
∧i

(Cp ⊕ C)∗ =
∧i

(Cp)∗ ⊕
∧i
−1(Cp)∗.(3.10)

Thus Ci also decomposes as Ci = D(12i) +D(12i−1) with

D(12i) =
∑

I⊆[p],J⊆[q]
|I|=|J|=i

detJI (A) detJI (∂A),

D(12i−1) =
∑

I⊆[p+1],J⊆[q]
p+1∈I,|I|=|J|=i

detJI (A) detJI (∂A).
(3.11)

For example, for n = 3, i.e. p+ 1 = q = 2, we have

D(1) = a21
∂

∂a21
+ a22

∂

∂a22
,(3.12)

D(11) = a11
∂

∂a11
+ a12

∂

∂a12
,(3.13)
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D(111) = (a11a22 − a12a21)(
∂

∂a11

∂

∂a22
− ∂

∂a12

∂

∂a21
).(3.14)

Now, we explain the zonal spherical functions. We identify V ∗ with the space of
q × (p + 1)-matrices and the pairing V × V ∗ → C is given by (A,A∗) 7→ tr(AA∗).
By definition, Eλ is a G-invariant function on V ⊕ V ∗ which is a joint eigenvector
of the differential operators D(1i) (see (3.11)) acting on the first factor. To make
the Chevalley isomorphism from Theorem 3.4 explicit, we define for p, q ≥ 1 the
following two matrices Ξp,q = Ξp,q(z1, . . . , zn) ∈ V and Ξ∗p,q ∈ V ∗:

(Ξp,q)ij =


z2i if i = j, i ≤ p,
z2i − z2i+1 if i < j, i ≤ p,
u2j if i = p+ 1,
0 otherwise;

(Ξ∗p,q)ij =


1 if i = j,

1 if i = q < j = p+ 1,
0 otherwise.

(3.15)

Here, we put ui := z1 − z2 + z3 −+ . . .± zi and zi = 0 for i > 2p+ 1.
For example, for p = 3 < q, n = 7 we have

Ξ3,q(z) =


z2 z2 − z3 z2 − z3 z2 − z3 · · ·
0 z4 z4 − z5 z4 − z5 · · ·
0 0 z6 z6 − z7 · · ·
u2 u4 u6 u7 · · ·

 ,

Ξ∗3,q =



1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
...

...
...

...


.

(3.16)

while for p ≥ q = 3, n = 6 we have

Ξp,3(z) =



z2 z2 − z3 z2 − z3

0 z4 z4 − z5

0 0 z6

0 0 0
...

...
...

u2 u4 u6


,

Ξ∗p,3 =

1 0 0 0 · · · 0
0 1 0 0 · · · 0
0 0 1 0 · · · 1

 .

(3.17)

Let Bp ⊆ GLp(C) be the subgroup of upper triangular matrices. Let Bq ⊆
GLq(C) be the stabilizer of the flag 〈v1〉, 〈v1, v2〉, . . . where vi := ei + . . .+ eq and
where ei is the i-th canonical basis vector of Cq. Then B := Bp × Bq is a Borel
subgroup of G. One can verify by a straightforward but tedious calculation that
z 7→ Ξp,q(z) is the embedding a∗ ↪→ V when one follows the recipe described after
Theorem 3.4 using v∗ = Ξ∗p,q and the Borel subgroup B.
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It follows that for every zonal spherical function Eλ(A,A∗) the restriction
Eλ(Ξ(z),Ξ∗) is proportional to Rλ(z; 1

2 ). Since Eλ is the symbol of Dλ, we ob-
tain Rλ(z; 1

2 ) also from Dλ by replacing all coordinate functions aij by Ξij(z) and
all derivations ∂

∂aij
by 1 if i = j or i = p+ 1 > j = q and 0 otherwise. For example,

in the case p+ 1 = q = 2 according to (3.12)–(3.14) we get

D(1) 7→ u3 = z1 − z2 + z3 = R(1)(z), D(11) 7→ z2 = R(11)(z),(3.18)

D(111) 7→ z2u3 − (z2 − z3)u2 = z1z3 = R(111)(z).(3.19)

For the other interpretations of zonal spherical functions we just mention the case
when p+ 1 = q since that is the only case when the isotropy groups H and H∗ are
reductive. In fact, in that case we have H = H∗ = GLq−1(C) embedded diagonally
into G. Thus, the action of H∗ on V is just the action of GLq−1(C) ⊆ GLq(C) by
conjugation on q× q-matrices. The matrix Ξ∗p,q is the identity matrix Iq . Thus, the
function Eλ(A, Iq) is a joint eigenfunction of the differential operators D(1i) which
is invariant under conjugation by GLq−1(C). Any conjugation invariant function is
uniquely determined by its value in Ξp,q(z) and we have Eλ(Ξp,q(z), Iq) = Rλ(z; 1

2 ).

The case of G = GLn(C) acting on V =
∧2 Cn⊕Cn. We keep the notation of the

previous example. According to the data in [Kn1], p. 314, the weight monoid ΛV
is freely generated by ωi for i = 1, . . . , n. Thus, if we set ei := εi for all i, then ΛV
consists of all χ =

∑n
i=1 λiei where (λ1, . . . , λn) is a partition. The degree function

is given by |ωi| = d i2e. Thus |χ| = |λ|odd. The little Weyl group permutes the
εi with even and odd indices separately and therefore equals the semisymmetric
group. Finally, % = (n−1

2 , n−3
2 , . . . ). Thus we can choose % =

∑
i(n − i)ei which

shows r = 1. In particular, cχ(x) is a multiple of R̃λ(x; 1).
Again, this can be made more explicit. Observe, that G is a subgroup of G :=

GLn+1(C) and V is the restriction of the natural G-action on
∧2Cn+1 to G. It is

known (see e.g. [GW] Thm. 5.2.11) that as a G-module

P =
∑
τ

M (n+1)
τ(3.20)

where τ runs through all partitions with τ1 = τ2, τ3 = τ4, . . . and `(τ) ≤ n + 1.
Now, we use again the GLn+1 − GLn branching rule. For λ to be interlaced with
τ means λ1 = τ1, λ3 = τ3, . . . . Thus, as a G-module, we obtain

P =
∑
λ

M
(n)
λ(3.21)

where λ runs through all partitions with `(λ) ≤ n. Here M (n)
λ is sitting in M

(n+1)
λ∗

where λ∗ = (λ1, λ1, λ3, λ3, . . . ).
An element of V is represented by a skewsymmetric matrix A =

(
aij
)

of size
n+ 1. For I ⊆ [n+ 1] of even size 2m let

PfI(A) := Pfaffian
(
aij
)
i∈I
j∈I

.(3.22)

Then, the Capelli operators for G corresponding to simple weights are

Cm :=
∑

I⊆[n+1]
|I|=2m

PfI(A) PfI(∂A).(3.23)
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Each G-module M
(n+1)
(12m) decomposes into (at most) two components, namely,

M
(n)
(12m−1) and M (n)

(12m). Therefore, Cm also decomposes as Cm = D(12m−1) +D(12m)

where

D(12m) =
∑
I⊆[n]
|I|=2m

PfI(A) PfI(∂A),

D(12m−1) =
∑

I⊆[n+1]
n+1∈I,|I|=2m

PfI(A) PfI(∂A).
(3.24)

For example, for n = 3 we get

D(1) = a14
∂

∂a14
+ a24

∂

∂a24
+ a34

∂

∂a34
(3.25)

D(11) = a12
∂

∂a12
+ a31

∂

∂a31
+ a23

∂

∂a23
(3.26)

D(111) = (a12a34 − a13a24 + a23a14)
(

∂

∂a12

∂

∂a34
(3.27)

− ∂

∂a13

∂

∂a24
+

∂

∂a23

∂

∂a14

)

To describe the zonal spherical functions we identify V ∗ also with skewsymmetric
matrices of size n+1 and pairing V ×V ∗ → C : (A,A∗) 7→ 1

2 tr(AA∗). The function
Eλ is a G-invariant function on V ⊕V ∗ which is a joint eigenvector of the differential
operators D(1i) defined in (3.24) acting on the first argument.

To make the Chevalley isomorphism explicit we define skewsymmetric matrices
T (z) and T ∗:

T (z) :=
(

0 −Ξtn,n
Ξn,n 0

)
, T ∗ :=

(
0 −Ξn,n

Ξtn,n 0

)
(3.28)

where Ξ and Ξ∗ are defined in (3.15). For example, for n = 4 we get (again setting
ui := z1 − z2 + z3 − + . . .± zi)

T (z) =


0 0 −z2 0 −u2

0 0 −z2 + z3 −z4 −u4

z2 z2 − z3 0 0 0
0 z4 0 0 0
u2 u4 0 0 0

 , T ∗ =


0 0 −1 0 0
0 0 0 −1−1
1 0 0 0 0
0 1 0 0 0
0 1 0 0 0

(3.29)

while for n = 5 one has
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T (z) =


0 0 0 −z2 0 −u2

0 0 0 −z2 + z3 −z4 −u4

0 0 0 −z2 + z3 −z4 + z5 −u5

z2 z2 − z3 z2 − z3 0 0 0
0 z4 z4 − z5 0 0 0
u2 u4 u5 0 0 0

 ,

T ∗ =


0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 .

(3.30)

Let B ⊆ G be the Borel subgroup which is the stabilizer of the flag 〈v1〉,
〈v1, v2〉, . . . where vi =

∑
i
2≤j≤n+ i

2
ej. Then one can verify that z 7→ T (z) is

the embedding of a∗ into V which is induced from v∗ = T ∗ and the Borel sub-
group B. Thus, we get that the restricted zonal spherical function Eλ(T (z), T ∗) is
proportional to Rλ(z; 1).

The other interpretations of spherical functions are most interesting when n is
odd. Then H = H∗ = Spn−1(C) and A 7→ Eλ(A, T ∗) is an Spn−1(C)-invariant
function on the space V of skewsymmetric matrices of size n + 1 which is a joint
eigenfunction for the differential operatorsD(1i). Any invariant function is uniquely
determined by its value at T (z) and we have Eλ(T (z), T ∗) = Rλ(z; 1).

The open G-orbit in V is isomorphic to G/H = GLn(C)/Spn−1(C). Thus, the
pullback of an Spn−1(C)-invariant function on V leads to an Spn−1(C)-bi-invariant
function on GLn(C). Clearly, not all of them are of this form. For this, we have
to make the function A 7→ Pf(A) invertible since its zero-set is the complement of
the open orbit. Since E(1n)(A, T ∗) = Pf(A), this corresponds with a∗ to make the
function π(z) := R(1n)(z) =

∏
i odd zi invertible. We can extend the definition of

Rλ(z) to every element λ ∈ Λ′ := {λ ∈ Zn | λ1 ≥ . . . ≥ λn} by Rλ := π−mRλ+m(1n)

for m >> 0 (by Corollary 2.4, this is independent of the choice of m). Then Rλ(z; 1),
λ ∈ Λ′ is the radial part of an Spn−1(C)-bi-invariant function on GLn(C) which is
a joint eigenfunction for all GLn(C)-bi-invariant differential operators. A similar
result holds if GLn(C) is replaced by SLn(C). Then a∗ should be replaced by
{z ∈ a∗ | δ(z) = 1} and λ should be an element of Λ′/Z(1n).

The case of G = GLp(C) × GL1(C) acting on (Cp ⊗ C) ⊕ (Cp)∗. The action of
(A, s) ∈ G on a pair of vectors (u, v) is (sAu, (At)−1v). Here ΛV is generated by
ε1 + ε′, −εp, and ε′ with degrees 1, 1, and 2, respectively. Thus, if we put

e1 = −εp, e2 = ε1 + εp + ε′, e3 = −ε1,(3.31)

then the generating weights become e1, e1 + e2, and e1 + e2 + e3. In particular, the
degree of ei is 1, 0, 1, respectively. The little Weyl group is generated by the permu-
tation which swaps ε1 and εp, and therefore e1 and e3. Thus, the Capelli operators
are described by semisymmetric polynomials in n = 3 variables. The vector % =
(p−1

2 , . . . ,− p−1
2 ; 0) equals, up to a WV -fixed vector (p−1

2 , 0, . . . , 0,− p−1
2 ; p−1

2 ) =
p−1

2 (ε1 − εp + ε) = p−1
2 (2e1 + e2). This shows r = p−1

2 .
The concrete decomposition of P as a G-module has been worked out in [VS];

see also [VK], §11.1–11.2. Here, we give only the fundamental Capelli operators.
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Denote the coordinates of V by u1, . . . , up; v1, . . . , vp. Then

D(1) =
p∑
i=1

vi
∂

∂vi
, D(11) =

p∑
i=1

ui
∂

∂ui
, D(111) = (

∑
i

uivi)(
∑
i

∂

∂ui

∂

∂vi
).(3.32)

The zonal spherical functions have been investigated by Vilenkin–Šapiro [VS]
(see also [VK] 11.3.2). They are eigenfunctions for the three differential operators
D(1), D(11), and D(111) above. For the Chevalley isomorphism we define

u(z) = (z2, 0, . . . , 0, z2 − z3);

v(z) = (z1 − z2 + z3, 0, . . . , 0,−z1 + z2);

u∗0 = (1, 0, . . . , 0);

v∗0 = (1, 0, . . . , 0).

(3.33)

Then z 7→ (u(z), v(z)) is the embedding a∗ ↪→ V which corresponds to (u∗0, v
∗
0) ∈

V ∗ and the Borel subgroup which stabilizes the flag 〈e1 + en〉, 〈e1 + en, e2〉, . . . ,
〈e1 + en, e2, . . . , en〉.

To be eigenfunction for D(1) and D(11) simply means to be bihomogeneous in the
u- and v-coordinates. Since H∗ = GLn−1(C), we get the following interpretation of
zonal spherical functions: they are bihomogeneous GLn−1(C)-invariant functions
on Cn ⊕ (Cn)∗ which are eigenfunctions for the “Laplace operator” D(111).

This interpretation has also a real form: The complexification of U(n − 1) is
H∗ = GLn−1(C) while V is the complexification of Cn, considered as an R-vector
space. The coordinate function vi is then simply the complex conjugate ui of ui.
Thus, Eλ(u, u, u∗0, v

∗
0) is a U(n−1)-invariant function on Cn which is bihomogeneous

in the holomorphic and the antiholomorphic variables and which is an eigenfunction
of the (now genuine) Laplace operator D(111) =

∑
i

∂2

∂ui∂ui
. In this form, the Eλ

have been studied by Vilenkin–Šapiro [VS].

4. Difference operators

For λ ∈ kn let Tλ be the shift operator Tλf(z) := f(z − λ). Let εi be the i-th
canonical basis vector of kn and Ti := Tεi . For reasons of clarity we adopt the
following notation: xi := z2i−1, yi := z2i, Tx,i := T2i−1, and Ty,i := T2i. Then we
define the following block matrices whose entries are difference operators (where t
is an indeterminate):

X(t) :=


[
(xi+t)(xi+r)n−j − xn+1−j

i Tx,i

]
i=1...n
j=1...n

[
− xn−ji Tx,i

]
i=1...n
j=1...n[

(yi+r)n+1−j − yn+1−j
i Ty,i

]
i=1...n
j=1...n

[
(yi+r)n−j

]
i=1...n
j=1...n

 ,(4.1)

Y(t) :=


[
(xi+r)n−j

]
i=1...n
j=1...n

[
(xi+r)n−j − xn−ji Tx,i

]
i=1...n
j=1...n[

− yn+1−j
i Ty,i

]
i=1...n
j=1...n

[
(yi+t)(yi+r)n−j − yn+1−j

i Ty,i

]
i=1...n
j=1...n

 .(4.2)

The semisymmetric Vandermonde determinant is

ϕ(z) :=
∏

1≤i<j≤n
j−i even

(zi − zj) =
∏

1≤i<j≤n
(xi − xj)

∏
1≤i<j≤n

(yi − yj).(4.3)
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Now we define the operators

X(t) := ϕ(z)−1 det X(t) and Y (t) := ϕ(z)−1 det Y(t).(4.4)

First observe, that the entries of X(t) and Y(t) commute if they are in different
rows. Thus, the determinants are well defined.

4.1. Lemma. Both X(t) and Y (t) act on PW .

Proof. Let f ∈ PW . Then both X(t)f and Y(t)f are polynomials which are
skewsymmetric with respect to both factors Sn, Sn of W . Therefore, they are
divisible by ϕ(z) and the quotient is W -symmetric.

4.2. Lemma. For f ∈ PW holds degX(t)f ≤ deg f and deg Y (t)f ≤ deg f .

Proof. We use the following elementary fact: let A = (aij) be a matrix with entries
in a filtered ring such that deg aij ≤ d′i+d′′j for integers d′i and d′′j . Then deg detA ≤∑
i(d
′
i + d′′i ).

We apply this to X(t). Using that the operator 1− Ti has degree −1 the entries
of X(t) have degree d′i + d′′j with ε := n− n and

(d′1, . . . , d
′
n) = (0, . . . , 0, 0,−ε,−ε, . . . ,−ε),

(d′′1 , . . . , d
′′
n) = (n̄− 1, . . . , 1, 0, n̄− 1, n̄− 2, . . . , ε).

(4.5)

Thus deg det X(t) ≤
∑
i(d
′
i + d′′i ) = degϕ(z).

For Y(t) one argues in the same way with

(d′1, . . . , d
′
n) = (0, . . . , 0, 0, 1− ε, 1− ε, . . . , 1− ε),

(d′′1 , . . . , d
′′
n) = (n̄− 1, . . . , 1, 0, n̄− 2, n̄− 3, . . . , ε− 1).

(4.6)

Next we derive an explicit formula for X(t) and Y (t). For I ⊆ {1, . . . , n} put
εI :=

∑
i∈I εi and TIf(z) := f(z − εI). Thus TI =

∏
i∈I Ti. With this notation we

define

DI :=
∏
i∈I

n−i even

zi
∏

i∈I,j 6∈I
j−i odd

(zi − zj − r)
∏

i∈I,j 6∈I
j−i even

(zi − zj)−1 TI .(4.7)

Let Podd be the set of subsets I ⊆ {1, . . . , n} such that there is a w ∈ W with
I = w{1, . . . ,m} (where m = |I|). Thus I ∈ Podd if and only if the number of
its odd members is equal or one more than the number of its even members. Let
Peven ⊆ Podd consist of those sets where these numbers are equal. This is equivalent
to |I| being even. Finally, we set

|I|o := |{i ∈ I | i odd }| =
⌈
|I|
2

⌉
= |εI |odd.(4.8)

4.3. Proposition. We have

X(t) =
∑

I∈Podd

(−1)|I|o
∏
i6∈I
i odd

(t+ zi) DI ,(4.9)

Y (t) =
∑

I∈Peven

(−1)|I|o
∏
i6∈I
i even

(t+ zi) DI .(4.10)
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Proof. Clearly both X(t) and Y (t) have expansions of the form
∑

I cITI where I
runs through all subsets of {1, . . . , n}. First we show that in Y (t) only the I ∈ Peven

contribute. For this, we subtract in (4.2) the columns 1, . . . , n from the columns
n+ 1, . . . , n+ n = n, respectively and obtain

det Y(t) = det


[
(xi+r)n−j

]
i=1...n
j=1...n

[
− xn−ji Tx,i

]
i=1...n
j=1...n[

− yn+1−j
i Ty,i

]
i=1...n
j=1...n

[
(yi+t)(yi+r)n−j

]
i=1...n
j=1...n

 .(4.11)

Next, we use the well known fact that the determinant of a block matrix is

det
(
A B
C D

)
= det(A−BD−1C) detD(4.12)

if D is invertible. In our case, the entries of A − BD−1C are linear combinations
(over the field of rational functions in z) of 1 and the Tx,iTy,j which proves the
claim.

Since the given form of the operator Y (t) is W -symmetric, it suffices to check
the coefficient of TI = Tx,1 . . . Tx,lTy,1 . . . Ty,l where I = {1, . . . , 2l}, l = 0, . . . , n.
Every entry of the matrix (4.11) is of the form a + bTx,i or a + bTy,i. Thus the
required coefficient is the determinant of the matrix obtained by replacing that
entry by b if i ≤ l or a if i > l. The ensuing matrix has the following form with
dimensions as indicated: 

0l×n ∗l×n
∗n−l×n 0n−l×n
∗l×n 0l×n

0n−l×n ∗n−l×n

 .(4.13)

We interchange the first with the third block of rows. Then the determinant gets
multiplied by (−1)l = (−1)|I|o and the matrix acquires block diagonal form. The
blocks are, up to a common factor in each row, in Vandermonde form. Thus the
formula given in the theorem is easily established.

The case of X(t) is similar but a bit more complicated. Here we can subtract in
(4.1) column number n+ 1 through 2n− 1 from columns 2 through n, respectively.
Then we obtain

det X(t) = det

[ui]i=1...n

[
(xi+t)(xi+r)n−j

]
i=1...n
j=2...n

[
− xn−ji Tx,i

]
i=1...n
j=1...n

[vi]i=1...n

[
− yn+1−j

i Ty,i

]
i=1...n
j=2...n

[
(yi+r)n−j

]
i=1...n
j=1...n


(4.14)

with ui := (xi+t)(xi+r)n−1−xni Tx,i and vi := (yi+r)n−yni Ty,i. Arguing as above,
one notes that all entries of A−BD−1C are linear combinations of 1 and Tx,iTy,j
except those in the first column where Tx,i also appears. Thus, if cI 6= 0, then the
number of odd elements is equal or one more than the number of even elements,
i.e., I ∈ Podd.

To determine the correct coefficient we proceed as above. The case I={1, . . . , 2l}
is the same. In the case I = {1, . . . , 2l+1} one has to move in (4.14) the first column
to the n+ 1-st place (i.e., between the two other blocks).

The main feature of the difference operators is the following cut-off property:



SEMISYMMETRIC POLYNOMIALS AND MATRIX VECTOR PAIRS 245

4.4. Lemma. Expand X(t) or Y (t) as
∑

I cI(z)TI. Assume r 6= 0. Then for any
µ ∈ Λ holds: if µ− εI 6∈ Λ, then cI(%+ µ) = 0.

Proof. Since r 6= 0 (and, as always, % dominant), the denominator of cI does not
vanish at %+µ. If µ−εI 6∈ Λ, then either µn = 0 and n ∈ I or there is an i < n with
µi = µi+1 and i ∈ I, i+ 1 6∈ I. Now we use the precise form of cI(z) established in
Proposition 4.3. From the definition of DI , (4.7), we obtain that cI is a multiple of
zn(zi − zi+1 − r), hence cI(%+ µ) = 0.

Combining all results, we obtain the main result of this paper.

4.5. Theorem. Every Rλ, λ ∈ Λ, is an eigenvector of both X(t) and Y (t). More
precisely

X(t)Rλ =
∏
i odd

(t+ %i + λi) ·Rλ,(4.15)

Y (t)Rλ =
∏

i even

(t+ %i + λi) · Rλ.(4.16)

Proof. We may assume r 6= 0. The case r = 0 then follows by continuity. Let
R := X(t)Rλ. Lemma 4.2 implies degR ≤ degRλ = |λ|odd. Let µ ∈ Λ with
|µ|odd ≤ |λ|odd and µ 6= λ. If X(t) =

∑
I cI(z)TI , then R(% + µ) =

∑
I cI(% +

µ)Rλ(% + (µ − εI)). If µ − εI ∈ Λ, then Rλ(% + (µ − εI)) = 0 by definition of
Rλ. Otherwise, cI(% + µ) = 0 by Lemma 4.4. Hence, R(% + µ) = 0 which shows
that R is a multiple of Rλ. The coefficient of T∅ in X(t) is c(z) =

∏n
i=1(t+ z2i−1).

Thus, evaluation in z = %+λ gives R = c(%+λ)Rλ. The same argument works for
Y (t).

4.8. Corollary. Let

X(t) = tn +X1t
n−1 + . . .+Xn,

Y (t) = tn + Y1t
n−1 + . . .+ Yn.

(4.17)

Then X1, . . . , Xn, Y1, . . . , Yn are pairwise commuting difference operators.

Example. We compute X1 and Y1. Any contribution to the coefficient of tn−1 in
(4.9) comes from I = ∅, I = {i} with i odd, and I = {i, j} with i odd, j even. Since
D∅ = 1 we get

X1 =
∑
i odd

zi −
∑
i odd

D{i} −
∑
i odd
j even

D{i,j}.(4.18)

Similarly, in (4.10), the contribution for tn−1 comes from I = ∅ and I = {i, j} with
i odd, j even. Thus,

Y1 =
∑
i even

zi −
∑
i odd
j even

D{i,j}.(4.19)

The operators X1, . . . , Xn, Y1, . . . , Yn defined in (4.17) generate a polynomial
algebra R ⊆ EndPW . We show that it is canonically isomorphic to PW . More
precisely:

4.7. Proposition. a) Every element D ∈ R has an expansion

D =
∑
µ∈Ψ0

cDµ (z)Tµ,(4.20)
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where Ψ0 is the smallest W -stable submonoid of Zn containing Λ and where
the coefficients cDµ are rational functions in z1, . . . , zn with poles along the
hyperplanes zi − zj = a where i− j 6= 0 is even and a ∈ Z.

b) The coefficient cD0 (z) is in PW and the map R → PW : D 7→ cD0 (z) is an
algebra isomorphism.

c) For every D ∈ R and λ ∈ Λ holds D(Rλ) = cD0 (%+ λ)Rλ.
d) If r 6∈ Q, the coefficients cDµ (z) have the cut-off property: Let λ ∈ Λ with

λ− µ 6∈ Λ. Then cDµ (%+ λ) = 0.

Proof. a) Since Ψ0 contains all W -translates of elements of Λ it contains all εI with
I ∈ Podd. Hence, by Proposition 4.3, the generators X1, . . . , Xn, Y1, . . . , Yn of R
have an expansion as claimed. This implies the result easily for all D ∈ R.

b) Since Ψ0 is contained in Nn it is a pointed cone, i.e., λ, µ ∈ Ψ0 with λ+ µ =
0 implies λ = µ = 0. Looking at how two operators with an expansion as in
(4.20) multiply this implies that D 7→ cD0 is an algebra homomorphism. It is an
isomorphism, since the generators Xi and Yi of R are mapped to free generators of
PW .

c) The assertion needs to be checked just for the generators of R and there it is
the content of Theorem 4.5.

d) The algebra R acts on the dual space (PW )∗ on the right by (δD)(f) :=
δ(D(f)). Let v = (vi) ∈ kn such that vi − vj 6∈ Z whenever i− j 6= 0 is even (e.g.
v ∈ % + Λ, since r 6∈ Q) and let δv : f 7→ f(v) be the corresponding evaluation
function. Then δvD =

∑
µ c

D
µ (v)δv−µ. Thus the cut-off property is equivalent to

the statement that
⊕

λ∈Λ kδ%+λ ⊆ (PW )∗ is R-stable. It suffices to check this for
generators of R which is the content of Lemma 4.4.

Next we study the monoid Ψ0 more closely.

4.8. Lemma. The monoid Ψ0 also has the following descriptions:
a) It is generated by {εi | i odd} ∪ {εi + εj | i odd, j even}.
b) It consists of all λ ∈ Nn with [λ]1 ≥ 0.

Proof. a) Since Λ is generated by all ε{1,... ,m}, m = 1, . . . , n, the monoid Ψ0 is
generated by all εI , I ∈ Podd. But those can be obtained from the given subset.

b) Let Ψ′0 be the set of all λ ∈ Nn with [λ]1 ≥ 0, i.e., |λodd| ≥ |λeven|. We have to
show Ψ0 = Ψ′0. The inclusion Ψ0 ⊆ Ψ′0 follows, e.g., from a). For the converse, let
λ ∈ Ψ0. We show λ ∈ Ψ′0 by induction on |λ|odd. If |λ|odd = 0, then also |λeven| = 0.
Thus λ = 0 ∈ Ψ0. For |λ|odd > 0 there are two cases. If |λodd| > |λeven|, then
choose any odd i such that λi > 0. Then λ′ := λ− εi is in Ψ′0 hence, by induction,
in Ψ0. Thus also λ = λ′ + εi ∈ Ψ0. If |λodd| = |λeven| > 0, then there is i odd and
j even such that λi > 0 and λj > 0. Then λ′ := λ − εi − εj is in Ψ′0, hence in Ψ0

by induction. We conclude λ ∈ Ψ0, as well.

In the theory of symmetric polynomials, the containment relation λ ⊆ µ for
λ, µ ∈ Λ is defined as µ − λ ∈ Nn. The semisymmetric analogue is µ − λ ∈ Ψ0 or,
equivalently,

λ v µ def⇐⇒ λ ⊆ µ and [λ]1 ≤ [µ]1.(4.21)

Example. We have (1, 0, 0) ⊆ (1, 1, 0) but (1, 0, 0) 6v (1, 1, 0). Moreover, we have

(1, 0, 0), (1, 1, 0) v (2, 1, 0), (1, 1, 1).(4.22)
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This implies in particular that (1, 0, 0) and (1, 1, 0) have no supremum. Therefore,
as opposed to the classical containment relation, its semisymmetric analogue does
not form a lattice.

Now we prove that the polynomial Rλ vanishes at many more points than it is
supposed to by definition (Extra Vanishing Theorem).

4.9. Theorem. For λ, µ ∈ Λ holds Rλ(%+ µ) = 0 unless λ v µ.

Proof. We may assume r 6∈ Q since the general case follows by continuity. For fixed
λ let µ be a counterexample (i.e., Rλ(%+µ) 6= 0 and λ 6v µ) which is minimal with
respect to “v”. Since %+µ is not in the W -orbit of %+λ, there is D ∈ R such that
cD0 (%+ λ) 6= cD0 (%+ µ). From D(Rλ) = cD0 (%+ λ)Rλ we obtain, after substituting
z = %+ µ,

(cD0 (%+ λ)− cD0 (%+ µ))Rλ(%+ µ) =
∑
η∈Ψ0

cDη (%+ µ)Rλ(%+ µ− η).(4.23)

If µ− η ∈ Λ, then Rλ(%+ µ− η) = 0 by minimality of µ. Otherwise cDη (%+ µ) = 0
by Proposition 4.7 d). Contradiction.

As an application we derive an explicit formula for Rλ when λ is a particular kind
of “hook”.

4.10. Corollary. Let a,m ≥ 1 be integers with m odd. Then

R(a 1m−1) = (R(1) − 1)(R(1) − 2) . . . (R(1) − a+ 1)R(1m).(4.24)

Proof. Denote the right-hand side by f . Let λ = (a 1m−1) and µ ∈ Λ with |µ|odd ≤
|λ|odd = a + m−1

2 and f(% + µ) 6= 0. Then R(1m)(% + µ) 6= 0 and R(1)(% + µ) 6=
1, 2, . . . , a− 1. The Extra Vanishing Theorem 4.9 implies (1m) v µ, hence µm ≥ 1
and [µ]1 ≥ [(1m)]1 = 1. From R(1)(%+µ) = [µ]1 (Corollary 2.8) we obtain [µ]1 ≥ a.
Thus µ1 = [µ]1 + (µ2 − µ3) + . . . ≥ a. We know already µ3, µ5, . . . , µm ≥ 1. Since
|µ|odd ≤ a+ m−1

2 , equality holds throughout. This implies easily µ = λ. Therefore,
f must be a multiple of Rλ. Equality follows from the fact that the coefficient of
z[λ] = za1z3z5 . . . zm is 1 in both cases.

Remarks. 1. For even m, the polynomials R(a 1m−1) will be calculated in Corollary
9.5.

2. For m = 1 one obtains in particular R(a) = R(1)(R(1) − 1) . . . (R(1) − a + 1)
which clearly do not generate PW . Therefore, the polynomials R(a) are not a
semisymmetric analogue of the complete symmetric functions.

5. The top homogeneous components

The highest degree components Rλ(z; r) of Rλ(z; r) are also of high representa-
tion theoretic interest (see Theorem 3.4). We show that they are eigenfunctions of
differential equations. More precisely, put

X(t) :=


[
xn−ji

(
xi∂xi+(n−j)r+t

)]
i=1...n
j=1...n

[
− xn−ji

]
i=1...n
j=1...n[

yn−ji

(
yi∂yi+(n+1−j)r

)]
i=1...n
j=1...n

[
yn−ji

]
i=1...n
j=1...n

 ,(5.1)
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Y(t) :=


[
xn−ji

]
i=1...n
j=1...n

[
xn−j−1
i

(
xi∂xi+(n−j)r

)]
i=1...n
j=1...n[

− yn+1−j
i

]
i=1...n
j=1...n

[
yn−ji

(
yi∂yi+(n−j)r+t

)]
i=1...n
j=1...n

(5.2)

and X(t) := ϕ(z)−1 det X(t), Y (t) := ϕ(z)−1 det Y(t) where ∂xi = ∂/∂xi and
∂yi = ∂/∂yi. These are linear differential operators with rational coefficients.

5.1. Theorem. Every Rλ, λ ∈ Λ, is an eigenvector of both X(t) and Y (t). More
precisely

X(t)Rλ =
∏
i odd

(t+ %i + λi)Rλ,(5.3)

Y (t)Rλ =
∏
i even

(t+ %i + λi)Rλ.(5.4)

Proof. Let f ∈ PW be homogeneous of degree d. For each entry aij of X(t) or Y(t)
we know that aij(f) is a polynomial of degree ≤ d+ d′i + d′′j (with d′i, d

′′
j as in (4.5)

or (4.6)). Using the fact that

(1− Tx,i)f(z) =∂xif + lower order terms,

(1 − Ty,i)f(z) =∂yif + lower order terms
(5.5)

one easily calculates that the d+d′i+d′′j -degree component of aij(f) is aij(f) where
aij is the ij-entry of X(t) or Y(t), respectively. Since

∑
i(d
′
i + d′′i ) = degϕ(z), we

get that X(t)f or Y (t)f is the d-degree homogeneous component of X(t)f or Y (t)f ,
respectively. Now the assertion follows from Theorem 4.5.

Remark. The operators X(t) and Y (t) are the semisymmetric analogues of the
Sekiguchi-Debiard operators, [Se], [De], which characterize Jack polynomials.

If we expand X(t) and Y (t) as a polynomial in t,

X(t) = tn +X1t
n−1 + . . .+Xn,

Y (t) = tn + Y 1t
n−1 + . . .+ Y n,

(5.6)

we obtain as in Corollary 4.6 pairwise commuting differential operatorsX1, . . . , Xn,
Y 1, . . . , Y n with Rλ as common eigenvectors. In general, these operators seem to
be more difficult to compute explicitly than their difference counterparts. We give
a formula for the most important ones, namely those of order one. For odd i we
define the following rational function:

ui := vi

∏
j even

(zi − zj)∏
j 6=i odd

(zi − zj)
where vi :=

{
zi for n odd,
1 for n even.

(5.7)

5.2. Theorem. The following equations hold:

η := X1 − nnr =
∑
i

zi
∂

∂zi
(Euler vector field),(5.8)

η′ := X1 − Y 1 − nr =
∑
i odd

ui
∂

∂zi
.(5.9)

Moreover, for all λ ∈ Λ holds η(Rλ) = |λ|oddRλ, η′(Rλ) = [λ]1Rλ.
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Proof. Let E be the Euler vector field. By (5.3), we have X1(Rλ) = |%+ λ|oddRλ.
From |λ|odd = degRλ and |%|odd = nnr it follows that η − E kills every Rλ and
therefore every W -invariant. The (non-symmetric) polynomials are all algebraic
functions of the semisymmetric ones. Since η − E is a derivation, it kills all poly-
nomials, i.e., η − E = 0.

By (4.18) and (4.19), we have

E′ := X1 − Y1 = [z]1 −
∑
i odd

D{i} = [z]1 −
∑
i odd

u′iTi(5.10)

where

u′i := vi

∏
j even

(zi − zj − r)∏
j 6=i odd

(zi − zj)
.(5.11)

From (4.15) and (4.16) we obtain E′(1) = [%]1 = nr. Thus, [z]1 −
∑

i odd u
′
i = nr

and we get

X1 − Y1 − nr =
∑
i odd

u′i(1− Ti).(5.12)

This implies (5.9) since (1− Ti)(f) = ∂f
∂zi

+ lower order terms.

The derivations η, η′ induce a bigrading on PW . More precisely, for integers a, b
let

PWa,b := {f ∈ PW | η(f) = af, η′(f) = bf}.(5.13)

Then PW =
⊕

a≥b≥0 PWa,b. To describe PWa,b explicitly, we have to find bihomoge-
neous generators of PW . For this, we introduce the semi-symmetric analogue of the
elementary symmetric polynomials, namely em(z) := R(1m)(z; r). More explicitly
we have by Corollary 2.9,

e2m−1(z) = em(zodd)− em(zeven) m = 1, . . . , n;

e2m(z) = em(zeven) m = 1, . . . , n.
(5.14)

Now, we consider the basis of PW which consists of all monomials in the em. More
precisely, we define‡ for any λ ∈ Λ

eλ := eλ1−λ2
1 eλ2−λ3

2 . . . eλn−1−λn
n−1 eλnn .(5.15)

This parametrization is chosen such that the leading term of eλ is z[λ]. Then PWa,b
is spanned by all eλ with |λ|odd = a and [λ]1 = b.

5.3. Corollary. For λ ∈ Λ consider the expansion Rλ =
∑

µ aλµeµ. Then only
those eµ occur for which |µ|odd = |λ|odd and [µ]1 = [λ]1.

Remark. This result will be generalized in Theorem 6.6.

We use Corollary 5.3 to compute Rλ for all two-row diagrams. We use the
multinomial coefficient

(
a

k1,... ,kn

)
:= a!

k1!...kn! where a = k1 + . . .+ kn.

‡In this notation, one has to be careful to distinguish between ea (the index is a number) and
e(a) (the index is a partition). The latter equals ea1 .
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5.4. Theorem. For integers a ≥ b ≥ 0 let cab =
(
a
b

)(−2r
a

)
. Then

R(a b) =
1
cab

∑
µ

(
−2r
µ1

)(
µ1

µ1−µ2, . . . , µn−1−µn, µn

)
eµ(5.16)

where the sum runs through all µ ∈ Λ with |µodd| = a and |µeven| = b.

Proof. We use a result for the usual Jack polynomials Pλ(z; r). Stanley ([St], see
also [KS1], Prop. 3.4 for a proof in the spirit of this paper), has shown that there
is a generating series

∞∑
a=0

vaP (a)(z; r) =
∏
i

(1 + zi)−r(5.17)

where the va =
(−r
a

)
6= 0. Then, by the Comparison Theorem 2.7 (with µ =

(a, 0, . . . )) there are constants wa,b 6= 0 such that∑
a≥b≥0

wa,bR(a b)(z) =
∏
i odd

(1 + zi)−2r.(5.18)

Now, we expand the right-hand side in bihomogeneous components. For this ob-
serve ∏

i odd

(1 + zi) = 1 +
∑
i≥1

ei(zodd) = 1 +
∑
i≥1

ei(z).(5.19)

Thus, we get∑
a≥b≥0

wa,bR(a b)(z) =
∑
d

(
−2r
d

)(∑
i≥1

ei

)d
=
∑
d

∑
k1+...+kn=d

(
−2r
d

)(
d

k1, . . . , kn

)
ek1

1 ek2
2 . . . eknn

=
∑
µ∈Λ

(
−2r
µ1

)(
µ1

µ1−µ2, . . . , µn−1−µn, µn

)
eµ.

(5.20)

Now, we compare the bihomogeneous components of bidegree (a, a − b) of both
sides and get formula (5.16) up to the scalar cab. But that scalar is easily obtained
by the requirement that the coefficient of e(a b) should be 1.

Examples. 1. The case n = 3. The summation in (5.16) runs through all µ ∈ Λ3

with µ1 + µ3 = a and µ2 = b. If we put µ3 = k, we get µ = (a − k, b, k) with
0 ≤ k ≤ min(a− b, b). Thus,

Ra,b,0 =
∑
k

(
a−k

a−b−k,b−k,k
)(−2r
a−k
)(

a
b

)(−2r
a

) ea−k,b,k =
∑
k

(−1)k
(
a−b
k

)(
b
k

)(
a+2r−1

k

)ea−k,b,k.(5.21)

Now, the recursion formula (2.10) implies Ra+1,b+1,c+1 = e3Ra,b,c. Thus, we obtain
a formula for Rµ for arbitrary µ ∈ Λ3:

Rµ1,µ2,µ3 =
∑
k

(−1)k
(
µ1−µ2
k

)(
µ2−µ3
k

)(
µ1−µ3+2r−1

k

) eµ1−µ2−k
1 eµ2−µ3−k

2 eµ3+k
3(5.22)

with

e1 = z1 − z2 + z3, e2 = z2, e3 = z1z3.(5.23)
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This formula can be rewritten in two ways. First, as a hypergeometric function

Rµ1,µ2,µ3 = eµ1−µ2
1 eµ2−µ3

2 eµ3
3 · 2F1

(
µ2−µ1, µ3−µ2

µ3−µ1−2r+1

∣∣∣ e3

e1 e2

)
.(5.24)

Secondly, we can express the sum (5.22) as a Jacobi polynomial which is defined as

Pα,βn (x) :=
(
α+ n

n

)
· 2F1

(−n, n+ α+ β + 1
α+ 1

∣∣∣1− x
2

)
.(5.25)

For this, we invert the order of the summands. Since k runs from 0 to the smaller
of µ1−µ2 and µ2−µ3, we have two cases. Set µ = (k1 +k2 +k3, k2 +k3, k3). Then
the first case is k1 ≤ k2. The substitution k = k1 − l gives

(−1)k
(
k1
k

)(
k2
k

)(
k1+k2+2r−1

k

) = (−1)k1

(
k2
k1

)(
k1+k2+2r−1

k1

) (−k1)l (k2 + 2r)l
(k2 − k1 + 1)l l!

(5.26)

where (a)l = a(a+ 1) . . . (a+ l − 1) is the Pochhammer symbol. Thus,

Rµ =
(
k2

k1

)(
−k2 − 2r

k1

)−1

ek2−k1
2 ek1+k3

3 · 2F1

(−k1, k2 + 2r
k2 − k1 + 1

∣∣∣e1e2

e3

)
.(5.27)

This, and a similar computation for k1 ≥ k2 gives

Rµ(z) =


(−k2−2r

k1

)−1 · ek2−k1
2 ek1+k3

3 · P k2−k1,2r−1
k1

(1− 2
e1e2

e3
) for k1 ≤ k2,(−k1−2r

k2

)−1 · ek1−k2
1 ek2+k3

3 · P k1−k2,2r−1
k2

(1− 2
e1e2

e3
) for k1 ≥ k2.

(5.28)

These formulas are essentially due to Vilenkin–Šapiro [VS]; see also [VK] 11.3.2.
2. The case n = 4. In this case, we put µ2 − µ3 = k and µ4 = l. Then

µ = (a− k − l, b− l, k + l, l) and we get

Ra,b,0,0 =
1
cab

∑
k,l

(
a−k−l

a−b−k, b−k−2l, k, l

)(
−2r
a−k−l

)
eµ

=
∑
k,l

(−a+b)k (−b)k+2l

(−a−2r+1)k+l k! l!
ea−b−k1 eb−l−2l

2 ek3el4

(5.29)

where

e1 = z1 − z2 + z3 − z4, e2 = z2 + z4, e3 = z1z3 − z2z4, e4 = z2z4.

This can be expressed in terms of one of Horn’s hypergeometric functions (see e.g.
[Ba] §5.7.1):

Ra,b,0,0 = ea−b1 eb2 ·H3(−b,−a+b,−a−2r+1;
e4

e2
2

,
e3

e1e2
).(5.30)

6. Triangularity

In this section, we investigate vanishing properties of the coefficients of Rλ(z; r).
For this, we consider the inhomogeneous dominance order : for µ, λ ∈ Nn define

µ ≤ λ def⇐⇒ µ1 + . . .+ µm ≤ λ1 + . . .+ λm for all m = 1, . . . , n.(6.1)
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The homogeneous dominance order, commonly considered in the theory of sym-
metric functions, is

µ 5 λ def⇐⇒ µ ≤ λ and |µ| = |λ|.(6.2)

Recall, that we defined the leading term of Rλ as z[λ] where [λ] is defined in (2.3).
The next theorem justifies this terminology.

6.1. Theorem. For every λ ∈ Λ there are expansions

Rλ(z) =
∑

µ∈Nn:µ≤[λ]

aλµz
µ and Rλ(z) =

∑
µ∈Nn:µ5[λ]

aλµz
µ.(6.3)

Proof. For 1 ≤ m ≤ n and f ∈ P denote the total degree of f in z1, . . . , zm by
degm f . Let m := bm/2c and m := m−m = dm/2e. We show first degmX(t)f ≤
degm f and degm Y (t)f ≤ degm f for all f ∈ PW .

Lemma 4.2 is nothing more than the case m = n. The general case is the
same except that the entries in the rows involving xm+1, . . . , xn and ym+1, . . . , yn
have degree 0. Thus the degree of X(t) can be computed by taking in (4.5) or
(4.6) the m largest entries of the d′′j and the entries of d′i which correspond to
x1, . . . , xm, y1, . . . , ym. Thus

degm det X(t) =
m∑
i=1

(n− i) +
m∑
i=1

(m− i) +m(n− n)(6.4)

=
m∑
i=1

(n− i) +
m∑
i=1

(m− i),

degm det Y(t) =
m∑
i=1

(n− i) +
m∑
i=1

(m− i− 1) +m(n− n+ 1)(6.5)

=
m∑
i=1

(n− i) +
m∑
i=1

(m− i).

On the other hand, degm ϕ(z) =
∑m

i=1(n−i)+
∑m

i=1(m−i) which proves the claim.
For λ ∈ Λ let Pλ and P◦λ be the intersection of PW with the span of all zµ

with µ ≤ [λ] and µ < [λ], respectively. Then, by what we have proved above, both
Pλ and P◦λ are stable under X(t) and Y (t). The monomial symmetric polynomial
m[λ](z) is in Pλ but not in P◦λ. Thus, P◦λ is of codimension one in Pλ. Because the
action of X(t), Y (t) is diagonalizable there is exactly one νλ ∈ Λ such that Rνλ is
in Pλ but not in P◦λ.

It remains to show νλ = λ for all λ. If there exists a counterexample, then choose
one which is minimal with respect to the order relation [ν] ≤ [λ]. Since Rνλ contains
z[νλ] (Lemma 2.3) we have [νλ] < [λ]. Thus, by minimality, Rνλ ∈ Pνλ ⊆ P◦λ in
contradiction to the definition of νλ.

Examples. 1. If λ is of the form (a, a, b, b, c, c, . . . ), then we know from Theorem
2.6 that Rλ is a polynomial in the even variables z2, z4, . . . only. This can also be
seen from triangularity: since [λ]1 = 0, we have µ1 = 0 for every zµ which occurs
in Rλ. Hence z1 does not occur. By symmetry, no odd variable occurs.

2. If λ is of the form (a, b, b, c, c, . . . ), then [λ] = (a, 0, b, 0, . . . ). Hence triangu-
larity prohibits, e.g., the occurrence of monomials zµ1

1 zµ2
2 . . . with µ1 + µ2 > a.
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This form of triangularity seems to be optimal when the expansion of Rλ in
monomials is considered but, since monomials are not bihomogeneous, it does not
cover the bigrading result of Corollay 5.3. Therefore, we expand Rλ in elementary
semisymmetric symmetric functions eµ defined in (5.15). Then, an equivalent form
of Theorem 6.1 is that for every λ ∈ Λ there are expansions

Rλ(z) =
∑

µ∈Nn:[µ]≤[λ]

aλµeµ and Rλ(z) =
∑

µ∈Nn:[µ]5[λ]

aλµeµ.(6.6)

The point is now to define an order relation on Λ which is stronger than [µ] ≤ [λ].
For this, let ϕ+ ⊆ Zn be the submonoid generated by all simple roots εi − εi+2,

1 ≤ i ≤ n − 2. Recall from Proposition 4.7, that Ψ0 ⊆ Zn was defined to be the
smallest W -stable monoid containing Λ. We define the semisymmetric analogue of
the inhomogeneous dominance order on Λ as

µ � λ def⇐⇒ λ− µ ∈ Ψ1 := Ψ0 + ϕ+.(6.7)

6.2. Lemma. The monoid Ψ1 also has the following descriptions:
a) It is generated by {εi − εi+2 | 1 ≤ i ≤ n− 2} ∪ {εn−1 + εn, ε2n−1}.
b) It consists of all λ ∈ Zn with 0 ≤ λodd, 0 ≤ λeven, and |λeven| ≤ |λodd|.

Proof. a) By Lemma 4.8, the monoid Ψ0 is generated by all elements of the form
εi + εj , (i odd, j even) and εi, (i odd). Using the generators of ϕ+, one can obtain
all these generators from either εn−1 + εn or ε2n−1 alone. This shows the claim.

b) First observe that the set of generators Σ in a) forms in fact a linear basis
of Zn. Now consider the set Σ′ consisting of the linear forms λ1, λ2, λ1 + λ3, λ2 +
λ4, λ1 + λ3 + λ5, . . . and λ1 − λ2 + λ3 − + . . . . Then the conditions in b) can be
rephrased as `(λ) ≥ 0 for all ` ∈ Σ′. Observe that Σ′ contains |λodd| which is a
sum of two other elements, thus redundant. When we remove it from Σ′ we obtain
a set Σ∗ which turns out to be the dual basis of Σ. Thus Ψ1 equals the set λ ∈ Zn
with `(λ) ≥ 0 for all ` ∈ Σ∗.

Since [λ]1 = |λodd| − |λeven|, we have in particular

µ � λ ⇐⇒ µodd ≤ λodd, µeven ≤ λeven, and [µ]1 ≤ [λ]1.(6.8)

Next, we compare µ � λ with [µ] ≤ [λ].

6.3. Lemma. The monoid Ψ̃1 := {λ ∈ Zn | 0 ≤ [λ]} is generated by

{εi − εi+2 | 1 ≤ i ≤ n− 2} ∪ {εn−1 + εn,−ε2}.(6.9)

Proof. One easily checks that the proposed set of generators is the dual basis to

{[λ]1 + . . .+ [λ]m | 1 ≤ m ≤ n}.(6.10)

The new order relation is indeed stronger than the one considered before:

6.4. Corollary. µ � λ implies [µ] ≤ [λ].

Proof. We have−ε2n = −ε2+(ε2−ε4)+. . .+(ε2n−2−ε2n). Since 2n (resp. 2n−1) is
the largest even (resp. odd) integer in 1, . . . , n we have ε2n−1 = −ε2n+(εn−1 +εn).
This implies Ψ1 ⊆ Ψ̃1 which is equivalent to the assertion.



254 FRIEDRICH KNOP

The homogeneous version of “�” is defined as

µ ≺= λ
def⇐⇒ µ � λ and |µ|odd = |λ|odd.(6.11)

Since |λ|odd = 0 for all λ ∈ ϕ+ and |λ|odd > 0 for all λ ∈ Ψ0 \ {0} the definition of
µ≺=λ simplifies to λ− µ ∈ ϕ+. Thus, we get

µ ≺= λ ⇐⇒ µodd 5 λodd and µeven 5 λeven.(6.12)

Now we are looking at expansions of elements in PW in the form
∑

µ aλµeµ. For
technical reasons we need a version which works for all elements in P .

6.5. Lemma. For f ∈ PW and λ ∈ Λ the following statements are equivalent:
a) In the expansion

f(u1 + u2, u2, u3 + u4, u4, . . . ) =
∑
µ∈Nn

aµu
µ(6.13)

(where un+1 := 0 if n is odd) only monomials uµ with µ ≤ [λ] and µeven ≤
λeven occur.

b) There is an expansion

f(z) =
∑

µ∈Λ:µ�λ
bµeµ.(6.14)

Proof. “b) ⇒ a)”: Let degm f be the total degree of f in u1, . . . , um which is the
same as the degree in z1, . . . , zm. Then one calculates

degm eλ =
m∑
i=1

[λ]i =

{∑m/2
i=1 λ2i−1 if m is even,∑(m−1)/2
i=1 λ2i + [λ]1 if m is odd.

(6.15)

We conclude that µ � λ implies degm eµ ≤ degm eλ. Thus, if uµ occurs in f , then

µ1 + . . .+ µm = degm u
µ ≤ degm f ≤ degm eλ = [λ]1 + . . .+ [λ]m,(6.16)

i.e., µ ≤ [λ].
Now let degum be the total degree of f in u2, u4, . . . , u2m. Then, due to can-

cellations, one has degum eλ =
∑m
i=1 λ2i. The same reasoning as above implies

µeven ≤ λeven whenever uµ occurs in f(u).
“a)⇒ b)”: Assume eµ occurs in the expansion of f . Then, by the calculations

above, we have to show degm eµ ≤ degm f and degum eµ ≤ degum f for all m (actually
it suffices to consider in the first case only m = 1 and all even m).

We treat degm first. For this define a total order on the monomials uλ: first we
order them by degm and then by the lexicographic order on (λ1, λ3, . . . , λ2, λ4, . . . ).
One checks that ep has the leading monomial u1u3 . . . up if p is odd and u2u4 . . . up
if p is even. Thus, the leading monomial of eλ is u[λ]. This shows in particular that
if the leading monomials of eλ and eµ coincide, then λ = µ. Therefore, if there
were an eµ occurring in f with degm eµ > degm f , then we take a maximal one.
Its leading monomial uν would not cancel out and would satisfy degm uν > degm f
in contradiction to a).

For degum we argue similarly. This time the total order on the monomials uλ is
by lexicographic order on (degum u

λ, λ2, λ4, . . . , λ1, λ3, . . . ). Then the leading term
of ep is u2u4 . . . up if p is even and u2u4 . . . up−1up if p is odd. Hence the leading
term of eλ is uλ1−λ2

1 uλ2
2 uλ3−λ4

3 . . . uλnn . These terms are again distinct for different
eλ’s. The rest of the argument is as above.
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Now we can state the better triangularity result announced earlier.

6.6. Theorem. For every λ ∈ Λ there are expansions

a) Rλ(u1 + u2, u2, u3 + u4, u4, . . . ) =
∑
µ∈Nn

aλµu
µ where µ ≤ [λ], µeven ≤ λeven;

b) Rλ(z) =
∑

µ∈Λ:µ�λ
bλµeµ(z) and Rλ(z) =

∑
µ∈Λ:µ≺= λ

bλµeµ(z).

Proof. By Lemma 6.5, it suffices to prove a). The degree function degm (see last
proof) is invariant under upper triangular linear coordinate transformations. Thus
µ ≤ [λ] follows from Theorem 6.1.

To prove µeven ≤ λeven recall that the total degree of f(u1+u2, u2, u3+u4, u4, . . . )
in the coordinates u2, u4, . . . u2m is denoted by degum f . We show first that the
operators X(t) and Y (t) preserve degum.

The substitution z2i−1 → u2i−1 + u2i corresponds to xi → xi + yi and Ty,i →
Ty,iT

−1
x,i in X(t) and Y(t). The same reasoning as in the proof of Theorem 6.1 shows

that degum det X(t) and deg det Y(t) are bounded by degϕ + m. Thus we have to
find a way to decrease this estimate for the degree of det X(t) and det Y(t) by m.

The idea is to add a multiple of the yi-row to the xi-row. Since the entries are
in a non-commutative ring some care is advised. For this, we develop det X(t) and
det Y(t) as ∑

± detA1,n+1
i1,j1

. . . detAm,n+m
im,jm

detAm+1,... ,n,n+1+m,... ,n
S(6.17)

where detAUV is the minor with row index in U and column index in V and where
the sum runs through all partitions {1, . . . , n} = {i1, j1}∪̇ . . . ∪̇{im, jm}∪̇S. The
degree of the last factor (involving S) is zero. Now we show that the degree of each
2× 2-minor is one less than expected which would prove the claim.

For this we write

detAl,n+l
il,jl

= det
(
x11 x12

x21 x22

)
= (x11 + αx21)x22 − x21(x12 + αx22)− [α, x21]x22

(6.18)

where

α :=


Tx,l if A = X(t) and n is even,
ylTx,l if A = X(t) and n is odd,
y−1
l Tx,l if A = Y(t) and n is even,
Tx,l if A = Y(t) and n is odd.

(6.19)

As mentioned above this amounts to add α times row #n+ l to row #l of (4.11) or
(4.14), respectively. Then it is easy to check that degum(x1j +αx2j) ≤ degum x1j − 1
and degum[α, x21] ≤ degum x11 − 1 which proves the claim.

The rest of the proof is the same as for Theorem 6.1. For λ ∈ Λ let Pλ be the
space of all semisymmetric functions f in which only monomials uµ with µ ≤ [λ]
and µeven ≤ λeven occur. Let P◦λ be the same with additionally µ 6= λ. Then both
spaces are stable under X(t) and Y (t). Moreover eλ ∈ Pλ \ P◦λ. We conclude as in
Theorem 6.1.

Examples. The improvement of strong triangularity over the weak one is the more
significant the smaller λeven is. The most extreme case is λ = (a) where Theorem
6.1 doesn’t give any restriction. But Theorem 6.6 states R(a) =

∑a
i=0 cie(i) which
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is of course also a consequence of the direct calculation in Corollary 4.10. A more
specific example is λ = (5, 2, 0, . . . ) for n ≥ 10. In that case, Rλ has, according to
Theorem 6.1, 70 independent coefficients while Theorem 6.6 boils that down to 27.

Remark. Part b) of the theorem is entirely analogous to a similar theorem for
(shifted) Jack polynomials but part a) is a bit strange since the pretty asymmetric
coordinates ui appear. A conceptual explanation for their appearance would be
very desirable.

Now we can prove a triangularity property which is completely intrinsic for the
polynomials Rλ:

6.7. Theorem. For every λ, µ ∈ Λ consider the expansion RλRµ =
∑
τ a

τ
λµRτ .

Then aτλµ = 0 unless λ, µ v τ � λ+ µ.

Proof. First we show τ � λ+ µ whenever aτλµ 6= 0. We have

RλRµ =
∑
τ1,τ2

bλτ1bµτ2eτ1eτ2 =
∑
ν

cνeν with cν =
∑

τ1+τ2=ν

bλτ1bµτ2 .(6.20)

Moreover, τ1 � λ and τ2 � µ imply ν = τ1 + τ2 � λ + µ. Now, observe that the
transformation matrix bλµ is upper unitriangular. Thus, its inverse matrix has the
same property, i.e., we have expansions eλ =

∑
µ�λ b

′
λµRµ. Hence

RλRµ =
∑
ν,τ

cνb
′
ντRτ =

∑
τ

aτλµRτ(6.21)

with τ � ν � λ+ µ.
Now we show λ v τ whenever aτλµ 6= 0. The relation µ v τ follows then

by symmetry. Let τ0 be a v-minimal counterexample. Since λ 6v τ0, the Extra
Vanishing Theorem 4.9 implies Rλ(% + τ0) = 0. Hence

∑
τ a

τ
λτRτ (% + τ0) = 0.

Again by the Extra Vanishing Theorem, only those τ with τ v τ0 contribute to this
sum. For those we have λ 6v τ . The minimality of τ0 implies τ = τ0 unless aτλµ = 0.
From this we derive the contradiction aτ0λµRτ0(%+ τ0) = 0.

7. The binomial theorem

In this section we derive a binomial type theorem for semisymmetric functions.
The proof is similar to that for symmetric functions in [Ok].

So far, we considered values of Rλ in the points z = %+ λ. Now we use that the
difference operators also have a dual vanishing property.

Recall that R is the algebra generated by the Xi and Yi where X(t) =
∑

iXit
i

and Y (t) =
∑

i Yit
i. We introduce a degree function on R by letting deg zi = 0

and degTλ := |λ|odd. Thus, degXi = deg Yi = i. Observe that (PW )∗ is a right
EndPW -module, hence a right R-module. For τ ∈ kn let δτ ∈ (PW )∗ be the
evaluation map f 7→ f(τ). Then, as explained in its proof, Proposition 4.7 d)
amounts to

⊕
λ∈Λ kδ%+λ being an R-submodule of (PW )∗. Now, for any α ∈ k, let

α := (α, . . . , α) ∈ kn and %α := %+ α = ((n− i)r + α)i. Then we have

7.1. Proposition. Assume r 6= 0. Consider the space M :=
⊕

λ∈Λ k δ−%α−λ.
a) M is an R-submodule of (PW )∗.
b) Define a filtration on M by putting deg δ−%α−λ := |λ|odd. Assume α 6∈ −N−
N · 2r. Then the map R → M : D 7→ δ−%αD is an isomorphism of filtered
k-vector spaces.
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Proof. Let λ ∈ Λ and D be either Xi or Yi. Then, the assumption r 6= 0 makes sure
that δ−%α−λD can be computed in the obvious way since then the denominator of
D does not vanish at −%α − λ.

a) It suffices to show that δ−%α−λDI ∈ M for any I ⊆ {1, . . . , n}. This is no
problem if λ + εI ∈ Λ. Otherwise, there is an index j with j 6∈ I, i := j + 1 ∈ I,
and λi = λj . But then the factor zi − zj − r in DI vanishes at z = −%α − λ.

b) The map clearly preserves filtrations. Since corresponding filtration spaces
on both sides have the same dimension, it suffices to show surjectivity. We do that
by induction on the degree. By the explicit formulas (4.9), (4.10) we have

Xm = (−1)m
∑

I∈Podd
|I|o=m

DI +
∑

I:|I|o<m
c
(1)
I (z)DI ,(7.1)

Ym = (−1)m
∑

I∈Peven
|I|o=m

DI +
∑

I:|I|o<m
c
(2)
I (z)DI .(7.2)

Thus, if we put Z2m−1 := (−1)m(Xm−Ym) for m = 1, . . . , n and Z2m := (−1)mYm
for m = 0, . . . , n− 1 we obtain operators with an expansion

Zp =
∑

µ∈Nn:µ�(1p)

cµ(z)Tµ(7.3)

where

c(1p)(z) =
∏
i≤p

n−i even

zi
∏
i≤p<j
j−i odd

(zi − zj − r)
∏
i≤p<j
j−i even

(zi − zj)−1.(7.4)

Let λ ∈ Λ be non-zero. Let p be maximal with λp 6= 0. Put µ := λ − (1p) ∈ Λ.
Then we have

δ−%α−µZr ∈ c(1p)(−%α − µ)δ−%α−λ +
∑
ν≺λ

kδ−%α−ν .(7.5)

The assumptions on r and α ensure that c(1p)(−%α − µ) 6= 0. The induction
hypothesis implies that δ−%α−λ is in the image.

7.2. Lemma. Assume r 6= 0 and α 6∈ −N − N · 2r. Then Rλ(−%α) 6= 0 for all
λ ∈ Λ.

Proof. Suppose Rλ(−%α) = 0. For µ ∈ Λ let D ∈ R with δ−%α−µ = δ−%αD. Since
Rλ is an eigenvector of D we also have Rλ(−%α−µ) = 0. This contradicts the fact
that −%α − Λ is Zariski dense in kn.

Remark. This lemma is only preliminary. Later, we prove the explicit formula (8.9)
for Rλ(−%α).

The binomial type theorem, announced in the beginning, is:

7.3. Theorem. Assume r 6= 0 and α 6∈ −N − N · 2r. Then for every λ ∈ Λ the
following formula holds:

Rλ(−α− z)
Rλ(−%α)

=
∑
µ∈Λ

(−1)|µ|odd
Rµ(%+ λ)
Rµ(%+ µ)

Rµ(z)
Rµ(−%α)

.(7.6)
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Proof. The polynomials Rλ(−α−z) form also a basis of PW . Hence, every f ∈ PW
has an expansion

f(z) =
∑
µ

aµ(f)Rµ(−α− z)(7.7)

with aµ ∈ (PW )∗. We claim aµ ∈ M with deg aµ ≤ |µ|odd. To show this, we
evaluate (7.7) at z = −%α − µ and get

δ−%α−µ(f) =
∑
τ

aτ (f)Rτ (%+ µ) = aµ(f) +
∑

|τ |odd<|µ|odd

aτ (f)Rτ (%+ µ).(7.8)

Then the claim follows by induction on |µ|odd.
It follows from Proposition 7.1 that there is Dµ ∈ R with degDµ ≤ |µ|odd such

that aµ(f) = (Dµf)(−%α). We apply this to f = Rλ. Then

aµ(Rλ) = (DµRλ)(−%α) = pµ(%+ λ)Rλ(−%α)(7.9)

where pµ := c
Dµ
0 ∈ PW by Proposition 4.7 c). We have deg pµ = degDµ ≤ |µ|odd.

On the other side, we see directly from (7.7) that

aµ(Rλ) =

{
0 if |λ|odd ≤ |µ|odd and λ 6= µ;
(−1)|µ|odd if λ = µ.

(7.10)

Thus (7.9), (7.10) together and the very definition of Rµ(z) imply

Rµ(−%α)pµ(z) =
(−1)|µ|odd

Rµ(%+ µ)
Rµ(z)(7.11)

and therefore

aµ(Rλ) = (−1)|µ|odd
Rµ(%+ λ)
Rµ(%+ µ)

Rλ(−%α)
Rµ(−%α)

.(7.12)

Now, we insert this into (7.7), replace z by −α− z and obtain (7.6).

Remarks. 1. By Theorem 4.9, only those µ with µ v λ contribute to the sum in
formula (7.6). In particular, the sum is finite.

2. The normalizing factor Rλ(−%α) in the denominator renders the formula
more symmetric but causes the restriction on α. Of course, for every α there is an
expansion of Rλ(−α− z) in terms of Rµ(z). It can be easily obtained by using the
explicit formula (8.9) to calculate the ratio Rλ(−%α)/Rµ(−%α).

There are two immediate applications of the binomial formula (7.6).

7.4. Corollary. Assume r 6= 0 and α 6∈ −N− N · 2r. Then the matrix(
Rλ(−%α − ν)
Rλ(−%α)

)
λ,ν∈Λ

(7.13)

is symmetric.

Proof. Substitute z = % + ν in (7.6). Then the right-hand side becomes clearly
symmetric in λ and ν.

7.5. Corollary. The matrix(
(−1)|µ|odd

Rµ(%+ λ)
Rµ(%+ µ)

)
µ,λ∈Λ

(7.14)

is an involution.
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Proof. By the binomial formula (7.6), the matrix (7.14) expresses the effect of the
involution z 7→ −α− z on PW with respect to the basis Rµ(z)

Rµ(−%α) , at least if r 6= 0.
For r = 0 we argue by continuity.

The involutory matrix (7.14) can be used to derive an explicit interpolation
formula (Theorem 7.6 iii) below). For this, let C(% + Λ) be the set of k-valued
functions on %+ Λ. For f ∈ C(%+ Λ) we define f̂ ∈ C(%+ Λ) by

f̂(%+ λ) :=
∑
µ∈Λ

(−1)|µ|odd
Rµ(%+ λ)
Rµ(%+ µ)

f(%+ µ).(7.15)

For any fixed λ the sum is finite by the Extra Vanishing Theorem 4.9. Let
C0(%+ Λ) ⊆ C(%+ Λ) be the functions with finite support. We consider, via restric-
tion, PW as a subspace of C(%+ Λ). By Lemma 4.4, C(%+ Λ) is a left R-module,
provided r 6= 0.

7.6. Theorem. The transformation f 7→ f̂ has the following properties:

i) ˆ̂
f = f .

ii) f ∈ PW ⇔ f̂ ∈ C0(%+ Λ).
iii) For f ∈ PW holds f(z) =

∑
µ∈Λ(−1)|µ|odd f̂(%+ µ) Rµ(z)

Rµ(%+µ) .

iv) Assume r 6= 0. For every D ∈ R holds D̂(f) = cD0 f̂ and ĉD0 f = D(f̂).

Proof. i) follows from Corollary 7.5 and the fact that the transpose of an involutive
matrix is involutive. Let χ%+ν ∈ C0 be the characteristic function of the one-point
set {%+ ν}. Then χ̂%+ν = (−1)|ν|oddRν(%+ ν)−1Rν . Hence, f 7→ f̂ maps a basis of
C0 to a basis of PW which proves ii). Part iii) is a direct consequence of i) and ii).

Finally, let D ∈ R. The second formula in iv) follows from the first by i). Thus
we have to prove

D̂(f)(%+ λ) = cD0 (%+ λ)f̂ (%+ λ)(7.16)

for every D ∈ R, λ ∈ Λ, and f ∈ C. If we fix D and λ, then there is a finite subset
S ⊂ %+ Λ such that both sides of (7.16) depend only on values of f in S. Since on
S every f ∈ C can be interpolated by an element of PW it suffices to prove (7.16)
for f = Rν . But then we have

D̂(Rν) = [cD0 (%+ ν)Rν ]∧ = cD0 (%+ ν)R̂ν = cD0 R̂ν .(7.17)

The last equality holds since R̂ν is a multiple of the characteristic function χ%+ν .

7.7. Corollary. Assume r 6= 0. Let A ⊆ Endk PW be the algebra generated by
PW and R. Then there is an involutory automorphism of A which interchanges
PW and R.

Proof. The automorphism is D 7→ D̂, where D̂(f) := D̂(f̂). Then Theorem 7.6 i)
implies that this is an involution and part iv) implies D̂ = cD0 for every D ∈ R.

8. The evaluation formula

The symmetry of the matrix (7.13) allows us to switch the index with the argu-
ment. Using this, we obtain Pieri type formulas:



260 FRIEDRICH KNOP

8.1. Theorem. Assume r 6= 0 and α 6∈ −N − N · 2r. Let D =
∑

η c
D
η (z)Tη ∈ R.

Then for all µ ∈ Λ holds

cD0 (−α− z)
Rµ(z)

Rµ(−%α)
=
∑
λ∈Λ

cDλ−µ(−%α − µ)
Rλ(z)

Rλ(−%α)
.(8.1)

Proof. We substitute z = −%α−µ in the equation cD0 (%+ ν)Rν(z) = D(Rν)(z) and
apply symmetry (i.e., Corollary 7.4) on both sides. Thus we obtain

cD0 (%+ ν)Rν(−%α)
Rµ(−%α − ν)
Rµ(−%α)

=
∑
η

cDη (−%α − µ)Rν(−%α)
Rµ+η(−%α − ν)
Rµ+η(−%α)

.

(8.2)

After canceling Rν(−%α), both sides of (8.2) become polynomials in ν. Hence we
may replace ν by −%α − z. Then putting η = λ− µ yields the desired formula.

We are applying this to D = X(t) and D = Y (t). By Proposition 4.3, the
non-zero coefficients are

cX(t)
εI (z) = (−1)|I|o uodd

I (z, t) vI(z)wI(z; r), I ∈ Podd,

cY (t)
εI (z) = (−1)|I|o ueven

I (z, t) vI(z)wI(z; r), I ∈ Peven.
(8.3)

where

u
odd/even
I (z, t) =

∏
i6∈I

i odd/even

(t+ zi), vI(z) =
∏
i∈I

n−i even

zi(8.4)

wI(z; r) =
∏

i∈I,j 6∈I
j−i odd

(zi − zj − r) ·
∏

i∈I,j 6∈I
j−i even

(zi − zj)−1.(8.5)

After replacing t by α− t we obtain∏
i odd/even

(t+ zi) Rµ(z) =
∑

I∈Podd/even

u
odd/even
I (%+ µ, t)

× vI(%α + µ)wI(%α + µ;−r) (−1)|I|oRµ(−%α)
Rµ+εI (−%α)

Rµ+εI (z).

(8.6)

We postpone the simplification of this formula until section 9. Instead, we use (8.6)
to derive an explicit formula for Rλ(−%α). To state the result let

[x ↑ m] := x(x+ 1) . . . (x+m− 1)(8.7)

be the rising factorial polynomial. For a box s = (i, j) ∈ N2 of a partition λ recall
the following notation:

aλ(s) := λi − j (arm-length) a′(s) := j − 1 (arm-colength),
lλ(s) := λ′j − i (leg-length) l′(s) := i− 1 (leg-colength).(8.8)

8.2. Theorem. Assume r 6= 0. Then for every λ ∈ Λ the evaluation formula

Rλ(−%α) = (−1)|λ|oddAλ(α)Bλ,(8.9)

holds where

Aλ(α) :=
∏

1≤i≤n
n−i even

[α+ (n− i)r ↑ λi] =
∏
s∈λ

n−l′(s) odd

(
α+ a′(s) + (n− l′(s)− 1)r

)(8.10)
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and

Bλ :=

∏
1≤i<j≤n
j−i odd

[(j − i+ 1)r ↑ λi − λj ]

∏
1≤i<j≤n
j−i even

[(j − i)r ↑ λi − λj ]
=

∏
s∈λ

n−l′(s) even

(
a′(s) + (n− l′(s))r

)
∏
s∈λ

lλ(s) odd

(
aλ(s) + (lλ(s) + 1)r

) .(8.11)

Proof. By continuity, we may assume α 6∈ −N − N · 2r. We expand both sides of
(8.6) as a polynomial in t and compare coefficients. Then the product on the left-
hand side becomes ed(zodd/even) while on the right-hand side the uI -factor has to be
replaced by ed−|I|o(zi|i 6∈ I odd/even). In particular, only sets I with |I|o ≤ d enter
the formula. It is easily checked that the set of εI with I ∈ Podd (resp. I ∈ Peven)
with |I|o ≤ d has a unique maximum with respect to the order relation [µ] ≤ [λ],
namely (1b) =

∑b
i=1 εi where b = 2d − 1 (resp. b = 2d). Thus, by Theorem 6.1,

the monomial z[µ+(1b)] appears on the right-hand side exactly once. Comparing its
coefficient, we obtain for all b = 1, . . . , n:

Rµ+(1b)(−%α) = (−1)d
b
2 ev(1b)(%α + µ)w(1b)(%α + µ;−r)Rµ(−%α).(8.12)

This is a recursion relation which allows us to compute Rµ(−%α) by deleting one
column at a time. It follows that Rµ(−%α) = (−1)|µ|oddAµBµ with Aµ+(1b) =
v(1b)(%+ α+ µ)Aµ and Bµ+(1b) = w(1b)(%α + µ;−r)Bµ.

The first relation implies easily both formulas for Aµ. The expressions for Bµ
could be derived in the same way as the analogous formulas [Mac], VI(6.11) and
(6.11′) for Macdonald polynomials. Especially the second expression for Bλ in
(8.11) is quite tedious to derive which is mainly due to the parity conditions. But
there is a trick to derive our formulas directly from Macdonald’s formulas (6.11)
and (6.11′). For any product of the form

P =
∏
i

(1− qaitbi)(8.13)

with ai, bi ≥ 0 we define

[P ]even :=
∏

{i|bi even}
(ai + bir).(8.14)

The map P 7→ [P ]even is multiplicative. The point is now the easily verified
formula [Bν/µ]even = w(1b)(%α + µ;−r) with Bν/µ as in loc. cit. VI(6.4). From
loc. cit. VI(6.10) we obtain Bµ = [u0(Pµ)]even. Now the formulas for Bµ above are
nothing more than [·]even applied to loc. cit. VI(6.11) and (6.11′).

Remarks. 1. The evaluation formula (8.9) are also valid for r = 0 provided one
replaces the expressions for Bλ in (8.2) by their limits for r → 0. The same remark
holds for all the Pieri formulas in section 9.

2. The polynomials Rλ(z; r) have, in general, coefficients in Q(r). Conjecturally,
one obtains an integral form as follows. For λ ∈ Λ let

[cλ]even :=
∏
s∈λ

lλ(s) odd

(
aλ(s) + (lλ(s) + 1)r

)
(8.15)

and Rλ(z; r) := [cλ]evenRλ(z; r).

8.3. Conjecture. For all λ ∈ Λ holds Rλ(z; r) ∈ Z[r, z].
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The factor [cλ]even is the denominator of the second expression for Bλ in (8.2).
For n >> 0 there is no cancellation involving the variable r. Thus, at least up to a
rational factor and for big n, the conjectured statement appears to be optimal. The
conjecture has been tested for n ≤ 6 and |λ|odd ≤ 6. (Shifted) Jack polynomials
have also certain positivity properties (see [KS1] and [KS2]) but none of them seem
to generalize to semisymmetric polynomials.

Now, we specialize the evaluation and the binomial formula to the homogeneous
polynomials Rλ. The evaluation formula (8.9) becomes

8.4. Theorem. For λ ∈ Λ holds

Rλ(1, . . . , 1) =

{
Bλ if n is odd or [λ]1 = 0;
0 otherwise.

(8.16)

Proof. This follows from (8.9) by calculating limα→∞ α−|λ|oddRλ(−%α). The parity
of n comes in because degαAλ(α) equals |λ|odd (resp. |λ|even) if n is odd (resp.
even).

Now, the binomial formula (7.6) becomes:

8.5. Theorem. Assume r 6= 0. For all λ ∈ Λ holds

Rλ(1 + z)
Bλ

=
∑
µ

Rµ(%+ λ)
Rµ(%+ µ)

Rµ(z)
Bµ

.(8.17)

The sum is over all µ ∈ Λ with µ v λ and, in case n is even, additionally with
[µ]1 = [λ]1.

Proof. Using the evaluation formula (8.9), this follows from (7.6) by replacing z by
αz, dividing by the appropriate power αN and taking the limit α→∞. Here

N =

{
|λ|odd − |λ|odd = 0 if n is odd;
|λ|odd − |λ|even = [λ]1 if n is even.

(8.18)

Remark. In the classical case, Lassalle [La] used the expansion of Pλ(1 + z) to
define “generalized binomial coefficients”. Okounkov and Olshanski [OO] proved
later the classical analogue of (8.17). This implies in particular that Lassalle’s
binomial coefficients equal Pµ(%+λ)

Pµ(%+µ) . Thus, classically it is possible to define shifted
polynomials from the theory of the unshifted ones. The theorem above shows that
this fails in the semisymmetric case if the number of variables n is even.

9. The Pieri formula

Now, we make the Pieri formula completely explicit. Recall again some notation:
For λ = µ+ εI let Cλ/µ (resp. Rλ/µ) be the set of boxes of µ which are in the same
column (resp. row) as some box of λ \ µ.

9.1. Theorem. Assume r 6= 0. For every µ ∈ Λ holds

∏
i odd/even

(t+ zi) Rµ(z) =
∑

I∈Podd/even

∏
i6∈I

i odd/even

(t+ %i + µi) [ψ′λ/µ]even Rλ(z).

(9.1)
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Here λ = µ+ εI and I runs through Podd/even. Moreover,

[ψ′λ/µ]even =

∏
i6∈I,j∈I

i<j,j−i odd

(
µi − µj + (j − i− 1)r

)(
λi − λj + (j − i+ 1)r

)
∏

i6∈I,j∈I
i<j,j−i even

(
µi − µj + (j − i)r

)(
λi − λj + (j − i)r

)
=

∏
s∈Cλ/µ−Rλ/µ

[bλ(s)]even

[bµ(s)]even

(9.2)

where

[bλ(s)]even :=

{
aλ(s) + (lλ(s) + 1)r for lλ(s) odd,(
(aλ(s) + 1) + lλ(s)r

)−1 for lλ(s) even.
(9.3)

Proof. By (8.6) and the evaluation formula (8.9) we have to calculate(
vI(%α + µ)

Aµ(α)
Aµ+εI (α)

)(
wI(%α + µ;−r) Bµ

Bµ+εI

)
.(9.4)

One easily verifies that the first factor is 1 (not too surprising, given the fact that the
result can not depend on α). For the second factor we apply the same trick as in the
proof of Theorem 8.2 and obtain: it is [·]even applied to the corresponding formulas
for Macdonald polynomials. The result follows from [Mac], VI(6.7′), (6.13), and
(6.23).

Remarks. 1. A priori, it might happen that λ = µ + εI is not a partition. But
then [ψ′λ/µ]even = 0 and the corresponding summand may be omitted. In fact, in
that case there is an index i such that i 6∈ I, j := i + 1 ∈ I and µi = µi+1. Thus
[ψ′λ/µ]even contains the factor µi − µj + (j − i− 1)r = 0.

2. The first expression for [ψ′λ/µ]even shows that it is a rational function in µ.
The second expression takes the cancellation into account which occurs when the
“vertical strip” λ \ µ contains boxes in the same column, i.e., if there is an index i
such that i ∈ I, i+ 1 ∈ I and µi = µi+1.

By comparing coefficients of powers of t we easily obtain Pieri formulas involving
elementary symmetric functions:

9.2. Corollary.

em(zi | i odd
even) Rµ(z) =

∑
I

em−s(µi+%i | i 6∈ I, i odd
even) [ψ′λ/µ]even Rλ(z)(9.5)

where λ = µ + εI and where I runs through the elements of Podd/even with s :=
|I|o ≤ m.

Example. For n = 3 we obtain:

(z1+z3) · Rµ1,µ2,µ3 = (µ1+µ3+2r)Rµ1,µ2,µ3

+Rµ1+1,µ2,µ3 +
(µ2−µ3)(µ2−µ3−1+2r)

(µ1−µ3+2r)(µ1−µ3−1+2r)
Rµ1,µ2,µ3+1

+Rµ1+1,µ2+1,µ3 +
(µ1−µ2)(µ1−µ2−1+2r)

(µ1−µ3+2r)(µ1−µ3−1+2r)
Rµ1,µ2+1,µ3+1,

(9.6)
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z2 · Rµ1,µ2,µ3 = (µ2+r)Rµ1,µ2,µ3

+Rµ1+1,µ2+1,µ3 +
(µ1−µ2)(µ1−µ2−1+2r)

(µ1−µ3+2r)(µ1−µ3−1+2r)
Rµ1,µ2+1,µ3+1,

(9.7)

z1z3 ·Rµ1,µ2,µ3 = (µ1+2r)µ3Rµ1,µ2,µ3

+µ3Rµ1+1,µ2,µ3 + (µ1+2r)
(µ2−µ3)(µ2−µ3−1+2r)

(µ1−µ3+2r)(µ1−µ3−1+2r)
Rµ1,µ2,µ3+1

+ µ3Rµ1+1,µ2+1,µ3 + (µ1+2r)
(µ1−µ2)(µ1−µ2−1+2r)

(µ1−µ3+2r)(µ1−µ3−1+2r)
Rµ1,µ2+1,µ3+1

+Rµ1+1,µ2+1,µ3+1.

(9.8)

Formula (9.5) can be used to give a Pieri rule for multiplication with shifted
elementary semisymmetric polynomials. For this, we introduce the following nota-
tion. Let I ∈ Podd, s = |I| and f a semi-symmetric polynomial in n− s variables.
Then we define f(z|I ′) := f(zks+1 , . . . , zkn) where i 7→ ki is any parity preserv-
ing bijection from {s + 1, . . . , n} to {1, . . . , n} \ I. For example, if n = 5, then
f(z|{2, 3, 5}′) = f(z4, z1).

9.3. Theorem. For m = 0, . . . , n and µ ∈ Λ holds

R(1m)(z)Rµ(z) =
m∑
s=0

∑
|I|=s

R(1m−s)(%+ µ|I ′) [ψ′λ/µ]even Rλ(z).(9.9)

Here λ = µ+ εI and I runs through Podd/even according to m odd/even.

Proof. From the Triangularity Theorem 6.1 (or Corollary 2.8 and the explicit formu-
las in [KS1]) it follows that R(1m) is a linear combination of elementary symmetric
functions in the odd or even variables. Thus Corollary 9.2 implies that there are
semisymmetric functions fp(z1, . . . , zn−p) such that

R(1m)(z)Rµ(z) =
∑
I

f|I|(%+ µ|I ′)[ψ′λ/µ]evenRλ(z).(9.10)

Here the sum is over all I ∈ Podd/even if m is odd/even. Moreover, (with p = |I|)

deg fp ≤ degR(1m) − |I|o =
⌈m

2

⌉
−
⌈p

2

⌉
.(9.11)

As one easily checks, the formula⌈m
2

⌉
−
⌈p

2

⌉
=
⌈m− p

2

⌉
(9.12)

holds except when m is even and p is odd, a case which does not occur. Thus we
get deg fp ≤ degR(1m−p) for all m.

Next, we show that the vanishing conditions hold for fp. For this, let I =
{1, . . . , p}. Then f|I|(% + µ|I ′) = fp(%p+1 + µp+1, . . . , %n + µn). Put λ = µ + εI .
Since [ψ′λ/µ]even 6= 0 it suffices to show that Rλ does not occur in the expansion of
R(1m)Rµ whenever µp+(m−p) = µm = 0. For this, we put zm = %m, . . . , zn = %n.
Then the left-hand side of (9.10) vanishes while, by Proposition 2.5, on the right-
hand side those Rλ’s which don’t vanish remain linearly independent. Thus, the
coefficient in front of Rµ+εI is zero which proves the claim.

We have proved that fp is a multiple of R(1m−p). To show equality we put
zm+1 = %m+1, . . . , zn = %n in (9.10) and then replace zi by %m+zi for i = 1, . . . ,m.
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Then R(1m)(z) becomes R(1m)(z1, . . . , zm) which is the last elementary symmetric
polynomial in the odd, respectively even, variables. Thus (9.10) becomes simply a
special case of Corollary 9.2 which implies fp = R(1m−p).

Example. By (2.22) for n = 3 holds R(1)(z) = z1 − z2 + z3 − r. Thus formulas
(9.6) and (9.7) imply

R(1) · Rµ1,µ2,µ3 = (µ1−µ2+µ3)Rµ1,µ2,µ3

+Rµ1+1,µ2,µ3 +
(µ2−µ3)(µ2−µ3−1+2r)

(µ1−µ3+2r)(µ1−µ3−1+2r)
Rµ1,µ2,µ3+1

(9.13)

in accordance with (9.9), case m = 1. Observe also the cancellation which occurs
when one subtracts (9.7) from (9.6). This is reflected in the fact that in (9.9) for
m odd the a priori possible terms with |I| = m+ 1 are missing.

As a consequence of (9.9) we obtain a Pieri rule for the top homogeneous parts:

9.4. Corollary. For every µ ∈ Λ and m = 1, . . . , n holds

em(z)Rµ(z) =
∑
I

[ψ′λ/µ]evenRλ(z).(9.14)

Here λ = µ+ εI and I runs through all subsets of {1, . . . , n} consisting of dm2 e odd
numbers and bm2 c even numbers.

Finally, we complete the explicit computation of Rλ, started in Corollary 4.10,
where λ is a hook.

9.5. Corollary. Let a,m ≥ 2 be integers with m even. Then

R(a 1m−1) = (R(1) − 1)(R(1) − 2) . . .

(R(1) − a+ 2)
(
R(1)R(1m) −

a− 1
a− 1 +mr

R(1m+1)

)
.

(9.15)

Proof. From formula (9.9) and some short calculations we get

R(1) ·R(a−1 1m−1) = (a− 2)R(a−1 1m−1) +R(a 1m−1)

+
mr

(a−2+mr)(a−1+mr)
R(a−1 1m).

(9.16)

Thus,

R(a 1m−1) = (R(1)−a+2)R(a−1 1m−1) −
mr

(a−2+mr)(a−1+mr)
R(a−1 1m).(9.17)

This already implies formula (9.15) for a = 2. For a ≥ 2 we are using induction
and formula (4.24) for R(a−1 1m):

R(a 1m−1) = (R(1) − 1) . . . (R(1) − a+ 2)
(
R(1)R(1m) −

a− 2
a− 2 +mr

R(1m+1)

)
− mr

(a− 2 +mr)(a − 1 +mr)
(R(1) − 1) . . . (R(1) − a+ 2)R(1m+1)

= (R(1) − 1)(R(1) − 2) . . . (R(1) − a+ 2)
(
R(1)R(1m) −

a−1
a−1+mr

R(1m+1)

)
.

(9.18)
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[De] Debiard, A., Polynômes de Tchébychev et de Jacobi dans un espace euclidien de dimension
p, C.R. Acad. Sci. Paris Sér. Math. 296 (1983), 529–532. MR 84g:33016

[GW] Goodman, R. and Wallach, N., Representations and invariants of the classical groups,
Encycl. Math. Appl. 68, Cambridge Univ. Press, Cambridge, 1998. MR 99b:20073

[Kac] Kac, V., Some remarks on nilpotent orbits, J. Algebra 64 (1980), 190–213. MR 81i:17005
[Kn1] Knop, F., Some remarks on multiplicity free spaces, Proc. NATO Adv. Study Inst. on

Representation Theory and Algebraic Geometry (A. Broer, G. Sabidussi, eds.) Nato ASI
Series C, vol. 514, Kluwer, Dortrecht, 1998, pp. 301–317. MR 99i:20056

[Kn2] Knop, F., Symmetric and non-symmetric quantum Capelli polynomials, Comment. Math.
Helv. 72 (1997), 84-100; q-alg/9603028. MR 98m:05204

[KS1] Knop, F. and Sahi, S., Difference equations and symmetric polynomials defined by their
zeros, Intern. Math. Res. Notices 10 (1996), 473–486; q-alg/9610017. MR 99d:05086

[KS2] Knop, F. and Sahi, S., A recursion and a combinatorial formula for Jack polynomials,
Invent. Math. 128 (1997), 9–22; q-alg/9610016. MR 98k:33040
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to SU(n− 1), Izv. Vysš. Učebn. Zaved. Matematika 62 (1967), 9–20. MR 36:2741

Department of Mathematics, Rutgers University, New Brunswick, New Jersey 08903

E-mail address: knop@math.rutgers.edu

http://www.ams.org/mathscinet-getitem?mr=97c:14046
http://www.ams.org/mathscinet-getitem?mr=84g:33016
http://www.ams.org/mathscinet-getitem?mr=99b:20073
http://www.ams.org/mathscinet-getitem?mr=81i:17005
http://www.ams.org/mathscinet-getitem?mr=99i:20056
http://www.ams.org/mathscinet-getitem?mr=98m:05204
http://www.ams.org/mathscinet-getitem?mr=99d:05086
http://www.ams.org/mathscinet-getitem?mr=98k:33040
http://www.ams.org/mathscinet-getitem?mr=91c:05193
http://www.ams.org/mathscinet-getitem?mr=2000g:22024
http://www.ams.org/mathscinet-getitem?mr=96h:0527
http://www.ams.org/mathscinet-getitem?mr=99a:33014
http://www.ams.org/mathscinet-getitem?mr=98h:05177
http://www.ams.org/mathscinet-getitem?mr=57:1027
http://www.ams.org/mathscinet-getitem?mr=90g:05020
http://www.ams.org/mathscinet-getitem?mr=94m:22001
http://www.ams.org/mathscinet-getitem?mr=36:2741

	1. Introduction
	Acknowledgment

	2. Shifted semisymmetric functions
	3. Representation theoretic interpretation
	4. Difference operators
	5. The top homogeneous components
	6. Triangularity
	7. The binomial theorem
	8. The evaluation formula
	9. The Pieri formula
	References

