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#### Abstract

Let $X=G / H$ be a reductive symmetric space, and let $\mathbb{D}(X)$ denote the algebra of $G$-invariant differential operators on $X$. The asymptotic behavior of certain families $f_{\lambda}$ of generalized eigenfunctions for $\mathbb{D}(X)$ is studied. The family parameter $\lambda$ is a complex character on the split component of a parabolic subgroup. It is shown that the family is uniquely determined by the coefficient of a particular exponent in the expansion. This property is used to obtain a method by means of which linear relations among partial Eisenstein integrals can be deduced from similar relations on parabolic subgroups. In the special case of a semisimple Lie group considered as a symmetric space, this result is closely related to a lifting principle introduced by Casselman. The induction of relations will be applied in forthcoming work on the Plancherel and the Paley-Wiener theorem.
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## Introduction

In harmonic analysis on a reductive symmetric space $X$ an important role is played by families of generalized eigenfunctions for the algebra $\mathbb{D}(X)$ of invariant differential operators. Such families arise, for instance, as matrix coefficients of representations that come in series such as the (generalized) principal series. In particular, relations between such families are of great interest. We recall that a real reductive group $G$, equipped with the left times right multiplication action, is a reductive symmetric space. In the case of the group, examples of the mentioned relations are functional equations for Eisenstein integrals (see [23] and [25]), or Arthur-Campoli relations for Eisenstein integrals; see [1], [14. In this paper we develop a general tool to establish relations of this kind. We show that they can be derived from similar relations satisfied by the family of functions obtained by taking one particular coefficient in a certain asymptotic expansion. Since the functions in the family so obtained are eigenfunctions on symmetric spaces of lower split rank, this yields a powerful inductive method; we call it induction of relations. In the case of the group, a closely related lifting theorem by Casselman was used by Arthur in the proof of the Paley-Wiener theorem, see [1, Thm. II.4.1. However, no proof has yet appeared of Casselman's theorem.

The tools developed in this paper are used in [11], and they will also be applied in forthcoming papers [12] and [13]. For example, it is the induction of relations that allows us to establish symmetry properties of certain integral kernels appearing in a Fourier inversion formula in [11. Also in [11, the induction of relations is used to define generalized Eisenstein integrals corresponding to non-minimal principal series. In [12], the results of this paper will be applied to identify these 'formal' Eisenstein integrals with those defined in Delorme [18]. This is a key step towards the Plancherel decomposition. The results will also be applied to establish functional equations for the Eisenstein integrals. Applied in this manner our technique serves as a replacement for the use of the Maass-Selberg relations as in HarishChandra [25] and [18]. On the other hand, in [13] we apply our tool to show that Arthur-Campoli relations satisfied by normalized Eisenstein integrals of spaces of lower split rank induce similar relations for normalized Eisenstein integrals of X. This result is then used to prove a Paley-Wiener theorem for X that generalizes Arthur's theorem for the group. In particular, the missing proof of Casselman's theorem will then be circumvented by means of a technique of the present paper.

It should be mentioned that in the case of the group, induction of ArthurCampoli relations for unnormalized Eisenstein integrals is easily derived from their integral representations (see [1], p. 77, proof of Lemma 2.3). For normalized Eisenstein integrals, which are not representable by integrals, the result seems to be much deeper, also in the group case.

One of the interesting features of the theory is that it also deals with families of functions that are not necessarily globally defined on the space $X$ but on a suitable open dense subset.

Asymptotic behavior of eigenfunctions on a symmetric space has been studied at many other places in the literature. The following papers hold results that are related to some of the ideas of the present paper [22], [20], [32], [24], [25], [26], [28], [30], [17], 33], 1], [29], 6], 15].

The core results of this paper were found and announced in the fall of 1995, when both authors were guests at the Mittag-Leffler Institute. In the same period

Delorme announced his proof of the Plancherel theorem, which has now appeared in [19].

We shall now explain the contents of this paper in more detail. The space X is of the form $G / H$, with $G$ a real reductive Lie group of Harish-Chandra's class, and $H$ an open subgroup of the set of fixed points for an involution $\sigma$ of $G$.

The group $G$ has a $\sigma$-stable maximal compact subgroup $K$, let $\theta$ be the associated Cartan involution of $G$. Let $P_{0}=M_{0} A_{0} N_{0}$ be a fixed minimal $\sigma \circ \theta$-invariant parabolic subgroup of $G$, with the indicated Langlands decomposition. The Lie algebra $\mathfrak{a}_{0}$ of $A_{0}$ is invariant under the infinitesimal involution $\sigma$; we denote the associated -1 eigenspace in $\mathfrak{a}_{0}$ by $\mathfrak{a}_{\mathrm{q}}$. Its dimension is called the split rank of X. Let $A_{\mathrm{q}}$ be the vectorial subgroup of $G$ with Lie algebra $\mathfrak{a}_{\mathrm{q}}$ and let $A_{\mathrm{q}}^{\text {reg }}$ be the set of regular points relative to the adjoint action of $A_{\mathrm{q}}$ in $\mathfrak{g}$. Then $\mathrm{X}_{+}:=K A_{\mathrm{q}}^{\text {reg }} H$ is a $K$-invariant dense open subset of X. Let $A_{\mathrm{q}}^{+}$be the open chamber in $A_{\mathrm{q}}$ determined by $P_{0}$. Then $\mathrm{X}_{+}$is a finite union of disjoint sets of the form $K A_{\mathrm{q}}^{+} v H$, with $v$ in the normalizer of $\mathfrak{a}_{\mathrm{q}}$ in $K$. In this introduction we assume, for simplicity of exposition, that $\mathrm{X}_{+}=K A_{\mathrm{q}}^{+} H$. This assumption is actually fulfilled in the case that X is a group.

Let $\left(\tau, V_{\tau}\right)$ be a finite dimensional continuous representation of $K$. Then by $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ we denote the space of smooth functions $f: \mathrm{X}_{+} \rightarrow V_{\tau}$ that are $\tau$ spherical, i.e., $f(k x)=\tau(k) f(x)$, for all $x \in \mathrm{X}_{+}$and $k \in K$.

Let $\mathcal{P}_{\sigma}$ denote the (finite) set of $\sigma \circ \theta$-invariant parabolic subgroups of $G$ containing $A_{\mathrm{q}}$. Let $Q=M_{Q} A_{Q} N_{Q}$ be an element of $\mathcal{P}_{\sigma}$. Then $\sigma$ restricts to an involution of $\mathfrak{a}_{Q}$, the Lie algebra of $A_{Q}$; we denote its -1 eigenspace by $\mathfrak{a}_{Q \mathrm{q}}$. In the first part of the paper we study a family $f$ of the following type (cf. Definition 7.1). The family is a smooth map of the form

$$
f: \Omega \times \mathrm{X}_{+} \rightarrow V_{\tau}
$$

with $\Omega$ an open subset of $\mathfrak{a}_{Q \mathbf{q c}}^{*}$, the complexified linear dual of $\mathfrak{a}_{Q \mathrm{q}}$. It is assumed that $f$ is holomorphic in its first variable. Moreover, for every $\lambda \in \Omega$ the function $f_{\lambda}:=f(\lambda, \cdot)$ belongs to $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$. It is furthermore assumed that the functions $f_{\lambda}$ allow suitable exponential polynomial expansions along $A_{\mathrm{q}}^{+}$. More precisely, we assume, for $m \in M_{0}$ and $a \in A_{\mathrm{q}}^{+}$, that

$$
\begin{equation*}
f_{\lambda}(m a)=\sum_{s \in W / W_{Q}} a^{s \lambda-\rho_{P_{0}}} \sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Sigma\left(P_{0}\right)} a^{-\xi} q_{s, \xi}(\lambda, \log a, m) \tag{0.1}
\end{equation*}
$$

Here $W$ is the Weyl group of $\Sigma=\Sigma\left(\mathfrak{g}, \mathfrak{a}_{\mathrm{q}}\right)$ and $W_{Q}$ is the centralizer of $\mathfrak{a}_{Q \mathrm{q}}$ in $W$. Moreover, $\Sigma\left(P_{0}\right)$ denotes the collection of roots from $\Sigma$ occurring in $N_{0}$ and $Y$ is a finite subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$, the annihilator of $\mathfrak{a}_{Q \mathrm{q}}$ in $\mathfrak{a}_{\mathrm{qC}}^{*}$. Finally, the $q_{s, \xi}$ are smooth functions, holomorphic in the first and polynomial in the second variable. Thus, we impose a limitation on the set of exponents and assume that the coefficients depend holomorphically on the parameter $\lambda$. The type of convergence that we impose on the expansion (0.1) is described in general terms in the preliminary Section 1 .

We show that the functions $f_{\lambda}$ actually allow exponential polynomial expansions similar to (0.1) along any (possibly non-minimal) $P \in \mathcal{P}_{\sigma}$. These expansions are investigated in detail in Sections 3 and 7. Their coefficients are families of $\tau \mid M_{M_{P}} \cap K^{-}$ spherical functions on $\mathrm{X}_{P,+}$, the analogue of $\mathrm{X}_{+}$for the lower split rank symmetric space $\mathrm{X}_{P}:=M_{P} / M_{P} \cap H$.

The operators from $\mathbb{D}(\mathrm{X})$ also allow expansions along every $P \in \mathcal{P}_{\sigma}$. In Section 4 this is shown by investigating a radial decomposition that reflects the decomposition
$G=K M_{P} A_{P q} H$. It is of importance that the coefficients in these expansions are globally defined smooth functions on $M_{P}$; see Proposition4.10 and Corollaries 4.9 From the expansions we derive that the algebra $\mathbb{D}(X)$ acts on the space of families of the above type; see Proposition 7.6

In Section 8 we introduce the notion of asymptotic $s$-globality of a family along $P$. Loosely speaking, it means that the coefficients $q_{s, \xi}(\lambda, \log a, \cdot)$ of the expansion along $P$ extend smoothly from $\mathrm{X}_{P,+}$ to the full space $\mathrm{X}_{P}$, for every $\xi \in\left(s W_{Q} Y-\right.$ $\mathbb{N} \Sigma(P))\left.\right|_{\mathfrak{a}_{P q}}$. This notion is proved to be stable under the action of $\mathbb{D}(\mathrm{X})$.

In Section 9 we impose three other conditions on the family. The first is that each member satisfies a system of differential equations of the form

$$
D f_{\lambda}=0 \quad\left(D \in I_{\delta, \lambda}\right)
$$

Here $I_{\delta, \lambda}$ is a certain cofinite ideal in the algebra $\mathbb{D}(\mathrm{X})$ depending polynomially on $\lambda \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ in a suitable way. Accordingly, $\lambda$ is called the spectral parameter of the family. The second condition imposed is a suitable condition of asymptotic globality along certain parabolic subgroups $P$ with $\operatorname{dim}\left(\mathfrak{a}_{\mathrm{q}} / \mathfrak{a}_{P \mathrm{q}}\right)=1$. Thirdly, it is required that the domain $\Omega$ for the parameter $\lambda$ is unbounded in certain directions (see Definition 9.9).

The first main result of the paper is then the following vanishing theorem; see Theorem 9.10.

The vanishing theorem. Let $f$ be a family as above, and assume that the coefficient of $\lambda-\rho_{Q}$ in the expansion along $Q$ vanishes for $\lambda$ in a nonempty open subset of $\Omega$. Then the family $f$ is identically zero.

In the proof the globality assumption is needed to link suitably many asymptotic coefficients together; the vanishing of one of them then inductively causes the vanishing of others. In the induction step a key role is played by the observation that a symmetric space cannot have a continuum of discrete series (see Lemma 5.8 and its proof).

The importance of the vanishing theorem is that it applies to many families that naturally arise in representation theory. In the present paper we show that this is so for Eisenstein integrals associated with the minimal principal series for X ; in 12 we will show that Eisenstein integrals obtained by parabolic induction from discrete series form a family of the above type. The idea is that the latter Eisenstein integrals can be obtained from those associated with the minimal principal series by the application of residual operators with respect to the spectral parameter. Such residual operators occur in our papers [10] and 11].

A suitable class of operators containing the residual operators is formed by the Laurent operators. In the second half of the paper we study the application of them to suitable families of eigenfunctions, with respect to the spectral parameter. The Laurent operators are best described by means of Laurent functionals; see Sections 10 and 11 .

In Section 12 we introduce a special type of families $g$ of eigenfunctions. It is of the above type, with $\Omega$ dense in $\mathfrak{a}_{P \mathrm{qc}}^{*}, P$ a minimal parabolic subgroup in $\mathcal{P}_{\sigma}$, and satisfies some additional requirements; see Definition 12.8 . One of these is that the family and its asymptotic expansions should depend meromorphically on the spectral parameter $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$ with singularities along translated root hyperplanes. This allows the application of Laurent functionals with respect to the spectral parameter. More precisely, let $Q \in \mathcal{P}_{\sigma}$ contain $P$, and let $\mathcal{L}$ be a Laurent functional
on ${ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}$. From the family $g$ a new family $f=\mathcal{L}_{*} g$, with a spectral parameter from $\mathfrak{a}_{Q \mathrm{q}}^{*}$, is obtained by the application of $\mathcal{L}$ to the $* \mathfrak{a}_{Q \mathrm{q}}^{*}$-component of the spectral parameter. In Theorem 13.12 it is shown that the resulting family $\mathcal{L}_{*} g$ satisfies the requirements of the vanishing theorem, provided the special family $g$ satisfies certain holomorphic asymptotic globality conditions.

In Section 14 we introduce partial Eisenstein integrals associated with a minimal parabolic subgroup $P$ from $\mathcal{P}_{\sigma}$. The partial Eisenstein integrals are spherical generalized eigenfunctions on $\mathrm{X}_{+}$obtained from the normalized Eisenstein integral $E^{\circ}(P: \lambda),\left(\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}\right.$ generic), by splitting it according to its exponential polynomial expansion along $P$. More precisely, the exponents of $E^{\circ}(P: \lambda)$ are contained in $W \lambda-\rho_{P}-\mathbb{N} \Sigma(P)$; the partial Eisenstein integrals $E_{+, s}(P: \lambda)$, for $s \in W$, are the smooth spherical functions on $\mathrm{X}_{+}$determined by the requirements that

$$
E^{\circ}(P: \lambda)=\sum_{s \in W} E_{+, s}(P: \lambda)
$$

and the set of exponents of $E_{+, s}(P: \lambda)$ along $P$ should be contained in $s \lambda-\rho_{P}-$ $\mathbb{N} \Sigma(P)$. It is then shown that the partial Eisenstein integrals yield examples of the special families mentioned above. Moreover, if $Q \in \mathcal{P}_{\sigma}, Q \supset P$, let $W^{Q}$ be the collection of minimal length (with respect to $\Sigma(P)$ ) coset representatives for $W / W_{Q}$ in $W$. Then it is shown that for each $t \in W_{Q}$ the family

$$
\begin{equation*}
f_{t}=\sum_{s \in W^{Q}} E_{+, s t}(P: \cdot) \tag{0.2}
\end{equation*}
$$

satisfies the additional holomorphic asymptotic globality property guaranteeing that $\mathcal{L}_{*} f_{t}$ satisfies the hypothesis of the vanishing theorem, for $\mathcal{L}$ a Laurent functional on ${ }^{*} \mathfrak{a}_{Q q}^{*}$.

In Section 15 the asymptotic behavior of $\mathcal{L}_{*} f_{t}$ is investigated, and the coefficient of $a^{\lambda-\rho_{Q}}$ in the expansion along $Q$ is expressed in terms of partial Eisenstein integrals of $\mathrm{X}_{Q}$.

The above preparations pave the way for the induction of relations in Section 16 The idea is as follows. Let $f_{t}$ be the family defined by (0.2), and let a Laurent functional $\mathcal{L}_{t}$ on ${ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}$ be given for each $t \in W_{Q}$. Then by the vanishing theorem a relation of the form $\sum_{t} \mathcal{L}_{t} f_{t}=0$ is valid if a similar relation is valid for the $\left(\lambda-\rho_{Q}\right)$-coefficients along $Q$; this in turn may be expressed as a similar relation between partial Eisenstein integrals for the lower split rank space $\mathrm{X}_{Q}$. In this setting, taking the $\left(\lambda-\rho_{Q}\right)$-coefficient along $Q$ essentially inverts the procedure of parabolic induction from $Q$ to $G$. This motivaties our choice of terminology. The precise result is formulated in Theorem 16.1. An equivalent result, closer to the formulation of Casselman's theorem in [1] is stated at the end of the section.

## 1. Exponential polynomial Series

In this section we define the concept of an exponential polynomial series and the type of convergence that we will use for such series. Furthermore, we discuss some properties of the map ep, which associates to a given function $f$, assumed to be expandable, the corresponding exponential polynomial series ep $f$.

Let $A$ be a vectorial group and $\mathfrak{a}$ its Lie algebra. The exponential map exp: $\mathfrak{a} \rightarrow A$ is a diffeomorphism; we denote its inverse by log. If $\xi$ belongs to $\mathfrak{a}_{\mathbb{C}}^{*}$, the complexified linear dual of $\mathfrak{a}$, then we define the function $e^{\xi}: a \mapsto a^{\xi}$ on $A$ by $a^{\xi}=e^{\xi(\log a)}$. Let $P(\mathfrak{a})$ denote the algebra of polynomial functions $\mathfrak{a} \rightarrow \mathbb{C}$. If $d \in \mathbb{N}$, let $P_{d}(\mathfrak{a})$ denote
the (finite dimensional) subspace of polynomials of degree at most $d$. Let $\Delta$ be a set of linearly independent vectors in $\mathfrak{a}^{*}$ (we do not require this set to span $\mathfrak{a}^{*}$ ). We put

$$
\mathfrak{a}^{+}=\mathfrak{a}^{+}(\Delta):=\{X \in \mathfrak{a} \mid \alpha(X)>0, \quad \forall \alpha \in \Delta\}
$$

and $A^{+}=A^{+}(\Delta)=\exp \left(\mathfrak{a}^{+}\right)$. We define $\mathbb{N} \Delta$ to be the $\mathbb{N}$-span of $\Delta$; if $\Delta=\emptyset$, then $\mathbb{N} \Delta=\{0\}$. Moreover, if $X$ is a subset of $\mathfrak{a}_{\mathrm{c}}^{*}$, we denote by $X-\mathbb{N} \Delta$ the vectorial sum of $X$ and $\mathbb{N} \Delta$.

Let $V$ be a complete locally convex space; here and in the following we will always assume such a space to be Hausdorff. If $\xi \in \mathfrak{a}_{\mathrm{C}}^{*}$, then by a $V$-valued $\xi$-exponential polynomial function on $A$ we mean a function $A \rightarrow V$ of the form $a \mapsto a^{\xi} q(\log a)$, with $q \in P(\mathfrak{a}) \otimes V$.

Definition 1.1. By a $\Delta$-exponential polynomial series on $A$ with coefficients in $V$ we mean a formal series $F$ of exponential polynomial functions of the form

$$
\begin{equation*}
\sum_{\xi \in \mathfrak{a}_{\mathbb{C}}^{*}} a^{\xi} q_{\xi}(\log a) \tag{1.1}
\end{equation*}
$$

with $\xi \mapsto q_{\xi}$ a map $\mathfrak{a}_{\mathrm{C}}^{*} \rightarrow P(\mathfrak{a}) \otimes V$, such that
(a) there exists a finite subset $X \subset \mathfrak{a}_{\mathbb{C}}^{*}$ such that $q_{\xi}=0$ for $\xi \notin X-\mathbb{N} \Delta$;
(b) there exists a constant $d \in \mathbb{N}$ such that $q_{\xi} \in P_{d}(\mathfrak{a}) \otimes V$ for all $\xi \in \mathfrak{a}_{\mathrm{C}}^{*}$.

The smallest $d \in \mathbb{N}$ with property (b) will be called the polynomial degree of the series; this number is denoted by $\operatorname{deg}(F)$.

The collection of all $\Delta$-exponential polynomial series with coefficients in $V$ is denoted by $\mathcal{F}^{\mathrm{ep}}(A, V)=\mathcal{F}_{\Delta}^{\mathrm{ep}}(A, V)$.

If $F \in \mathcal{F}^{\mathrm{ep}}(A, V)$ is an expansion of the form (1.1), then, for every $\xi \in \mathfrak{a}_{\mathrm{c}}^{*}$, we write $q_{\xi}(F)$ for $q_{\xi}$. Moreover, we write $q(F)$ for the map $\xi \mapsto q_{\xi}(F)$ from $\mathfrak{a}_{\mathbb{C}}^{*}$ to $P_{d}(\mathfrak{a}) \otimes V$. Then $F \mapsto q(F)$ defines a bijection from $\mathcal{F}^{\mathrm{ep}}(A, V)$ onto a linear subspace of $\left(P_{d}(\mathfrak{a}) \otimes V\right)^{\mathfrak{a}_{\mathrm{c}}^{*}}$, the space of maps $\mathfrak{a}_{\mathrm{C}}^{*} \rightarrow P_{d}(\mathfrak{a}) \otimes V$. Via this bijection we equip $\mathcal{F}^{\mathrm{ep}}(A, V)$ with the structure of a linear space.

If $F \in \mathcal{F}^{\text {ep }}(A, V)$, then

$$
\operatorname{Exp}(F):=\left\{\xi \in \mathfrak{a}_{\mathbb{C}}^{*} \mid q_{\xi}(F) \neq 0\right\}
$$

is called the set of exponents of $F$. If $F_{1}, F_{2} \in \mathcal{F}^{\text {ep }}(A, V)$, we call $F_{1}$ a subseries of $F_{2}$ if $q_{\xi}\left(F_{2}\right)=q_{\xi}\left(F_{1}\right)$ for all $\xi \in \operatorname{Exp}\left(F_{1}\right)$.

The series (1.1) is said to converge absolutely at a fixed point $a_{0} \in A$ if the series

$$
\sum_{\xi \in \operatorname{Exp}(F)} a_{0}^{\xi} q_{\xi}\left(\log a_{0}\right)
$$

with coefficients in $V$ converges absolutely. It is said to converge absolutely on a subset $\Omega \subset A$ if it converges absolutely at every point $a_{0} \in \Omega$. In this case pointwise summation of the series defines a function $\Omega \rightarrow V$.

We will also need a more special type of convergence for the series (1.1).
Definition 1.2. The series (1.1) is said to converge neatly at a fixed point $a_{0} \in A$ if for every continuous seminorm $s$ on $P_{d}(\mathfrak{a}) \otimes V$, where $d=\operatorname{deg}(F)$, the series

$$
\sum_{\xi \in \operatorname{Exp}(F)} s\left(q_{\xi}\right) a_{0}^{\operatorname{Re} \xi}
$$

converges.

The series (1.1) is said to converge neatly on a subset $\Omega$ of $A$ if it converges neatly at every point of $\Omega$.

Remark 1.3. If the series (1.1) converges neatly at a point $a_{0} \in A$, then so does every subseries. Moreover, neat convergence at $a_{0}$ implies absolute convergence at $a_{0}$. However, we should warn the reader that neat convergence at $a_{0}$ cannot be seen from the series with coefficients in $V$ arising from (1.1) by evaluation of its terms at $a=a_{0}$, since this type of convergence involves the global behavior of the polynomials $q_{\xi}$. In particular, it is possible that the series (1.1) does not converge neatly at $a_{0}$, whereas its evaluation in $a_{0}$ is identically zero.

The motivation for the definition of neat convergence is provided later by Lemmas 1.5 and 1.9, which express that neat convergence of the series 1.1) on an open subset $\Omega \subset A$ guarantees that (a) the function $f: \Omega \rightarrow V$ defined by (1.1) is real analytic on $\Omega$; (b) its derivatives are given by series obtained by termwise differentiation from (1.1).

By a $\Delta$-power series on $A$, with coefficients in $V$, we mean a $\Delta$-exponential polynomial series $F$ with $\operatorname{deg} F=0$ and $\operatorname{Exp}(F) \subset-\mathbb{N} \Delta$, i.e.,

$$
\begin{equation*}
F=\sum_{\xi \in-\mathbb{N} \Delta} a^{\xi} c_{\xi} \tag{1.2}
\end{equation*}
$$

with $c_{\xi} \in V$, for $\xi \in-\mathbb{N} \Delta$. Note that for a $\Delta$-power series the notion of neat convergence at a point $a_{0} \in A$ coincides with the notion of absolute convergence in the point $a_{0}$.

The terminology 'power series' is motivated by the following consideration. If $\mu \in \mathbb{N} \Delta$, we put $\mu=\sum_{\alpha \in \Delta} \mu_{\alpha} \alpha$, with $\mu_{\alpha} \in \mathbb{N}$. For $z \in \mathbb{C}^{\Delta}$, we write

$$
z^{\mu}=\prod_{\alpha \in \Delta} z_{\alpha}^{\mu_{\alpha}} .
$$

Finally, to the series (1.2) we associate the power series

$$
\begin{equation*}
\sum_{\mu \in \mathbb{N} \Delta} z^{\mu} c_{-\mu} \tag{1.3}
\end{equation*}
$$

with coefficients in $V$.
Let $\underline{z}: A \rightarrow \mathbb{C}^{\Delta}$ be the map defined by $\underline{z}(a)_{\alpha}=a^{-\alpha}$. Then it is obvious that the series (1.2) converges with sum $S$ for $a=a_{0}$ if and only if the power series (1.3) converges with sum $S$ for $z=\underline{z}\left(a_{0}\right)$. If $\left.r \in\right] 0, \infty\left[{ }^{\Delta}\right.$ we write $D(0, r)$ for the polydisc in $\mathbb{C}^{\Delta}$ consisting of the points $z$ with $\left|z_{\alpha}\right|<r_{\alpha}$ for all $\alpha \in \Delta$. Note that the preimage of this set in $A$ under the map $\underline{z}$ is given by

$$
A^{+}(\Delta, r):=\left\{a \in A \mid a^{-\alpha}<r_{\alpha}, \quad \forall \alpha \in \Delta\right\} .
$$

If $R>0$, we also agree to write $A^{+}(\Delta, R)$ for $A^{+}(\Delta, r)$ with $r$ defined by $r_{\alpha}=R$ for all $\alpha \in \Delta$. Finally, if $a_{0} \in A$, we write $A^{+}\left(\Delta, a_{0}\right):=A^{+}\left(\Delta, \underline{z}\left(a_{0}\right)\right)$. Thus,

$$
\begin{equation*}
A^{+}\left(\Delta, a_{0}\right):=\left\{a \in A \mid a^{\alpha}>a_{0}^{\alpha}, \quad \forall \alpha \in \Delta\right\}=A^{+} a_{0} \tag{1.4}
\end{equation*}
$$

We now note that if (1.2) converges absolutely for $a=a_{0}$, then the power series (1.3) converges absolutely for $z=z\left(a_{0}\right)$, hence uniformly absolutely on the closure of the polydisc $D\left(0, \underline{z}\left(a_{0}\right)\right)$. It follows that the series (1.2) then converges uniformly absolutely on the closure of $A^{+}\left(\Delta, a_{0}\right)$.

Let $a_{0} \in A$. By $\mathcal{O}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$ we denote the space of functions $f: A^{+}\left(\Delta, a_{0}\right) \rightarrow$ $V$ that are given by an absolutely converging series of the form (1.2). For such
a function the associated power series (1.3) converges absolutely on the polydisc $D(0, r)$, with $r=\underline{z}\left(a_{0}\right)$; let $\tilde{f}: D(0, r) \rightarrow V$ be the holomorphic function defined by it. Then obviously

$$
f(a)=\tilde{f}(\underline{z}(a)), \quad\left(a \in A^{+}\left(\Delta, a_{0}\right)\right)
$$

We see that the $\Delta$-power series representing $f \in \mathcal{O}\left(A^{+}\left(\Delta, a_{0}\right)\right.$ is unique. Moreover, let $\mathcal{O}(D(0, r), V)$ denote the space of holomorphic functions $D(0, r) \rightarrow V$, then it follows that the map

$$
f \mapsto \tilde{f}, \quad \mathcal{O}\left(A^{+}(\Delta, r), V\right) \rightarrow \mathcal{O}(D(0, r), V)
$$

is a linear isomorphism.
In particular, it follows that every $f \in \mathcal{O}\left(A^{+}(\Delta, r), V\right)$ is real analytic on $A^{+}(\Delta, r)$. Moreover, its $\Delta$-power series converges uniformly absolutely on every set of the form $A^{+}(\Delta, \rho)$, where $\left.\rho \in\right] 0, \infty\left[\Delta, \rho_{\alpha}<r_{\alpha}\right.$ for all $\alpha \in \Delta$.

If $\mathfrak{v}$ is a real linear space, then by $S(\mathfrak{v})$ we denote the symmetric algebra of its complexification $\mathfrak{v}_{\mathbb{C}}$. Via the right regular action we identify $S(\mathfrak{a})$ with the algebra of invariant differential operators on $A$. If $f \in \mathcal{O}\left(A^{+}(\Delta, r), V\right)$ and $u \in S(\mathfrak{a})$, then $u f$ belongs to $\mathcal{O}\left(A^{+}(\Delta, r), V\right)$ again; its series may be obtained from the series of $f$ by termwise application of $u$.

We now return to the more general exponential polynomial series (1.1) with coefficients in $V$. Let $d \geq \operatorname{deg}(F)$. Fix a basis $\Lambda$ of $\mathfrak{a}^{*}$. For $m \in \mathbb{N} \Lambda$ we write $m=\sum_{\lambda \in \Lambda} m_{\lambda} \lambda$ and $|m|=\sum_{\lambda} m_{\lambda}$. For such $m$ we define the polynomial function $X \mapsto X^{m}$ on $\mathfrak{a}$ by

$$
X^{m}=\prod_{\lambda \in \Lambda} \lambda(X)^{m_{\lambda}}
$$

These polynomial functions with $|m| \leq d$ constitute a basis for $P_{d}(\mathfrak{a})$. Accordingly, we may write

$$
\begin{equation*}
q_{\xi}(X)=\sum_{|m| \leq d} X^{m} c_{\xi, m} \tag{1.5}
\end{equation*}
$$

with $c_{\xi, m} \in V$.
Lemma 1.4. The series (1.1) converges neatly on $a$ set $\Omega \subset A$ if and only if for every $m \in \mathbb{N} \Lambda$ with $|m| \leq d$ the series

$$
\sum_{\xi \in \operatorname{Exp}(F)} a^{\xi} c_{\xi, m}
$$

with coefficients in $V$ converges absolutely for all $a \in \Omega$.
Proof. This is a straightforward consequence of the definition of neat convergence and the finite dimensionality of the space $P_{d}(\mathfrak{a})$.

We define a partial ordering $\preceq_{\Delta}$ on $\mathfrak{a}_{\mathbb{C}}^{*}$ by

$$
\begin{equation*}
\xi_{1} \preceq \Delta \xi_{2} \Longleftrightarrow \xi_{2}-\xi_{1} \in \mathbb{N} \Delta . \tag{1.6}
\end{equation*}
$$

Moreover, we define the relation of $\Delta$-integral equivalence on $\mathfrak{a}_{\mathbb{C}}^{*}$ by

$$
\xi_{1} \sim_{\Delta} \xi_{2} \Longleftrightarrow \xi_{2}-\xi_{1} \in \mathbb{Z} \Delta .
$$

Let $F \in \mathcal{F}^{\text {ep }}(A, V)$ be as in (1.1) and have polynomial degree at most $d$. In view of condition (a) of Definition 1.1, the restriction of the relation $\sim_{\Delta}$ to the set $\operatorname{Exp}(F)$ induces a finite partition of it. Every class $\omega$ in this partition has a least $\preceq_{\Delta}$-upper
bound $s(\omega)$ in $\mathfrak{a}_{\mathbb{C}}^{*}$. Let $S=S_{F}$ be the set of these upper bounds. For every $s \in S$ and every $m \in \mathbb{N} \Lambda$ with $|m| \leq d$ we define the $\Delta$-power series

$$
\begin{equation*}
f_{s, m}(a)=\sum_{\mu \in \mathbb{N} \Delta} a^{-\mu} c_{s-\mu, m} \tag{1.7}
\end{equation*}
$$

with coefficients determined by (1.5).
Lemma 1.5. Let the series (1.1) be neatly convergent at the point $a_{0} \in A$. Then the series (1.1) and, for every $s \in S=S_{F}$ and $m \in \mathbb{N} \Lambda$ with $|m| \leq d$, the series (1.7) is neatly convergent on the closure of the set $A^{+}\left(\Delta, a_{0}\right)$. The functions $f_{s, m}$, defined by (1.7), belong to $\mathcal{O}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$. Moreover, let $f: A^{+}\left(\Delta, a_{0}\right) \rightarrow V$ be the function defined by the summation of (1.1). Then

$$
\begin{equation*}
f(a)=\sum_{\substack{s \in S \\|m| \leq d}} a^{s}(\log a)^{m} f_{s, m}(a), \quad\left(a \in A^{+}\left(\Delta, a_{0}\right)\right) \tag{1.8}
\end{equation*}
$$

In particular, the function $f: A^{+}\left(\Delta, a_{0}\right) \rightarrow V$ is real analytic.
Proof. From the neat convergence of (1.1) at $a_{0}$ it follows by Lemma 1.4 that for every $s$ and $m$ the series $\sum_{\mu \in \mathbb{N} \Delta} a^{s-\mu} c_{s-\mu, m}$ converges absolutely for $a=a_{0}$. This implies that the $\Delta$-power series (1.7) converges absolutely for $a=a_{0}$. Hence it converges (uniformly) absolutely on the closure of $A^{+}\left(\Delta, a_{0}\right)$; in particular, it converges neatly on that set. It follows from this that $f_{s, m} \in \mathcal{O}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$, for $s \in S$ and $m \in \mathbb{N} \Lambda$ with $|m| \leq d$. Moreover,

$$
\begin{equation*}
a^{s}(\log a)^{m} f_{s, m}(a)=\sum_{\xi \in s-\mathbb{N} \Delta} a^{\xi}(\log a)^{m} c_{\xi, m} \tag{1.9}
\end{equation*}
$$

where the $\Delta$-exponential polynomial series on the right-hand side converges neatly on the closure of $A^{+}\left(\Delta, a_{0}\right)$. The series (1.9), for $s \in S$ and $m \in \mathbb{N} \Lambda$ with $|m| \leq d$ add up to the series (1.1), which is therefore neatly convergent as well. Moreover, (1.8) follows. This in turn implies the real analyticity of the function $f$.

Remark 1.6. Let $\mathfrak{a}_{\Delta}:=\bigcap_{\alpha \in \Delta} \operatorname{ker} \alpha$ and $A_{\Delta}:=\exp \left(\mathfrak{a}_{\Delta}\right)$. Then the functions $f_{s, m}$, defined by (1.7) satisfy $f_{s, m}\left(a a_{\Delta}\right)=f_{s, m}(a)$ for all $a \in A, a_{\Delta} \in A_{\Delta}$. In particular, the function $f$ of (1.8) generates a finite dimensional $A_{\Delta}$-module with respect to the right regular action. Thus, if $\Delta=\emptyset$, then $f$ is an exponential polynomial function.
Lemma 1.7 (Uniqueness of asymptotics). Let $a_{0} \in A$, and assume that the $\Delta$ exponential polynomial series (1.1) converges neatly on $A^{+}\left(\Delta, a_{0}\right)$. If the sum of the series is zero for all $a \in A^{+}\left(\Delta, a_{0}\right)$, then $q_{\xi}=0$ for all $\xi \in \mathfrak{a}_{\mathbb{C}}^{*}$.
Proof. Let $f: A^{+}\left(\Delta, a_{0}\right) \rightarrow V$ be defined by summation of the series (1.1). Then it follows from Lemma 1.5 that the series (1.1) is an asymptotic expansion for $f$ in the sense of [6], Sect. 3. Hence, if $f=0$, then by uniqueness of asymptotics (see [22], p. 305 , Cor. and [6], Prop. 3.1) it follows that the series vanishes identically.

Definition 1.8. Let $a_{0} \in A$. By $C^{\mathrm{ep}}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$ we denote the space of functions $f: A^{+}\left(\Delta, a_{0}\right) \rightarrow V$ that are given by the summation of a (necessarily unique) neatly converging $\Delta$-exponential polynomial series of the form (1.1).

If $f \in C^{\mathrm{ep}}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$, then by $\mathrm{ep}(f)$ we denote the unique series from $\mathcal{F}^{\mathrm{ep}}(A, V)$ whose summation gives $f$. Moreover, the asymptotic degree of $f$ is defined to be the number

$$
\operatorname{deg}_{\mathrm{a}}(f):=\operatorname{deg}(\operatorname{ep}(f))
$$

Note that the map

$$
\mathrm{ep}: C^{\mathrm{ep}}\left(A^{+}\left(\Delta, a_{0}\right), V\right) \rightarrow \mathcal{F}^{\mathrm{ep}}(A, V)
$$

defined above, is a linear embedding.
Let $f \in C^{\text {ep }}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$. We briefly write $\operatorname{Exp}(f)$ for the set $\operatorname{Exp}(\operatorname{ep}(f))$; its elements are called the exponents of $f$. We put $q_{\xi}(f, \cdot):=q_{\xi}(\operatorname{ep}(f), \cdot)$, for $\xi \in \mathfrak{a}_{\mathbb{C}}^{*}$. Then $\xi \in \operatorname{Exp}(f) \Longleftrightarrow q_{\xi}(f) \neq 0$.

The $\preceq \Delta$-maximal elements in $\operatorname{Exp}(f)$ are called the $(\Delta$-)leading exponents of $f$ (or of the expansion). The set of these is denoted by $\operatorname{Exp}_{\mathrm{L}}(f)$.

By the formal application of $S(\mathfrak{a})$ to $\mathcal{F}^{\mathrm{ep}}(A, V)$ we shall mean the linear map

$$
S(\mathfrak{a}) \otimes \mathcal{F}^{\mathrm{ep}}(A, V) \rightarrow \mathcal{F}^{\mathrm{ep}}(A, V)
$$

induced by termwise differentiation (recall that $S(\mathfrak{a})$ acts on $C^{\infty}(A)$ via the right regular action). The image of an element $u \otimes F$ under this map will be denoted by $u F$.

Lemma 1.9. Let $a_{0} \in A$ and let $f \in C^{\mathrm{ep}}\left(A^{+}\left(\Delta, a_{0}\right)\right.$, $\left.V\right)$. If $u \in S(\mathfrak{a})$, then the function uf: $a \mapsto R_{u} f(a)$ belongs to $C^{\mathrm{ep}}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$. Moreover,

$$
\operatorname{ep}(u f)=u \operatorname{ep}(f)
$$

Proof. We may assume that $u \in \mathfrak{a}$. Express $f$ as in (1.8). For each $s, m$ the function $u f_{s, m}$ belongs to $\mathcal{O}\left(A^{+}\left(\Delta, a_{0}\right), V\right)$; its expansion is obtained from $\operatorname{ep}\left(f_{s, m}\right)$ by termwise application of $u$, hence by the formal application of $u$.

We shall also need a second type of formal application. Suppose that complete locally convex spaces $U$ and $W$ are given, and a continous bilinear map $U \times V \rightarrow W$, denoted by $(u, v) \mapsto u v$. By the formal application of $\mathcal{F}^{\mathrm{ep}}(A, U)$ to $\mathcal{F}^{\mathrm{ep}}(A, V)$ we mean the linear map

$$
\mathcal{F}^{\mathrm{ep}}(A, U) \otimes \mathcal{F}^{\mathrm{ep}}(A, V) \rightarrow \mathcal{F}^{\mathrm{ep}}(A, W)
$$

given by

$$
\begin{equation*}
\sum_{\xi \in \mathfrak{a}_{\mathbb{C}}^{*}} a^{\xi} p_{\xi}(\log a) \otimes \sum_{\eta \in \mathfrak{a}_{\mathbb{C}}^{*}} a^{\eta} q_{\eta}(\log a) \mapsto \sum_{\nu \in \mathfrak{a}_{\mathbb{C}}^{*}} a^{\nu} \sum_{\xi+\eta=\nu} p_{\xi}(\log a) q_{\eta}(\log a) \tag{1.10}
\end{equation*}
$$

This map is indeed well defined. To see this, let $F$ denote the first series and $G$ the second. Then for every $\nu \in \mathfrak{a}_{\mathbb{C}}^{*}$, the collection $S_{\nu}$ of $(\xi, \eta) \in \operatorname{Exp}(F) \times \operatorname{Exp}(G)$ with $\xi+\eta=\nu$ is finite. Hence the $W$-valued polynomial function

$$
r_{\nu}: X \mapsto \sum_{(\xi, \eta) \in S_{\nu}} p_{\xi}(X) q_{\eta}(X)
$$

has degree at most $\operatorname{deg}(F)+\operatorname{deg}(G)$. Moreover, let $X_{1}, X_{2} \subset \mathfrak{a}_{\mathbb{C}}^{*}$ be finite subsets such that $\operatorname{Exp}(F) \subset X_{1}-\mathbb{N} \Delta$ and $\operatorname{Exp}(G) \subset X_{2}-\mathbb{N} \Delta$ and put $X=X_{1}+X_{2}$. Then for $\nu \in \mathfrak{a}_{\mathbb{C}}^{*} \backslash[X-\mathbb{N} \Delta]$ the collection $S_{\nu}$ is empty, hence $r_{\nu}=0$. Therefore, the formal series on the right-hand side of (1.10) satisfies the conditions of Definition 1.1.

The image of an element $F \otimes G$ under the map (1.10) is denoted by $F G$. Again we have a lemma relating the formal application with neat convergence.

Lemma 1.10. Let $U \times V \rightarrow W,(u, v) \mapsto u v$ be a continuous bilinear map of complete locally convex spaces. Let $a_{0} \in A$ and let $f \in C^{\mathrm{ep}}\left(A\left(\Delta, a_{0}\right), U\right)$ and $g \in$
$C^{\mathrm{ep}}\left(A\left(\Delta, a_{0}\right), V\right)$. Then the function $f g: a \mapsto f(a) g(a)$ belongs to $C^{\mathrm{ep}}\left(A\left(\Delta, a_{0}\right), W\right)$. Moreover, its $\Delta$-exponential polynomial expansion is given by

$$
\operatorname{ep}(f g)=\operatorname{ep}(f) \operatorname{ep}(g)
$$

Proof. This follows by a straightforward application of Lemma 1.5

## 2. BASIC NOTATION, SPHERICAL FUNCTIONS

In this section we study spherical functions that are defined on a certain open dense subset $\mathrm{X}_{+}$of the symmetric space X , and are (radially) given by exponential polynomial series. This class of functions will play an important role in the paper. Later we will see that $\mathbb{D}(X)$-finite spherical funtions belong to this class.

Throughout this paper, we assume that X is a reductive symmetric space of Harish-Chandra's class, i.e., $\mathrm{X}=G / H$ with $G$ a real reductive group of HarishChandra's class and $H$ an open subgroup of $G^{\sigma}$, the group of fixed points for an involution $\sigma$ of $G$. There exists a Cartan involution $\theta$ of $G$, commuting with $\sigma$. The associated fixed point group $K$ is a $\sigma$-stable maximal compact subgroup.

We adopt the usual convention to denote Lie groups by Roman capitals and their Lie algebras by the corresponding Gothic lower cases. The infinitesimal involutions $\theta$ and $\sigma$ of $\mathfrak{g}$ commute; let

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}=\mathfrak{h} \oplus \mathfrak{q} \tag{2.1}
\end{equation*}
$$

be the associated decompositions into +1 and -1 eigenspaces for $\theta$ and $\sigma$, respectively. We equip $\mathfrak{g}$ with a positive definite inner product $\langle\cdot, \cdot\rangle$ that is invariant under the compact group of automorphisms generated by $\operatorname{Ad}(K), e^{i \mathrm{ad}(\mathfrak{p})}, \theta$ and $\sigma$. Then the decompositions (2.1) are orthogonal.

Let $\mathfrak{a}_{q}$ be a maximal abelian subspace of $\mathfrak{p} \cap \mathfrak{q}$. We equip $\mathfrak{a}_{q}$ with the restricted inner product $\langle\cdot, \cdot\rangle$ and its dual $\mathfrak{a}_{\mathrm{q}}^{*}$ with the dual inner product. The latter is extended to a complex bilinear form, also denoted $\langle\cdot, \cdot\rangle$, on the complexified dual $\mathfrak{a}_{\mathrm{qC}}^{*}$.

The exponential map is a diffeomorphism from $\mathfrak{a}_{\mathrm{q}}$ onto a vectorial subgroup $A_{\mathrm{q}}$ of $G$. We recall that $G=K A_{\mathrm{q}} H$. Let $\Sigma$ be the restricted root system of $\mathfrak{a}_{\mathrm{q}}$ in $\mathfrak{g}$; we recall that the associated Weyl group $W$ is naturally isomorphic to $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right) / Z_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, the normalizer modulo the centralizer of $\mathfrak{a}_{\mathrm{q}}$ in $K$. Let $\mathfrak{a}_{\mathrm{q}}^{\text {reg }}$ denote the associated set of regular elements in $\mathfrak{a}_{\mathrm{q}}$, i.e., the complement of the union of the root hyperplanes $\operatorname{ker} \alpha$, as $\alpha \in \Sigma$. We put $A_{\mathrm{q}}^{\text {reg }}:=\exp \left(\mathfrak{a}_{\mathrm{q}}^{\text {reg }}\right)$ and define the dense subset $\mathrm{X}_{+}$of X by

$$
\mathrm{X}_{+}=K A_{\mathrm{q}}^{\mathrm{reg}} H
$$

If $Q$ is a parabolic subgroup of $G$, we denote its Langlands decomposition by $Q=M_{Q} A_{Q} N_{Q}$. By a $\sigma$-parabolic subgroup of $G$ we mean a parabolic subgroup that is invariant under the composition $\sigma \circ \theta$. It follows from [4, Lemmas 2.5 and 2.6 , that the collection $\mathcal{P}_{\sigma}$ of $\sigma$-parabolic subgroups of $G$ containing $A_{\mathrm{q}}$ is finite.

If $Q$ is a $\sigma$-parabolic subgroup, then the Lie algebra $\mathfrak{a}_{Q}$ of its split component is $\sigma$-stable, hence decomposes as $\mathfrak{a}_{Q}=\mathfrak{a}_{Q \mathrm{~h}} \oplus \mathfrak{a}_{Q \mathfrak{q}}$, the vector sum of the associated +1 and -1 eigenspaces of $\left.\sigma\right|_{\mathfrak{a}_{Q}}$, respectively. We write $A_{Q \mathrm{q}}:=\exp \mathfrak{a}_{Q \mathrm{q}}$ and $M_{Q \sigma}:=$ $M_{Q}\left(A_{Q} \cap H\right)$; the decomposition

$$
\begin{equation*}
Q=M_{Q \sigma} A_{Q \mathrm{q}} N_{Q} \tag{2.2}
\end{equation*}
$$

is called the $\sigma$-Langlands decomposition of $Q$. If $Q \in \mathcal{P}_{\sigma}$, then $M_{1 Q}=Q \cap \theta(Q)$ contains $A_{\mathfrak{q}}$. Hence $\mathfrak{a}_{Q \mathfrak{q}}$ is contained in $\mathfrak{p} \cap \mathfrak{q}$ and centralizes $\mathfrak{a}_{\mathrm{q}}$; it follows that
$\mathfrak{a}_{Q \mathrm{q}} \subset \mathfrak{a}_{\mathrm{q}}$. By $\Sigma(Q)$ we denote the set of roots of $\Sigma$ occurring in $\mathfrak{n}_{Q}$. Obviously,

$$
\mathfrak{n}_{Q}=\bigoplus_{\alpha \in \Sigma(Q)} \mathfrak{g}_{\alpha} .
$$

Let $\mathcal{P}_{\sigma}^{\min }$ denote the collection of elements of $\mathcal{P}_{\sigma}$ that are minimal with respect to inclusion. An element $P \in \mathcal{P}_{\sigma}$ belongs to $\mathcal{P}_{\sigma}^{\min }$ if and only if $\mathfrak{a}_{P \mathrm{q}}=\mathfrak{a}_{q}$; see [4], Cor. 2.7. This implies that the associated groups $M_{P}$ and $A_{P}$ are independent of $P \in \mathcal{P}_{\sigma}^{\min }$. We denote them by $M$ and $A$, respectively. From the maximality of $\mathfrak{a}_{\mathrm{q}}$ in $\mathfrak{p} \cap \mathfrak{q}$ it follows that $\mathfrak{m} \cap \mathfrak{p} \subset \mathfrak{h}$. Thus, if $K_{\mathrm{M}}:=K \cap M$ and $H_{\mathrm{M}}:=H \cap M$, then the inclusion map $K_{\mathrm{M}} \rightarrow M$ induces a diffeomorphism

$$
\begin{equation*}
K_{\mathrm{M}} / K_{\mathrm{M}} \cap H \xrightarrow{\simeq} M / H_{\mathrm{M}} . \tag{2.3}
\end{equation*}
$$

In particular, the symmetric space $M / H_{\mathrm{M}}$ is compact.
According to [4, Lemma 2.8, the map $P \mapsto \Sigma(P)$ induces a bijective map from $\mathcal{P}_{\sigma}^{\min }$ onto the collection of positive systems for $\Sigma$. If $\Phi$ is a positive system for $\Sigma$, then the associated element $P \in \mathcal{P}_{\sigma}^{\min }$ is given by the following characterization of its Lie algebra: Lie $(P)=\mathfrak{m}+\mathfrak{a}+\sum_{\alpha \in \Phi} \mathfrak{g}_{\alpha}$. From this we see that $N_{K}\left(\mathfrak{a}_{q}\right)$ acts on $\mathcal{P}_{\sigma}^{\text {min }}$ by conjugation; moreover, the action commutes with the map $P \mapsto \Sigma(P)$. Accordingly, the action factors to a free transitive action of $W$ on $\mathcal{P}_{\sigma}^{\min }$; see also [4], Lemma 2.8.

If $P \in \mathcal{P}_{\sigma}^{\min }$, then the collection of simple roots for the positive system $\Sigma(P)$ is denoted by $\Delta(P)$; the associated positive chamber in $\mathfrak{a}_{\mathrm{q}}$ is denoted by $\mathfrak{a}_{\mathrm{q}}^{+}(P)$ and the corresponding chamber in $A_{\mathrm{q}}$ by $A_{\mathrm{q}}^{+}(P)$. Thus, we see that $A_{\mathrm{q}}^{\text {reg }}$ is the disjoint union of the chambers $A_{\mathrm{q}}^{+}(P)$, as $P \in \mathcal{P}_{\sigma}^{\min }$.

More generally, if $Q \in \mathcal{P}_{\sigma}$, we write

$$
\begin{equation*}
\mathfrak{a}_{Q q}^{+}:=\left\{X \in \mathfrak{a}_{Q \mathrm{q}} \mid \alpha(X)>0 \quad \text { for } \alpha \in \Sigma(Q)\right\} . \tag{2.4}
\end{equation*}
$$

It follows from [4, Lemmas 2.5 and 2.6, that $\mathfrak{a}_{Q \mathfrak{q}}^{+} \neq \emptyset$. Moreover, if $X \in \mathfrak{a}_{Q q}^{+}$, then the parabolic subgroup $Q$ is determined by the following characterization of its Lie algebra

$$
\begin{equation*}
\operatorname{Lie}(Q)=\mathfrak{m} \oplus \mathfrak{a} \oplus \bigoplus_{\substack{\alpha \in \Sigma \\ \alpha(X) \geq 0}} \mathfrak{g}_{\alpha} . \tag{2.5}
\end{equation*}
$$

Conversely, if $X$ is any element of $\mathfrak{a}_{\mathrm{q}}$, then (2.5) defines the Lie algebra of a group $Q$ from $\mathcal{P}_{\sigma}$; moreover, $X \in \mathfrak{a}_{Q \mathrm{q}}^{+}$. From this we readily see that conjugation induces an action of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ on $\mathcal{P}_{\sigma}$, which factors to an action of $W$.

By a straightforward calculation involving root spaces, it follows that the multiplication map $K \times A_{\mathrm{q}}^{\text {reg }} \rightarrow \mathrm{X}$ induces a diffeomorphism

$$
K \times_{N_{K}\left(\mathrm{a}_{\mathrm{q}}\right) \cap H} A_{\mathrm{q}}^{\mathrm{reg}} \xrightarrow{\simeq} \mathrm{X}_{+} .
$$

In particular, it follows that $\mathrm{X}_{+}$is an open dense subset of X . Let $W_{K \cap H}$ denote the canonical image of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right) \cap H$ in $W$ and let $\mathcal{W}$ be a complete set of representatives for $W / W_{K \cap H}$ in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. If $P \in \mathcal{P}_{\sigma}^{\min }$, then it follows that

$$
\begin{equation*}
\mathrm{X}_{+}=\bigcup_{w \in \mathcal{W}} K A_{\mathrm{q}}^{+}(P) w H \quad \text { (disjoint union). } \tag{2.6}
\end{equation*}
$$

Moreover, for each $w \in \mathcal{W}$ the multiplication map $(k, a) \mapsto k a w H$ induces a diffeomorphism

$$
\begin{equation*}
K \times_{K_{\mathrm{M}} \cap w H w^{-1}} A_{\mathrm{q}}^{+}(P) \xrightarrow{\simeq} K A_{\mathrm{q}}^{+}(P) w H \tag{2.7}
\end{equation*}
$$

Here we have written $K_{\mathrm{M}}=K \cap M$; in (2.7) the set on the right is an open subset of X.

Let $\left(\tau, V_{\tau}\right)$ be a smooth representation of $K$ in a complete locally convex space. For later applications it will be crucial that we allow $\tau$ to be infinite dimensional (see the proof of Theorem 7.7).

By $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ we denote the space of smooth functions $f: \mathrm{X}_{+} \rightarrow V_{\tau}$ that are $\tau$-spherical, i.e.,

$$
\begin{equation*}
f(k x)=\tau(k) f(x) \tag{2.8}
\end{equation*}
$$

for $x \in \mathrm{X}_{+}, k \in K$. The space $C^{\infty}(\mathrm{X}: \tau)$ of smooth $\tau$-spherical functions on X will be identified with the subspace of functions in $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ that extend smoothly to all of X.

In the following we assume that $P \in \mathcal{P}_{\sigma}^{\min }$ is fixed. If $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then by $C_{P, w}^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ or $C_{w}^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ we denote the space of functions $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ with support contained in $K A_{\mathrm{q}}^{+}(P) w H$. From (2.6) we see that

$$
C^{\infty}\left(\mathrm{X}_{+}: \tau\right)=\bigoplus_{w \in \mathcal{W}} C_{w}^{\infty}\left(\mathrm{X}_{+}: \tau\right)
$$

Let $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be fixed for the moment. For $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ we define the function $T_{P, w}^{\downarrow} f \in C^{\infty}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)$ by

$$
T_{P, w}^{\downarrow} f(a)=f(a w H)
$$

Since (2.7) is a diffeomorphism, the restriction of $T_{P, w}^{\downarrow}$ to $C_{w}^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ is an isomorphism of complete locally convex spaces onto the space $C^{\infty}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)$. Taking the direct sum of the maps $T_{P, w}^{\downarrow}$, as $w \in \mathcal{W}$, we therefore obtain an isomorphism of complete locally convex spaces

$$
\begin{equation*}
T_{P, \mathcal{W}}^{\downarrow}: C^{\infty}\left(\mathrm{X}_{+}: \tau\right) \xrightarrow{\simeq} \bigoplus_{w \in \mathcal{W}} C^{\infty}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right) \tag{2.9}
\end{equation*}
$$

Definition 2.1. We denote by $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ the space of functions $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ such that for every $w \in \mathcal{W}$ the function $T_{P, w}^{\downarrow} f$ belongs to $C^{\mathrm{ep}}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)$, where the latter space is defined as in Definition 1.8, with $\mathfrak{a}, a_{0}$ and $\Delta$ replaced by $\mathfrak{a}_{\mathrm{q}}, e$ and $\Delta(P)$, respectively.

If $f \in C^{\text {ep }}\left(\mathrm{X}_{+}: \tau\right)$, we define its asymptotic degree to be the number

$$
\operatorname{deg}_{\mathrm{a}}(f):=\max _{w \in \mathcal{W}} \operatorname{deg}_{\mathrm{a}}\left(T_{P, w}^{\downarrow} f\right)
$$

It follows from the above definition that restriction of $T_{P, \mathcal{W}}^{\downarrow}$ induces a linear isomorphism

$$
\begin{equation*}
C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right) \simeq \bigoplus_{w \in \mathcal{W}} C^{\mathrm{ep}}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right) \tag{2.10}
\end{equation*}
$$

Using conjugations by elements of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ it is readily seen that the space $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and the map $\operatorname{deg}_{\mathrm{a}}: C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right) \rightarrow \mathbb{N}$ are independent of the particular choices of $P$ and $\mathcal{W}$. In particular, if $P \in \mathcal{P}_{\sigma}^{\min }$ and $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then $T_{P, w}^{\downarrow} f \in$
$C^{\text {ep }}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)$ and $\operatorname{deg}\left(T_{P, w}^{\downarrow} f\right) \leq \operatorname{deg}_{\mathrm{a}}(f)$. We put

$$
\operatorname{Exp}(P, w \mid f):=\operatorname{Exp}\left(T_{P, w}^{\downarrow} f\right), \quad \text { and } \quad \operatorname{Exp}_{\mathrm{L}}(P, w \mid f):=\operatorname{Exp}_{\mathrm{L}}\left(T_{P, w}^{\downarrow} f\right) .
$$

Moreover, for all $\xi \in \mathfrak{a}_{\mathrm{qC}}^{*}$ we define $\underline{q}_{\xi}(P, w \mid f)=q_{\xi}\left(T_{P, w}^{\downarrow} f\right)$. Then, for every $a \in$ $A_{\mathrm{q}}^{+}(P)$,

$$
\begin{equation*}
f(a w)=\sum_{\xi \in \operatorname{Exp}(P, w \mid f)} a^{\xi} \underline{q}_{\xi}(P, w \mid f, \log a), \tag{2.11}
\end{equation*}
$$

where the $\Delta(P)$-exponential polynomial series on the right-hand side neatly converges on $A_{\mathrm{q}}^{+}(P)$.

For $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, we will use the notation

$$
\begin{equation*}
\mathrm{X}_{0, w}:=M / M \cap w H w^{-1} ; \tag{2.12}
\end{equation*}
$$

moreover, we put $\tau_{\mathrm{M}}:=\tau_{K_{\mathrm{M}}}$ and write $C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)$ for the space of $\tau_{\mathrm{M}}$-spherical $C^{\infty}$ functions from $\mathrm{X}_{0, w}$ to $V_{\tau}$, i.e., the space of functions $f \in C^{\infty}\left(\mathrm{X}_{0, w}, V_{\tau}\right)$ satisfying the rule (2.8) for $k \in K_{\mathrm{M}}$ and $x \in \mathrm{X}_{0, w}$. From (2.3) with $w H w^{-1}$ in place of $H$ we see that the inclusion $K_{\mathrm{M}} \rightarrow M$ induces a diffemorphism from $K_{\mathrm{M}} / K_{\mathrm{M}} \cap w H w^{-1}$ onto $\mathrm{X}_{0, w}$. Hence evaluation at the point $e\left(M \cap w H w^{-1}\right)$ induces a linear isomorphism from $C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)$ onto $V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}$. Thus, if $f \in C^{\text {ep }}\left(\mathrm{X}_{+}: \tau\right)$, then for every $\xi \in \mathfrak{a}_{\mathrm{qc}}$ there exists a unique $C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)$-valued polynomial function $q_{\xi}(P, w \mid f)$ on $\mathfrak{a}_{\mathrm{q}}$ such that

$$
q_{\xi}(P, w \mid f, X, e)=\underline{q}_{\xi}(P, w \mid f)(X) \quad\left(X \in \mathfrak{a}_{\mathbf{q}}\right) .
$$

Using sphericality of the function $f$ we obtain from (2.11) that

$$
\begin{equation*}
f(\text { maw })=\sum_{\xi \in \operatorname{Exp}(P, w \mid f)} a^{\xi} q_{\xi}(P, w \mid f, \log a, m), \tag{2.13}
\end{equation*}
$$

for $m \in M, a \in A_{\mathrm{q}}^{+}(P)$. The series on the right-hand side is a $\Delta(P)$-exponential polynomial series in the variable $a$, with coefficients in $C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)$, relative to the variable $m$. As such it converges neatly on $A_{\mathrm{q}}^{+}(P)$.

We shall now discuss a lemma whose main purpose is to enable us to reduce on the set of exponents in certain proofs, in order to simplify the exposition.

Lemma 2.2. Let $P \in \mathcal{P}_{\sigma}^{\min }$ and let $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be a complete set of representatives of $W / W_{K \cap H}$. Assume that $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$.

There exists a finite set $S \subset \mathfrak{a}_{\mathrm{qc}}^{*}$ of mutually $\Delta(P)$-integrally inequivalent elements such that $\operatorname{Exp}(P, v \mid f) \subset S-\mathbb{N} \Delta(P)$ for every $v \in \mathcal{W}$.

If $S$ is a set as above, then there exist unique functions $f_{s} \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, for $s \in S$, such that

$$
f=\sum_{s \in S} f_{s},
$$

and such that $\operatorname{Exp}\left(P, v \mid f_{s}\right) \subset s-\mathbb{N} \Delta(P)$, for every $v \in \mathcal{W}$.
Proof. There exists a finite set $X \subset \mathfrak{a}_{\mathrm{qc}}^{*}$ such that $\operatorname{Exp}(P, v \mid f) \subset X-\mathbb{N} \Delta(P)$ for all $v \in \mathcal{W}$. Obviously there exists a finite set $S$ as required, such that $X-\mathbb{N} \Delta(P) \subset$ $S-\mathbb{N} \Delta(P)$.

If $S$ is such as mentioned, then for $s \in S$ and $v \in \mathcal{W}$ we define the function $f_{s, v}: A_{\mathrm{q}}^{+}(P) \rightarrow V_{\tau}^{K_{\mathrm{M}} \cap v H v^{-1}}$ by

$$
f_{s, v}(a)=\sum_{\nu \in \mathbb{N} \Delta(P)} a^{s-\nu} q_{s-\nu}(P, v \mid f, \log a, e)
$$

here the exponential polynomial series is neatly convergent, hence $f_{s, v}$ belongs to the space $C^{\mathrm{ep}}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap v H v^{-1}}\right)$, for every $v \in \mathcal{W}$. By the isomorphism (2.10) there exists a unique function $f_{s} \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ such that $f_{s}(a v)=f_{s, v}(a)$ for $v \in \mathcal{W}, a \in A_{\mathrm{q}}^{+}(P)$. By the hypothesis on $S$ the sets $s-\mathbb{N} \Delta(P)$, for $s \in S$, are disjoint. Hence $f=\sum_{s \in S} f_{s}$ on $A_{\mathrm{q}}^{+}(P) v$, for every $v \in \mathcal{W}$. By (2.6) and sphericality this equality holds on all of $\mathrm{X}_{+}$.

## 3. Asymptotic behavior along walls

In this section we study the asymptotic behavior along walls of functions from $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ (see Definition 2.1). The behavior is described (in Theorem 3.4) by an exponential polynomial series on $A_{Q \mathrm{q}}$, where $Q \in \mathcal{P}_{\sigma}$. The coefficients of the series depend on an element $m \in M_{Q}$, and the convergence exhibits a certain uniformity with respect to this element. This uniformity will be described by means of a map introduced in (3.4). Moreover, as a function of $m$ each coefficient allows an expansion in an exponential polynomial series on the complement ${ }^{*} A_{Q \mathrm{q}}=M_{Q} \cap A_{\mathrm{q}}$ of $A_{Q \mathrm{q}}$ in $A_{\mathrm{q}}$. The relation between these series on ${ }^{*} A_{Q \mathrm{q}}$ and the original series on $A_{\mathrm{q}}$ is described in Theorem 3.5

As before, let $\tau$ be a smooth representation in a complete locally convex space $V_{\tau}$. Let $P \in \mathcal{P}_{\sigma}^{\min }$ and let $Q$ be a $\sigma$-parabolic subgroup with Langlands decomposition $Q=M_{Q} A_{Q} N_{Q}$, containing $P$. In addition to the notation introduced in the beginning of the previous section, the following notation will also be convenient.

We agree to write $K_{Q}:=K \cap M_{Q}$ and $H_{Q}:=H \cap M_{Q}$. Moreover, $W_{Q}$ denotes the centralizer of $\mathfrak{a}_{Q \mathrm{q}}$ in $W$. Then $W_{Q} \simeq N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right) / Z_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$. On the other hand, $W_{Q}$ is also the subgroup of $W$ generated by the reflections in the roots from the set

$$
\Delta_{Q}(P):=\left\{\alpha \in \Delta(P)|\alpha|_{\mathfrak{a}_{Q \mathrm{q}}}=0\right\}
$$

We note that $\Sigma(Q)=\Sigma(P) \backslash \mathbb{N} \Delta_{Q}(P)$. Moreover, let $\Sigma_{r}(Q)$ denote the collection of $\mathfrak{a}_{Q \mathbf{q}^{-}}$-weights in $\mathfrak{n}_{Q}$. Then

$$
\Sigma_{r}(Q)=\left\{\left.\alpha\right|_{\mathfrak{a}_{Q q}} \mid \alpha \in \Sigma(Q)\right\}
$$

Let $\Delta_{r}(Q)$ be the collection of weights from the set $\Sigma_{r}(Q)$ that cannot be written as the sum of two weights from that set; then one readily verifies that $\Delta_{r}(Q)$ equals the set of restrictions of elements from $\Delta(P) \backslash \Delta_{Q}(P)$ to $\mathfrak{a}_{Q \mathrm{q}}$. In particular, the elements of $\Delta_{r}(Q)$ are linearly independent.

Given $a_{0} \in A_{Q \mathrm{q}}$ we shall briefly write $A_{Q \mathrm{q}}^{+}\left(a_{0}\right)$ for the set $A_{Q \mathrm{q}}^{+}\left(\Delta_{r}(Q), a_{0}\right)$ defined as in (1.4) with $\mathfrak{a}_{Q q}$ and $\Delta_{r}(Q)$ in place of $\mathfrak{a}$ and $\Delta$, respectively. Similarly, if $\rho \in] 0, \infty\left[{ }^{\Delta_{r}(Q)}\right.$, we briefly write

$$
A_{Q \mathrm{q}}^{+}(\rho):=A_{Q \mathrm{q}}^{+}\left(\Delta_{r}(Q), \rho\right)=\left\{a \in A_{Q \mathrm{q}} \mid a^{-\alpha}<\rho_{\alpha}, \quad \forall \alpha \in \Delta_{r}(Q)\right\}
$$

If $R>0$, we write $A_{Q \mathrm{q}}^{+}(R)$ for $A_{Q \mathrm{q}}^{+}(\rho)$, where $\rho$ is defined by $\rho_{\alpha}=R$ for every $\alpha \in \Delta_{r}(Q)$. Note that $A_{Q \mathrm{q}}^{+}(1)$ equals the positive chamber $A_{Q \mathrm{q}}^{+}:=\exp \left(\mathfrak{a}_{Q \mathrm{q}}^{+}\right)$; see (2.4).

If $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, we define

$$
\begin{equation*}
\mathrm{X}_{1 Q, v}:=M_{1 Q} / M_{1 Q} \cap v H v^{-1} \tag{3.1}
\end{equation*}
$$

This is a symmetric space for the involution $\sigma^{v}$ of $M_{1 Q}$ defined by $\sigma^{v}(m)=$ $v \sigma\left(v^{-1} m v\right) v^{-1}$. Note that this involution commutes with the Cartan involution $\left.\theta\right|_{M_{1 Q}}$. Note also that $\mathfrak{a}_{\mathfrak{q}}$ is a maximal abelian subspace of $\operatorname{Ad}(v)(\mathfrak{p} \cap \mathfrak{q})=\mathfrak{p} \cap \operatorname{Ad}(v) \mathfrak{q}$. Hence it is the analogue of $\mathfrak{a}_{\mathrm{q}}$ for the triple $\left(M_{1 Q}, K_{Q}, M_{1 Q} \cap v H v^{-1}\right)$. The corresponding group $A_{\mathrm{q}}$ may naturally be identified with a subspace of $\mathrm{X}_{1 Q, v}$.

The image of $M_{Q}$ in $\mathrm{X}_{1 Q, v}$ may be identified with

$$
\mathrm{X}_{Q, v}:=M_{Q} / M_{Q} \cap v H v^{-1}
$$

the symmetric space for the involution $\left.\sigma^{v}\right|_{M_{Q}}$. It follows from the characterization of $\mathcal{P}_{\sigma}$ expressed by (2.5) that

$$
\begin{equation*}
\mathcal{P}_{\sigma}=\mathcal{P}_{\sigma^{v}} \tag{3.2}
\end{equation*}
$$

Hence $Q$ is a $\sigma^{v}$-parabolic subgroup as well. Hence $\mathfrak{a}_{Q} \cap \operatorname{Ad}(v) \mathfrak{q}=\mathfrak{a}_{Q} \cap \mathfrak{a}_{\mathrm{q}}=\mathfrak{a}_{Q \mathrm{q}}$, and we deduce that the inclusion $A_{Q q} \rightarrow A_{Q}$ induces a diffeomorphism $A_{Q \mathrm{q}} \simeq$ $A_{Q} / A_{Q} \cap v H v^{-1}$. From this we conclude that the multiplication map $M_{Q} \times A_{Q q} \rightarrow$ $M_{1 Q}$ induces the decomposition

$$
\begin{equation*}
\mathrm{X}_{1 Q, v} \simeq \mathrm{X}_{Q, v} \times A_{Q \mathrm{q}} \tag{3.3}
\end{equation*}
$$

Remark 3.1. In particular, the above definitions cover the two extreme cases that $Q$ is minimal and that it equals $G$.

In the case that $Q \in \mathcal{P}_{\sigma}^{\min }$, we have $Q=M A N_{Q}$, and $\mathrm{X}_{Q, v}$ equals the space $\mathrm{X}_{0, v}$ defined in (2.12). Moreover, $\mathrm{X}_{1 Q, v} \simeq \mathrm{X}_{0, v} \times A_{\mathrm{q}}$.

In the other extreme case we have $\mathrm{X}_{1 G, v}=G / v H v^{-1}$. This symmetric space will also be denoted by $\mathrm{X}_{v}$. Note that right multiplication by $v$ induces an isomorphism of $\mathrm{X}_{v}$ onto X . Note also that $M_{G}$ equals ${ }^{\circ} G$, the intersection of ker $\chi$, as $\chi$ ranges over the positive characters of $G$. Hence $\mathrm{X}_{G, v}={ }^{\circ} G /{ }^{\circ} G \cap v H v^{-1}$. Finally, $\mathrm{X}_{v} \simeq$ $\mathrm{X}_{G, v} \times A_{G q}$, where $A_{G q}$ is the image under $\exp$ of the space $\mathfrak{a}_{G q}$, which in turn is the intersection of the root hyperplanes $\operatorname{ker} \alpha$ as $\alpha \in \Sigma$.

Let $\overline{\mathfrak{n}}_{Q}:=\theta \mathfrak{n}_{Q}$ be equipped with the restriction of the inner product $\langle\cdot, \cdot\rangle$ from $\mathfrak{g}$. If $Q \neq G$, we define the function $\left.R_{Q, v}: M_{1 Q} \rightarrow\right] 0, \infty[$ by

$$
\begin{equation*}
R_{Q, v}(m)=\left\|\left.\operatorname{Ad}\left(m \sigma^{v}(m)^{-1}\right)\right|_{\overline{\mathfrak{n}}_{Q}}\right\|_{\mathrm{op}}^{1 / 2} \tag{3.4}
\end{equation*}
$$

where $\|\cdot\|_{\text {op }}$ denotes the operator norm. We define $R_{G, v}$ to be the constant function 1.

The function $R_{Q, v}$ is right $M_{1 Q} \cap v H v^{-1}$-invariant. It may therefore also be viewed as a function on $\mathrm{X}_{1 Q, v}$. We shall describe the function $R_{Q, v}$ in more detail below.

The orthocomplement of $\mathfrak{a}_{Q \mathrm{q}}$ in $\mathfrak{a}_{\mathrm{q}}$ is denoted by ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}$. Note that

$$
\begin{equation*}
{ }^{*} \mathfrak{a}_{Q \mathrm{q}}=\mathfrak{m}_{Q} \cap \mathfrak{a}_{\mathrm{q}} ; \tag{3.5}
\end{equation*}
$$

hence ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}$ is the analogue of $\mathfrak{a}_{\mathrm{q}}$ for the triple $\left(M_{Q}, K_{Q}, H_{Q}\right)$. We recall from the text following (3.1) that $\mathfrak{a}_{\mathrm{q}}$ is maximal abelian in $\mathfrak{p} \cap \operatorname{Ad}(v) \mathfrak{q}$ hence is the analogue of $\mathfrak{a}_{\mathrm{q}}$ for the triple $\left(G, K, v H v^{-1}\right)$. Accordingly, ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}$ is also the analogue of $\mathfrak{a}_{\mathrm{q}}$ for the triple $\left(M_{Q}, K_{Q}, M_{Q} \cap v H v^{-1}\right)$.

In view of (3.2), the group ${ }^{*} P=P \cap M_{Q}$ is readily seen to be a minimal $\sigma^{v}{ }_{-}$ parabolic subgroup for $M_{Q}$; the associated positive chamber in ${ }^{*} A_{Q \mathrm{q}}=\exp \left({ }^{*} \mathfrak{a}_{Q \mathrm{q}}\right)$ is denoted by ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$.

Let $\mathcal{W}_{Q, v}$ be an analogue for $\mathrm{X}_{Q, v}$ of $\mathcal{W}$, that is, $\mathcal{W}_{Q, v}$ is a complete set of representatives in $N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ for the quotient $W_{Q} / W_{K_{Q} \cap v H v^{-1}}$. Let $\mathrm{X}_{Q, v,+}$ be the analogue for $\mathrm{X}_{Q, v}$ of the open dense subset $\mathrm{X}_{+}$of X . According to (2.6) this set may be expressed as the following disjoint union of open subsets of $\mathrm{X}_{Q, v}$

$$
\begin{equation*}
\mathrm{X}_{Q, v,+}:=\bigcup_{u \in \mathcal{W}_{Q, v}} K_{Q}{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) u\left(M_{Q} \cap v H v^{-1}\right) \quad \text { (disjoint union). } \tag{3.6}
\end{equation*}
$$

Let $\mathrm{X}_{1 Q, v,+}$ be the analogue of $\mathrm{X}_{+}$for $\mathrm{X}_{1 Q, v}$; then from (3.3) we see that $\mathrm{X}_{1 Q, v,+} \simeq$ $\mathrm{X}_{Q, v,+} \times A_{Q q}$. In terms of this decomposition and (3.6) the function $R_{Q, v}$ may be expressed as follows.

Lemma 3.2. The function $\left.R_{Q, v}: M_{1 Q} \rightarrow\right] 0, \infty\left[\right.$ is continuous, and right $M_{1 Q} \cap$ $v H v^{-1}$ - and left $K_{Q}$-invariant. Moreover, if $Q \neq G$ and if $a \in A_{\mathrm{q}}$ and $u \in$ $N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then

$$
\begin{equation*}
R_{Q, v}(a u)=\max _{\alpha \in \Sigma(Q)} a^{-\alpha} \tag{3.7}
\end{equation*}
$$

Finally, $R_{Q, v} \geq 1$ on $\mathrm{X}_{Q, v}$.
Proof. Since $R_{G, v}$ is the constant function 1, we may as well assume that $Q \neq G$. Continuity of the function $R_{Q, v}$ is obvious from its definition. The group $K_{Q}$ is $\sigma^{v}$ invariant and acts unitarily on $\overline{\mathfrak{n}}_{Q}$; hence the left $K_{Q}$-invariance is obvious from the definition. If $a \in A_{\mathrm{q}}$, then $a \sigma^{v}(a)^{-1}=a^{2}$. Hence the operator norm of $\operatorname{Ad}\left(a \sigma^{v}(a)^{-1}\right)$ on $\overline{\mathfrak{n}}_{Q}$ equals the maximal value of $a^{-2 \alpha}$ as $\alpha \in \Sigma(Q)$. This implies (3.7) for $u=1$.

The element $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ belongs to $M_{Q}$, hence $\operatorname{Ad}(u)$ normalizes $\mathfrak{n}_{Q}$. Therefore, $\operatorname{Ad}(u)$ leaves the collection $\Sigma(Q)$ of $\mathfrak{a}_{\mathrm{q}}$-roots in $\mathfrak{n}_{Q}$ invariant. Put $a^{\prime}=u^{-1} a u$. Then $R_{Q, v}(a u)=R_{Q, v}\left(a^{\prime}\right)=\max _{\alpha \in \Sigma(Q)}\left(a^{\prime}\right)^{-\alpha}$. Since $\operatorname{Ad}(u)$ leaves $\Sigma(Q)$ invariant, (3.7) follows.

If $\alpha \in \Sigma$, let $h_{\alpha}$ be the element of $\mathfrak{a}_{\mathrm{q}}$ determined by $\alpha(X)=\left\langle h_{\alpha}, X\right\rangle$, for $X \in \mathfrak{a}_{\mathrm{q}}$. Then the closure of ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$ is contained in the closed convex cone generated by the elements $h_{\beta}$, for $\beta \in \Delta_{Q}(P)$. If $\alpha \in \Delta(P) \backslash \Delta_{Q}(P)$, then $\alpha\left(h_{\beta}\right)=\langle\alpha, \beta\rangle \leq 0$, for $\beta \in \Delta_{Q}(P)$; hence $\alpha \leq 0$ on ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. But $\Delta(P) \backslash \Delta_{Q}(P) \subset \Sigma(Q)$, hence it follows that $R_{Q, v} \geq 1$ on ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) u$, for every $u \in \mathcal{W}_{Q, v}$. The final assertion follows from combining this observation with (3.6), the left $K_{Q}$-invariance of $R_{Q, v}$ and density of $\mathrm{X}_{Q, v,+}$ in $\mathrm{X}_{Q, v}$.

If $1 \leq R \leq \infty$ we define

$$
\begin{equation*}
\mathrm{X}_{Q, v}[R]:=\left\{m \in \mathrm{X}_{Q, v} \mid R_{Q, v}(m)<R\right\} \tag{3.8}
\end{equation*}
$$

Note that $\mathrm{X}_{Q, v}[1]=\emptyset$ and $\mathrm{X}_{Q, v}[\infty]=\mathrm{X}_{Q, v} ;$ moreover, $R_{1}<R_{2} \Rightarrow \mathrm{X}_{Q, v}\left[R_{1}\right] \subset$ $\mathrm{X}_{Q, v}\left[R_{2}\right]$. Finally, the union of the sets $\mathrm{X}_{Q, v}[R]$ as $1 \leq R<\infty$ equals $\mathrm{X}_{Q, v}$.

In accordance with (3.8) we define $\mathrm{X}_{Q, v,+}[R]:=\mathrm{X}_{Q, v,+} \cap \mathrm{X}_{Q, v}[R]$, for $1 \leq R \leq \infty$. Moreover, we also put (see above (1.4))

$$
{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}:={ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) \cap A_{\mathrm{q}}^{+}(\Delta(P), R)
$$

Note that, if $\alpha \in \Sigma(P) \backslash \Sigma(Q)$, then $a^{-\alpha}<1 \leq R$ for all $a \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. Hence

$$
{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}:=\left\{a \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) \mid a^{-\alpha}<R, \quad \forall \alpha \in \Sigma(Q)\right\}
$$

It follows from (3.6) and Lemma 3.2 that

$$
\begin{equation*}
\mathrm{X}_{Q, v,+}[R]=\bigcup_{u \in \mathcal{W}_{Q, v}} K_{Q}{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]} u\left(M_{Q} \cap v H v^{-1}\right) \quad \text { (disjoint union). } \tag{3.9}
\end{equation*}
$$

The function $R_{Q, v}$ plays a role in the description of the asymptotic behavior of a function $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ along 'the wall' $A_{Q \mathrm{q}}^{+} v$. This behaviour is described in terms of an expansion of $f(m a v)$ in the variable $a \in A_{Q \mathrm{q}}^{+}$, for $m \in \mathrm{X}_{Q, v,+}$. Thus, it is of interest to know when mavH belongs to $\mathrm{X}_{+}$, the domain of $f$.

Lemma 3.3.
(a) If $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$ and $a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}(b)^{-1}\right)$, then $b a \in A_{\mathrm{q}}^{+}(P)$.
(b) Let $m \in \mathrm{X}_{Q, v,+}$. Then mavH $\in \mathrm{X}_{+}$for all $a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}(m)^{-1}\right)$.
(c) Let $R \geq 1$. Then $\mathrm{X}_{Q, v,+}[R] A_{Q \mathrm{q}}^{+}\left(R^{-1}\right) v H \subset \mathrm{X}_{+}$.

Proof. Let $b$ and $a$ fulfill the hypotheses of (a). If $\alpha \in \Delta_{Q}(P)$, then $(b a)^{-\alpha}=$ $b^{-\alpha}<1$. On the other hand, we have, for $\alpha \in \Delta(P) \backslash \Delta_{Q}(P)$, that $\alpha \in \Sigma(Q)$, hence $(b a)^{-\alpha} \leq R_{Q, v}(b) a^{-\alpha}<1$, by Lemma 3.2 Hence $b a \in A_{\mathrm{q}}^{+}(P)$, and (a) is proved.

Let $m$ be as in (b), and let $a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}(m)^{-1}\right)$. In view of (3.6) we may write $m=k b u h$ with $\left.k \in K_{Q}, b \in{ }^{*} A_{Q \mathrm{q}}^{+}{ }^{*} P\right), u \in \mathcal{W}_{Q, v}$ and $h \in M_{Q} \cap v H v^{-1}$. Now $m a v H=k b u h a v H=k b a u v H$. Thus, it suffices to show that $b a \in A_{\mathrm{q}}^{+}(P)$. This follows from (a) and the observation that $R_{Q, v}(b)=R_{Q, v}(m)$, by Lemma 3.2,

Finally, (c) is a straightforward consequence of (b).
If $Q \in \mathcal{P}_{\sigma}$ we put $\tau_{Q}:=\left.\tau\right|_{K_{Q}}$. Then, for $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, the space $C^{\mathrm{ep}}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$ is defined as in Definition [2.1] with $\mathrm{X}_{Q, v}$ and $\tau_{Q}$ in place of X and $\tau$, respectively.
Theorem 3.4. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$. Let $Q \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.
(a) There exist a constant $k \in \mathbb{N}$, a finite set $Y \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$, and for each $\eta \in Y-$ $\mathbb{N} \Delta_{r}(Q)$ a $C\left(\mathrm{X}_{Q, v,+}, V_{\tau}\right)$-valued polynomial function $q_{\eta}=q_{\eta}(Q, v \mid f)$ on $\mathfrak{a}_{Q \mathrm{q}}$ of degree at most $k$, such that for every $m \in \mathrm{X}_{Q, v,+}$,

$$
\begin{equation*}
f(m a v)=\sum_{\eta \in Y-\mathbb{N} \Delta_{r}(Q)} a^{\eta} q_{\eta}(\log a, m), \quad\left(a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}(m)^{-1}\right)\right) \tag{3.10}
\end{equation*}
$$

where the $\Delta_{r}(Q)$-exponential polynomial series with coefficients in $V_{\tau}$ converges neatly on the indicated subset of $A_{Q \mathrm{q}}$.
(b) The set $\operatorname{Exp}(Q, v \mid f):=\left\{\eta \in Y-\mathbb{N} \Delta_{r}(Q) \mid q_{\eta} \neq 0\right\}$ is uniquely determined. Moreover, the functions $q_{\eta}$, where $\eta \in Y-\mathbb{N} \Delta_{r}(Q)$, are unique and belong to $P_{d}\left(\mathfrak{a}_{Q \mathrm{q}}\right) \otimes C^{\mathrm{ep}}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$, where $d:=\operatorname{deg}_{\mathrm{a}}(f)$. Finally, if $R>1$, then the the series on the right-hand side of (3.10) converges neatly on $A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$ as a $\Delta_{r}(Q)$-exponential polynomial series with coefficients in $C^{\infty}\left(\mathrm{X}_{Q, v,+}[R]: \tau_{Q}\right)$.
Proof. We will establish existence. Uniqueness then follows from uniqueness of asymptotics; see Lemma 1.7

Fix $P \in \mathcal{P}_{\sigma}^{\min }$ with $P \subset Q$. Select a complete set $\mathcal{W}_{Q, v} \subset N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of representatives for $W_{Q} / W_{Q} \cap W_{K \cap v H v^{-1}}$.

The set $\mathcal{W}_{Q, v} v$ maps injectively into the coset space $W / W_{K \cap H}$. Hence it may be extended to a complete set $\mathcal{W}$ of representatives in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ for $W / W_{K \cap H}$. In view
of Lemma 2.2 we may therefore decompose $f$, if necessary, so that we arrive in the situation that there exists a $s \in \mathfrak{a}_{\mathrm{qC}}^{*}$ such that $\operatorname{Exp}(P, u v \mid f) \subset s-\mathbb{N} \Delta(P)$, for all $u \in \mathcal{W}_{Q, v}$. We put $s_{Q}=s \mid \mathfrak{a}_{Q q}$.

Let $u \in \mathcal{W}_{Q, v}$. Then the function $f_{u v}: a \mapsto f(a u v)$ has a (unique) $\Delta(P)$-exponential polynomial expansion on $A_{\mathrm{q}}^{+}(P)$ of the following type:

$$
\begin{equation*}
f_{u v}(a)=f(a u v)=\sum_{\xi \in s-\mathbb{N} \Delta(P)} q_{u, \xi}(\log a) a^{\xi} . \tag{3.11}
\end{equation*}
$$

Here $q_{u, \xi}(\cdot)=q_{\xi}(P, u v \mid f, \cdot, e)$ belongs to $P_{d}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes V_{\tau}^{K_{\mathrm{M}} \cap u v H v^{-1} u^{-1}}$.
Let $\partial \in S\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then according to Lemma 1.9, the function $\partial f_{u v}$ is given on $A_{\mathrm{q}}^{+}(P)$ by a neatly convergent $\Delta(P)$-exponential polynomial series that is obtained from (3.11) by term by term application of $\partial$. That is,

$$
\begin{equation*}
\partial f_{u v}(a)=\sum_{\xi \in s-\mathbb{N} \Delta(P)} q_{\partial, u, \xi}(\log a) a^{\xi} \tag{3.12}
\end{equation*}
$$

where $q_{\partial, u, \xi}$ is the $V_{\tau}^{K_{\mathrm{M}} \cap u v H v^{-1} u^{-1} \text {-valued polynomial function on } \mathfrak{a}_{\mathrm{q}} \text { of degree at }{ }^{\text {a }} \text { a }}$ most $d$ given by

$$
q_{\partial, u, \xi}(X)=e^{-\xi(X)} \partial\left[e^{\xi(\cdot)} q_{u, \xi}\right](X) \quad\left(X \in \mathfrak{a}_{\mathrm{q}}\right)
$$

Now let $R>1$ and let $\mathcal{K}$ and $\mathcal{K}^{\prime}$ be compact subsets of ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}$ and $A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$, respectively. Then $\mathcal{K}^{\prime} \mathcal{K}$ is a compact subset of $A_{\mathrm{q}}^{+}(P)$, by Lemma 3.3(a). Thus, if $a \in \mathcal{K}^{\prime}$ and $b \in \mathcal{K}$, then the series in (3.12) with $b a$ in place of $a$ converges absolutely, and may be rearranged as follows:

$$
\begin{equation*}
\partial f_{u v}(a b)=\sum_{\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)} a^{\eta} \sum_{\substack{\xi \in s-\mathbb{N} \Delta(P) \\ \xi \mid \alpha_{Q q}=\eta}} b^{\xi} q_{\partial, u, \xi}(\log b+\log a) \tag{3.13}
\end{equation*}
$$

In view of Lemma 1.5 the convergence is absolutely uniformly for $(a, b) \in \mathcal{K}^{\prime} \times \mathcal{K}$.
By a similar reasoning it follows from the neat convergence of the series (3.12) that, for any continuous seminorm $\sigma_{0}$ on $P_{d}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes V_{\tau}$, the series

$$
\begin{equation*}
\sum_{\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)} a^{\operatorname{Re} \eta} \sum_{\substack{\xi \in s-\mathbb{N} \Delta(P) \\ \xi \mid Q_{Q q}=\eta}} b^{\operatorname{Re} \xi} \sigma_{0}\left(q_{\partial, u, \xi}\right) \tag{3.14}
\end{equation*}
$$

converges uniformly for $a \in \mathcal{K}^{\prime}$ and $b \in \mathcal{K}$.
Now let $\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)$ and let $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$ and $a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}(b)^{-1}\right)$. Then there exists a $R>1$ such that $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}$ and $a \in A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$. Hence the series (3.14) converges, and by positivity of all of its terms we infer that the series

$$
\begin{equation*}
\sum_{\substack{\xi \in s-N \Delta(P) \\ \xi \mid \alpha_{Q q}=\eta}} b^{\operatorname{Re} \xi} \sigma_{0}\left(q_{\partial, u, \xi}\right) \tag{3.15}
\end{equation*}
$$

converges for every continuous seminorm $\sigma_{0}$ on $P_{d}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes V_{\tau}$, for every $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$.
We now specialize to $\partial=1$ and note that $q_{1, u, \xi}=q_{u, \xi}$. Let $X \in \mathfrak{a}_{Q \mathrm{q}}$. We define the linear endomorphism $T_{X}$ of $P_{d}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes V_{\tau}$ by $T_{X} p(H)=p(X+H)$. This endomorphism is continuous linear by finite dimensionality. Combining this with the convergence of (3.15) we infer, for every $X \in \mathfrak{a}_{Q q}$, that

$$
\begin{equation*}
q_{Q, u, \eta}(X, b):=\sum_{\substack{\xi \in s-\mathbb{N} \Delta(P) \\ \xi \mid \alpha_{Q q}=\eta}} b^{\xi} T_{X}\left(q_{u, \xi}\right)(\log b) \tag{3.16}
\end{equation*}
$$

is a function of $b$ defined by a neatly convergent $\Delta_{Q}(P)$-exponential polynomial series on ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. It is polynomial in $X$ of degree at most $d$, and real analytic in $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. Moreover, its values are in the space $V_{\tau}^{K_{\mathrm{M}} \cap u v H v^{-1} u^{-1}}$. Thus $q_{Q, u, \eta} \in P_{d}\left(\mathfrak{a}_{Q \mathrm{q}}\right) \otimes C^{\mathrm{ep}}\left({ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right), V_{\tau}^{K_{\mathrm{M}} \cap u v H v^{-1} u^{-1}}\right)$. In view of the isomorphism (2.10) for $\mathrm{X}_{Q, v,+}, \tau_{Q}, \mathcal{W}_{Q, v}$ in place of $\mathrm{X}_{+}, \tau, \mathcal{W}$ (see also the decomposition (3.6) there exists a unique polynomial function $q_{\eta}=q_{\eta}(Q, v \mid f)$ on $\mathfrak{a}_{Q \mathrm{q}}$ with values in $C^{\mathrm{ep}}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$ such that

$$
\begin{equation*}
q_{\eta}(X, b u)=q_{Q, u, \eta}(X, b), \quad\left(X \in \mathfrak{a}_{Q \mathrm{q}}, u \in \mathcal{W}_{Q, v}, b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)\right) \tag{3.17}
\end{equation*}
$$

The degree of $q_{\eta}$ as a polynomial function on $\mathfrak{a}_{Q q}$ is at most $d$. Combining this with (3.16) and (3.13) and using that $R_{Q, v}(b u)=R_{Q, v}(b)$, we arrive at the expansion (3.10) for $m=b u$ and $a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}(m)^{-1}\right)$. Using the left $K_{Q}$-invariance of $R_{Q, v}$ and the sphericality of $f$ and the functions $m \mapsto q_{\eta}(\log a, m)$, we now obtain (3.10) with absolute convergence; the first two assertions of (b) follow as well. The assertion of neat convergence in (a) is a consequence of the final assertion in (b), which we will now proceed to establish.

Let $u \in \mathcal{W}_{Q, v}$ and $R>1$ be fixed. Then in view of the union (3.9) it suffices to prove the neat convergence of the series (3.10) as a $\Delta_{r}(Q)$-exponential polynomial series with coefficients in $C^{\infty}\left(K_{Q}{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]} u\left(M_{Q} \cap v H v^{-1}\right): \tau_{Q}\right)$. The map $(k, a) \mapsto k a u\left(M_{Q} \cap v H v^{-1}\right)$ induces a diffeomorphism from $K_{Q} /\left(K_{Q} \cap v H v^{-1}\right) \times$ ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}$ onto the open subset $K_{Q}{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]} u\left(M_{Q} \cap v H v^{-1}\right)$ of $\mathrm{X}_{Q, v,+}$. By sphericality of the coefficients of the series (3.10) we see that it suffices to prove that

$$
\sum_{\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)} a^{\eta} \sigma_{1}\left(q_{Q, u, \eta}\right)
$$

converges absolutely, for $a \in A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$ and for $\sigma_{1}$ any continuous seminorm on $P_{d}\left(\mathfrak{a}_{Q \mathrm{q}}\right) \otimes C^{\infty}\left({ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}, V_{\tau}^{K_{\mathrm{M}} \cap u v H v^{-1} u^{-1}}\right)$.

Fix $X \in \mathfrak{a}_{Q \mathrm{q}}, \partial \in S\left({ }^{*} \mathfrak{a}_{Q \mathrm{q}}\right), a \in A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$ and $\mathcal{K} \subset{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)_{[R]}$ a compact subset. Then it suffices to prove that

$$
\begin{equation*}
\sum_{\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)} a^{\eta} \sup _{\mathcal{K}}\left\|\partial\left(q_{Q, u, \eta}(X, \cdot)\right)\right\| \tag{3.18}
\end{equation*}
$$

converges absolutely.
From the neat convergence of the series (3.16), for $b \in{ }^{*} A_{Q \mathrm{q}}\left({ }^{*} P\right)$, it follows that term by term differentiation is allowed. Since $\partial \in S\left({ }^{*} \mathfrak{a}_{Q \mathrm{q}}\right)$, whereas $X \in \mathfrak{a}_{Q \mathrm{q}}$, we have

$$
b^{-\xi} \partial\left(b^{\xi} T_{X}\left(q_{u, \xi}\right)(\log b)\right)=q_{\partial, u, \xi}(X+\log b)
$$

Hence, for every $\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)$,

$$
\begin{equation*}
\partial\left(q_{Q, u, \eta}(X, \cdot)\right)(b)=\sum_{\substack{\xi \in s, N \Delta(P) \\ \xi \mid a Q Q=\eta}} b^{\xi} q_{\partial, u, \xi}(X+\log b) \tag{3.19}
\end{equation*}
$$

There exists a continuous seminorm $\sigma_{2}$ on $P_{d}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes V_{\tau}$, such that, for every $b \in \mathcal{K}$ and all $q \in P_{d}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes V_{\tau}$,

$$
\|q(X+\log b)\| \leq \sigma_{2}(q)
$$

In particular, this implies that

$$
\begin{equation*}
\left\|q_{\partial, u, \xi}(X+\log b)\right\| \leq \sigma_{2}\left(q_{\partial, u, \xi}\right) \tag{3.20}
\end{equation*}
$$

for every $b \in \mathcal{K}$.
Combining (3.19) with (3.20) we now obtain

Thus, the absolute convergence of (3.18) follows from the uniform convergence of (3.14), $b \in \mathcal{K}$.

Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and let $Q \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Moreover, let the set $Y \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ and the polynomials $q_{\eta}=q_{\eta}(Q, v \mid f)$, for $\eta \in Y-\mathbb{N} \Delta_{r}(Q)$ be as in Theorem 3.4. As in that theorem, we define

$$
\operatorname{Exp}(Q, v \mid f)=\left\{\eta \in Y-\mathbb{N} \Delta_{r}(Q) \mid q_{\eta} \neq 0\right\}
$$

and call the elements of this set the exponents of $f$ along $(Q, v)$. If $\eta \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ does not belong to $\operatorname{Exp}(Q, v \mid f)$, we agree to write $q_{\eta}(Q, v \mid f)=0$.

Now let $P \in \mathcal{P}_{\sigma}^{\min }$ be contained in $Q$ and put ${ }^{*} P:=P \cap M_{Q}$. Then, for $u \in$ $N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$, we define

$$
\operatorname{Exp}(Q, v \mid f)_{P, u}=\left\{\eta \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \mid q_{\eta} \neq 0 \quad \text { on } \mathfrak{a}_{Q \mathrm{q}} \times K_{Q}{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) u\left(M_{Q} \cap v H v^{-1}\right)\right\}
$$

The elements of this set are called the $(Q, v)$-exponents of $f$ on ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) u$. Let $\mathcal{W}_{Q, v} \subset N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be a complete set of representatives of $W_{Q} / W_{Q} \cap W_{K \cap v H v^{-1}}$. Then it follows from (3.6) that

$$
\begin{equation*}
\operatorname{Exp}(Q, v \mid f)=\bigcup_{u \in \mathcal{W}_{Q, v}} \operatorname{Exp}(Q, v \mid f)_{P, u} \tag{3.21}
\end{equation*}
$$

We now have the following result.
Theorem 3.5 (Transitivity of asymptotics). Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$. Let $P, Q \in \mathcal{P}_{\sigma}$, assume that $P$ is minimal and $P \subset Q$ and put ${ }^{*} P=P \cap M_{Q}$. Then for all $v \in$ $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ we have

$$
\begin{equation*}
\operatorname{Exp}(Q, v \mid f)_{P, u}=\left.\operatorname{Exp}(P, u v \mid f)\right|_{\mathfrak{a}_{Q q}} \tag{3.22}
\end{equation*}
$$

Moreover, if $\left.\eta \in \operatorname{Exp}(P, u v \mid f)\right|_{\mathfrak{a}_{Q \mathrm{q}}}$, then for every $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right), X \in \mathfrak{a}_{Q \mathrm{q}}$, and $m \in M$,
where the $\Delta_{Q}(P)$-exponential polynomial series (in the variable b) on the right is neatly convergent on ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. Furthermore, the series

$$
\begin{equation*}
\sum_{\substack{\xi \in \operatorname{Exp}(P, u v \mid f) \\ \xi \mid \operatorname{a} Q q=\eta}} b^{\xi} q_{\xi}(P, u v \mid f, X+\log b) \tag{3.24}
\end{equation*}
$$

converges neatly as a $\Delta_{Q}(P)$-exponential polynomial series in the variable $b \in$ ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$ with coefficients in $C^{\infty}\left(\mathrm{X}_{0, u v}: \tau_{\mathrm{M}}\right)$.

Proof. Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be fixed. Fix a set $\mathcal{W}_{Q, v}$ such as in the beginning of the proof of Theorem 3.4 and such that it contains $u$. Moreover, we select a set $\mathcal{W}$ of representatives for $W / W_{K \cap H}$ in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ containing $\mathcal{W}_{Q, v} v$. As in the proof of the mentioned theorem we may restrict ourselves to the situation that $\operatorname{Exp}\left(P, u^{\prime} v \mid f\right) \subset s-\mathbb{N} \Delta(P)$, for some $s \in \mathfrak{a}_{\mathrm{qC}}^{*}$ and all $u^{\prime} \in \mathcal{W}_{Q, v}$. In the following we may now use the notation and results of the proof of Theorem 3.4

Let $\eta \in s_{Q}-\mathbb{N} \Delta_{r}(Q)$. Then from (3.17) and (3.16) we infer that, for every $X \in \mathfrak{a}_{Q \mathrm{q}}$,

$$
q_{\eta}(Q, v \mid f, X, b u)=\sum_{\substack{\xi \in s-\mathbb{N} \Delta(P) \\ \xi \mid \operatorname{lQq}=\eta}} b^{\xi} q_{\xi}(P, u v \mid f, X+\log b, e), \quad\left(b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)\right) ;
$$

the series on the left-hand side converges neatly as a $\Delta_{Q}(P)$-exponential polynomial series in the variable $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. The function $m \mapsto q_{\eta}(Q, v \mid f, X, m b u)$ belongs to $C^{\infty}\left(\mathrm{X}_{0, u v}: \tau_{\mathrm{M}}\right)$, and so does the function $m \mapsto q_{\xi}(P, u v \mid f, X+\log b, m)$, for every $\xi \in s-\mathbb{N} \Delta(P)$. Evaluation at $e$ induces a topological linear isomorphism $C^{\infty}\left(X_{0, w}: \tau_{\mathrm{M}}\right) \simeq V_{\tau}^{M \cap w H w^{-1}}$, for every $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, hence in particular for $w=$ $u v$. Thus, it follows from the above that (3.23) holds, with the asserted convergence. In addition, it follows that the series (3.24) converges as asserted.

In the proof of Theorem 3.4 we saw that $\operatorname{Exp}(Q, v \mid f) \subset s_{Q}-\mathbb{N} \Delta_{r}(Q)$. It follows from the derived expansion (3.23) that (3.22) holds with the inclusion ' $\subset$ ' in place of the equality sign. For the converse inclusion, let $\xi_{0} \in \operatorname{Exp}(P, u v \mid f)$ and put $\eta=\left.\xi_{0}\right|_{\mathfrak{a}_{Q q}}$. We select $X \in \mathfrak{a}_{Q q}$ such that the function $b \mapsto q_{\xi_{0}}(P, u v \mid f, X+\log b, e)$ does not vanish identically on ${ }^{*} A_{Q \mathrm{q}}$. The equality (3.23) holds for all $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$ with a $\Delta_{Q}(P)$-exponential polynomial series that converges neatly on ${ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$. Any exponent $\xi$ of this series coincides with $\eta=\left.\xi_{0}\right|_{\mathfrak{a}_{Q q}}$ on $\mathfrak{a}_{Q q}$; if it also coincides with $\xi_{0}$ on ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}$, then $\xi=\xi_{0}$. Therefore, the function of $b$ defined by the series on the right-hand side of (3.23) is nonzero. Hence $q_{\eta}(Q, v \mid f)$ does not vanish identically on $\mathfrak{a}_{Q \mathrm{q}} \times{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right) u$ and we conclude that $\eta \in \operatorname{Exp}(Q, v \mid f)_{P, u}$.

We proceed by discussing some useful transformation properties for the coefficients in the expansion (3.10).

If $u \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ it will sometimes be convenient to write $u X:=\operatorname{Ad}(u) X$ for $X \in \mathfrak{a}_{\mathrm{q}}$. Similarly, we will write $u \xi:=\xi \circ \operatorname{Ad}(u)^{-1}$, for $\xi \in \mathfrak{a}_{\mathrm{qC}}^{*}$.

If $u, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $Q \in \mathcal{P}_{\sigma}$, then conjugation by $u$ induces a diffeomorphism $\gamma_{u}$ from the space $\mathrm{X}_{Q, v}$ onto $\mathrm{X}_{u Q u^{-1}, u v}$; we note that $\gamma_{u}$ maps $\mathrm{X}_{Q, v,+}$ onto $\mathrm{X}_{u Q u^{-1}, u v,+}$. It is easily seen that $R_{u Q u^{-1}, u v}\left(\gamma_{u}(m)\right)=R_{Q, v}(m)$, for $m \in \mathrm{X}_{Q, v}$.

For $\varphi \in C^{\infty}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$, we define the function $\rho_{\tau, u} \varphi: \mathrm{X}_{u Q u^{-1}, u v,+} \rightarrow V_{\tau}$ by

$$
\begin{equation*}
\rho_{\tau, u} \varphi(x)=\tau(u) \varphi\left(\gamma_{u}^{-1}(x)\right) . \tag{3.25}
\end{equation*}
$$

Then $\rho_{\tau, u}$ is a topological linear isomorphism from the space $C^{\infty}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$ onto the space $C^{\infty}\left(\mathrm{X}_{u Q u^{-1}, u v,+}: \tau_{u Q u^{-1}}\right)$. Likewise, by similar definitions we obtain a topological linear isomorphism from $C^{\infty}\left(\mathrm{X}_{1 Q, v,+}: \tau_{Q}\right)$ onto $C^{\infty}\left(\mathrm{X}_{1 u Q u^{-1}, u v,+}\right.$ : $\left.\tau_{u Q u^{-1}}\right)$, also denoted by $\rho_{\tau, u}$.
Lemma 3.6. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, let $Q \in \mathcal{P}_{\sigma}$ and $u, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then

$$
\operatorname{Exp}\left(u Q u^{-1}, u v \mid f\right)=u \operatorname{Exp}(Q, v \mid f)
$$

Moreover, for every $\eta \in \operatorname{Exp}(Q, v \mid f)$,

$$
q_{u \eta}\left(u Q u^{-1}, u v \mid f\right)=\left[\operatorname{Ad}\left(u^{-1}\right)^{*} \otimes \rho_{\tau, u}\right] q_{\eta}(Q, v \mid f)
$$

Proof. Put $Q^{\prime}=u Q u^{-1}$. Let $m \in \mathrm{X}_{Q^{\prime}, u v,+}$. Then, by Theorem 3.4,

$$
\begin{equation*}
f(m a u v)=\sum_{\eta \in \operatorname{Exp}\left(Q^{\prime}, u v \mid f\right)} a^{\eta} q_{\eta}\left(Q^{\prime}, u v \mid f\right)(\log a, m), \tag{3.26}
\end{equation*}
$$

for $a \in A_{Q^{\prime} \mathrm{q}}^{+}\left(R_{Q^{\prime}, u v}(m)^{-1}\right)$, where the series on the right-hand side is neatly convergent. On the other hand, from $f(m a u v)=\tau(u) f\left(\gamma_{u}^{-1}(m) u^{-1} a u v\right)$ we see, using Theorem 3.4 again, that

$$
\begin{equation*}
f(m a u v)=\tau(u) \sum_{\zeta \in \operatorname{Exp}(Q, v \mid f)} a^{u \zeta} q_{\zeta}(Q, v \mid f)\left(\operatorname{Ad}(u)^{-1} \log a, \gamma_{u}^{-1}(m)\right) \tag{3.27}
\end{equation*}
$$

for $u^{-1} a u \in A_{Q \mathrm{q}}^{+}\left(R_{Q, v}\left(\gamma_{u}^{-1}(m)\right)^{-1}\right)$. We now note that the latter condition is equivalent to

$$
a \in A_{Q^{\prime} \mathrm{q}}^{+}\left(R_{Q, v}\left(\gamma_{u}^{-1}(m)\right)^{-1}\right)=A_{Q^{\prime} \mathrm{q}}^{+}\left(R_{Q^{\prime}, u v}(m)^{-1}\right)
$$

 All assertions now follow by uniqueness of asymptotics.

For later purposes, we also need another type of transformation property. Recall from Remark 3.1 that for $u \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ we write $\mathrm{X}_{u}=\mathrm{X}_{1 G, u}=G / u H u^{-1}$; let $\mathrm{X}_{u,+}$ denote the analogue of $\mathrm{X}_{+}$for this symmetric space. We note that right multiplication by $u$ induces a diffeomorphism $r_{u}$ from $\mathrm{X}_{u}$ onto X , mapping $\mathrm{X}_{u,+}$ onto $\mathrm{X}_{+}$. Hence pull-back by $r_{u}$ the topological linear isomorphism $R_{u}:=r_{u}^{*}$ from $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ onto $C^{\infty}\left(\mathrm{X}_{u,+}: \tau\right)$; it is given by $R_{u} f(x)=f(x u)$. We note that the map $R_{u}$ coincides with the map $\rho_{\tau, u}$, introduced in the text above Lemma 3.6 by sphericality of the functions involved.

The following result is now an immediate consequence of the definitions.
Lemma 3.7. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and $u \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then $R_{u} f \in C^{\mathrm{ep}}\left(\mathrm{X}_{u,+}: \tau\right)$. Moreover, for each $Q \in \mathcal{P}_{\sigma}$ and every $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, the set $\operatorname{Exp}(Q, v u \mid f)$ equals $\operatorname{Exp}\left(Q, v \mid R_{u} f\right)$. Finally, if $\xi \in \operatorname{Exp}(Q, v u \mid f)$, then

$$
q_{\xi}(Q, v u \mid f)=q_{\xi}\left(Q, v \mid R_{u} f\right)
$$

## 4. Behavior of differential operators along walls

We assume that $Q \in \mathcal{P}_{\sigma}$ is fixed. The purpose of this section is to study a $Q$-radial decomposition of invariant differential operators on X. This leads (in Proposition 4.10) to a series expansion of such operators along $(Q, e)$. The coefficients turn out to be globally defined (see Proposition 4.8) on the group $M_{Q \sigma}$, defined above (2.2), a fact that will be of crucial importance for the applications later on (see Proposition 8.3). The expansion of $D \in \mathbb{D}(\mathrm{X})$ allows us (in Lemma (4.12) to determine the exponential polynomial series of $D f$ from that of $f$, where $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$.

The involution $\theta \sigma$ fixes $\mathfrak{a}_{\mathrm{q}}$ pointwise, hence leaves every root space $\mathfrak{g}_{\alpha}$, for $\alpha \in \Sigma$, invariant. We denote the associated eigenspaces of $\left.\theta \sigma\right|_{\mathfrak{g}_{\alpha}}$ for the eigenvalues +1 and -1 by $\mathfrak{g}_{\alpha}^{+}$and $\mathfrak{g}_{\alpha}^{-}$, respectively. Moreover, we put $m_{\alpha}^{ \pm}:=\operatorname{dim} \mathfrak{g}_{\alpha}^{ \pm}$.

We recall that $K_{Q}=K \cap M_{Q}$ and $H_{Q}=H \cap M_{Q}$. Define $H_{1 Q}:=H \cap M_{1 Q}$; then $H_{1 Q}=H_{Q}\left(A_{Q} \cap H\right)$. Note that $K_{Q}=K \cap M_{1 Q}$. The group $M_{1 Q}$ admits the Cartan decomposition $M_{1 Q}=K_{Q} A_{\mathrm{q}} H_{1 Q}$ and normalizes the subalgebra $\overline{\mathfrak{n}}_{Q}$.

For $m \in M_{1 Q}$ we define the endomorphism $A(m)=A_{Q}(m) \in \operatorname{End}\left(\overline{\mathfrak{n}}_{Q}\right)$ by

$$
\begin{equation*}
A(m):=\sigma \circ \operatorname{Ad}\left(m^{-1}\right) \circ \theta \circ \operatorname{Ad}(m) \tag{4.1}
\end{equation*}
$$

Moreover, we define the real analytic function $\delta=\delta_{Q}: M_{1 Q} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\delta(m)=\operatorname{det}(I-A(m)) \tag{4.2}
\end{equation*}
$$

Finally, we define the following subset of $M_{1 Q}$

$$
\begin{equation*}
M_{1 Q}^{\prime}:=M_{1 Q} \backslash \delta^{-1}(0) \tag{4.3}
\end{equation*}
$$

## Lemma 4.1.

(a) Let $m \in M_{1 Q}, k \in K_{Q}$ and $h \in H_{1 Q}$. Then $A(k m h)=\operatorname{Ad}\left(h^{-1}\right) \circ A(m) \circ \operatorname{Ad}(h)$.
(b) The endomorphism $A(m) \in \operatorname{End}\left(\overline{\mathfrak{n}}_{Q}\right)$ is diagonalizable, for every $m \in M_{1 Q}$. The eigenvalues are given as follows. Let $m=k a h$, with $k \in K_{Q}, a \in A_{\mathrm{q}}$ and $h \in H_{1 Q}$. Then the eigenvalues of $A(m)$ are $\pm a^{-2 \alpha}, \alpha \in \Sigma(Q)$, with multiplicities $m_{\alpha}^{ \pm}$.
(c) The operator norm of $A(m)$ is given by $\|A(m)\|_{\mathrm{op}}=R_{Q, 1}(m)^{2}$.

Proof. (a) is an immediate consequence of (4.1). Hence, for (b) we may assume that $m=a \in A_{\mathrm{q}}$. It is easily seen that $\left.A(a)\right|_{\mathfrak{g}_{-\alpha}^{ \pm}}= \pm a^{-2 \alpha} I$ for $\alpha \in \Sigma(Q)$.

Finally, (c) is an immediate consequence of (b) and (3.7) with $v=1$.
Corollary 4.2. If $k \in K_{Q}, a \in A_{\mathrm{q}}, h \in H_{1 Q}$, then

$$
\delta(k a h)=\prod_{\alpha \in \Sigma(Q)}\left(1-a^{-2 \alpha}\right)^{m_{\alpha}^{+}}\left(1+a^{-2 \alpha}\right)^{m_{\alpha}^{-}}
$$

The set $M_{1 Q}^{\prime}$ is left $K_{Q^{-}}$and right $H_{1 Q^{-}}$-invariant, and open dense in $M_{1 Q}$.
Proof. This follows immediately from Lemma 4.1 combined with (4.2) and (4.3).

We define the linear subspace $\mathfrak{k}(Q)$ of $\mathfrak{k}$ by $\mathfrak{k}(Q):=\mathfrak{k} \cap\left(\mathfrak{n}_{Q}+\overline{\mathfrak{n}}_{Q}\right)$. Then the map $(I+\theta): X \mapsto X+\theta X$ is a linear isomorphism from $\overline{\mathfrak{n}}_{Q}$ onto $\mathfrak{k}(Q)$.

## Lemma 4.3.

(a) If $m \in M_{1 Q}$, then $\operatorname{Ad}\left(m^{-1}\right) \mathfrak{k}(Q)+\mathfrak{h} \subset \overline{\mathfrak{n}}_{Q}+\mathfrak{h}$.
(b) If $m \in M_{1 Q}^{\prime}$, then $\operatorname{Ad}\left(m^{-1}\right) \mathfrak{k}(Q) \oplus \mathfrak{h}=\overline{\mathfrak{n}}_{Q}+\mathfrak{h}$.

Proof. (a) Since $\mathfrak{k}(Q) \subset \overline{\mathfrak{n}}_{Q}+\mathfrak{n}_{Q} \subset \overline{\mathfrak{n}}_{Q}+\mathfrak{h}$, we have, for all $m \in M_{1 Q}$,

$$
\operatorname{Ad}\left(m^{-1}\right) \mathfrak{k}(Q) \subset \operatorname{Ad}\left(m^{-1}\right)\left(\overline{\mathfrak{n}}_{Q}+\mathfrak{n}_{Q}\right)=\overline{\mathfrak{n}}_{Q}+\mathfrak{n}_{Q} \subset \overline{\mathfrak{n}}_{Q}+\mathfrak{h}
$$

(b) The dimension of $\operatorname{Ad}\left(m^{-1}\right) \mathfrak{k}(Q)$ equals that of $\mathfrak{k}(Q)$, which in turn equals that of $\overline{\mathfrak{n}}_{Q}$. Hence it suffices to prove, for $m \in M_{1 Q}^{\prime}$, that $\operatorname{Ad}\left(m^{-1}\right) \mathfrak{k}(Q) \cap \mathfrak{h}=0$.

Let $X \in \operatorname{Ad}\left(m^{-1}\right) \mathfrak{k}(Q) \cap \mathfrak{h}$. Then $\theta \operatorname{Ad}(m) X=\operatorname{Ad}(m) X$ and $\sigma X=X$, and we see that $(I-A(m)) X=0$. If $m \in M_{1 Q}^{\prime}$, then $\operatorname{det}(I-\operatorname{Ad}(m))=\delta(m) \neq 0$ and it follows that $X=0$.

From Lemma 4.3(b) we see that for $m \in M_{1 Q}^{\prime}$ we may define linear maps $\Psi(m)=$ $\Psi_{Q}(m) \in \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{k}(Q)\right)$ and $R(m)=R_{Q}(m) \in \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{h}\right)$ by

$$
\begin{equation*}
X=\operatorname{Ad}\left(m^{-1}\right) \Psi(m) X+R(m) X \tag{4.4}
\end{equation*}
$$

Lemma 4.4. Let $m \in M_{1 Q}^{\prime}, k \in K_{Q}$ and $h \in H_{1 Q}$. Then

$$
\begin{aligned}
\Psi(k m h) & =\operatorname{Ad}(k) \circ \Psi(m) \circ \operatorname{Ad}(h) \\
R(k m h) & =\operatorname{Ad}\left(h^{-1}\right) \circ R(m) \circ \operatorname{Ad}(h)
\end{aligned}
$$

Proof. This is an immediate consequence of (4.4) combined with Lemma4.3(b).

Lemma 4.5. Let $m \in M_{1 Q}^{\prime}$. Then

$$
\begin{aligned}
\Psi(m) \circ(I-A(m)) & =(I+\theta) \circ \operatorname{Ad}(m) \\
R(m) \circ(I-A(m)) & =-(I+\sigma) \circ A(m)
\end{aligned}
$$

Proof. From (4.1) it follows that

$$
I+\sigma \circ A(m)=\operatorname{Ad}\left(m^{-1}\right) \circ(I+\theta) \circ \operatorname{Ad}(m)
$$

This implies in turn that

$$
\begin{equation*}
I-A(m)=\operatorname{Ad}\left(m^{-1}\right) \circ(I+\theta) \circ \operatorname{Ad}(m)-(I+\sigma) \circ A(m) \tag{4.5}
\end{equation*}
$$

Since $I+\theta$ and $I+\sigma \operatorname{map} \overline{\mathfrak{n}}_{Q}$ into $\mathfrak{k}(Q)$ and $\mathfrak{h}$, respectively, the lemma follows from combining (4.5) with (4.4).

Corollary 4.6. The functions $\Psi: M_{1 Q}^{\prime} \rightarrow \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{k}(Q)\right)$ and $R: M_{1 Q}^{\prime} \rightarrow \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{h}\right)$ are real analytic. Moreover, the functions $\delta \Psi$ and $\delta R$ extend to real analytic functions on $M_{1 Q}$.

Proof. From (4.2) and (4.3) we see that $I-A(m)$ is an invertible endomorphism of $\overline{\mathfrak{n}}_{Q}$, for $m \in M_{1 Q}^{\prime}$. Since $\operatorname{Ad}(m)$ and $A(m)$ depend real analytically on $m \in M_{1 Q}$, all statements now follow from Lemma 4.5 .

If $R>0$, then in accordance with (3.8) we define

$$
M_{1 Q}[R]:=\left\{m \in M_{1 Q} \mid R_{Q, 1}(m)<R\right\}
$$

Here $R_{Q, 1}(m)$ is given by (3.4). Moreover, we set $M_{Q \sigma}[R]:=M_{Q \sigma} \cap M_{1 Q}[R]$.

## Lemma 4.7.

(a) $M_{1 Q}[1] \subset M_{1 Q}^{\prime}$.
(b) Let $R_{1}, R_{2}>0$. Then $M_{Q \sigma}\left[R_{1}\right] A_{Q \mathrm{q}}^{+}\left(R_{2}\right) \subset M_{1 Q}\left[R_{1} R_{2}\right]$.

Proof. Let $m \in M_{1 Q}[1]$. Then $\|A(m)\|_{\text {op }}<1$ by Lemma4.1(c), and hence $\delta(m) \neq 0$. This establishes (a).

Assume that $m \in M_{Q \sigma}\left[R_{1}\right]$ and $a \in A_{Q \mathrm{q}}^{+}\left(R_{2}\right)$. Write $m=k b h$ with $k \in K_{Q}, b \in$ ${ }^{*} A_{Q \mathrm{q}}$ and $h \in H_{1 Q}$. Then $m a=k(a b) h$, hence $R_{Q, 1}(m a)=\max _{\alpha \in \Sigma(Q)} a^{-\alpha} b^{-\alpha}<$ $R_{2} R_{Q, 1}(m)<R_{1} R_{2}$. It follows that $m a \in M_{1 Q}\left[R_{1} R_{2}\right]$.

Proposition 4.8. There exist unique real analytic functions

$$
\Psi_{\mu}, R_{\mu}: M_{Q \sigma} \rightarrow \operatorname{End}\left(\overline{\mathfrak{n}}_{Q}\right), \quad \text { for } \mu \in \mathbb{N} \Delta_{r}(Q)
$$

such that for every $m \in M_{Q \sigma}$ and every $a \in A_{Q \mathbf{q}}^{+}\left(R_{Q, 1}(m)^{-1}\right)$,

$$
\begin{aligned}
& \Psi(m a)=(1+\theta) \circ \sum_{\mu \in \mathbb{N} \Delta_{r}(Q)} a^{-\mu} \Psi_{\mu}(m), \\
& R(m a)=(1+\sigma) \circ \sum_{\mu \in \mathbb{N} \Delta_{r}(Q)} a^{-\mu} R_{\mu}(m),
\end{aligned}
$$

with absolutely convergent series. For every $R>1$ the above series converge neatly on $A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$ as $\Delta_{r}(Q)$-power series with coefficients in $C^{\infty}\left(M_{Q \sigma}[R], \operatorname{End}\left(\overline{\mathfrak{n}}_{Q}\right)\right)$.

Proof. Let $m \in M_{Q \sigma}$ and $a \in A_{Q \mathrm{q}}^{+}\left(R_{Q, 1}(m)^{-1}\right)$. It follows from Lemma 4.7 that $m a \in M_{1 Q}[1] \subset M_{1 Q}^{\prime}$. Hence $\Psi(m a)$ and $R(m a)$ are defined.

It follows from Lemma 4.1 that $\|A(m a)\|_{\mathrm{op}}<1$. Hence the series

$$
(I-A(m a))^{-1}=\sum_{n=0}^{\infty} A(m a)^{n}
$$

converges absolutely. Let $\alpha \in \Sigma_{r}(Q)$. Then $A(m)$ leaves the space $\mathfrak{g}_{-\alpha}$ invariant, and $\left.A(m a)\right|_{\mathfrak{g}_{-\alpha}}=\left.a^{-2 \alpha} A(m)\right|_{\mathfrak{g}_{-\alpha}}$. Hence, in view of Lemma 4.5,

$$
\left.\Psi(m a)\right|_{\mathfrak{g}_{-\alpha}}=\left.(I+\theta) \circ \operatorname{Ad}(m) \circ \sum_{n=0}^{\infty} a^{-(2 n+1) \alpha} A(m)^{n}\right|_{\mathfrak{g}_{-\alpha}}
$$

and

$$
\left.R(m a)\right|_{\mathfrak{g}_{-\alpha}}=-\left.(I+\sigma) \circ \sum_{n=1}^{\infty} a^{-2 n \alpha} A(m)^{n}\right|_{\mathfrak{g}_{-\alpha}}
$$

It is now easy to complete the proof.
We denote by $\mathcal{R}_{Q}^{+}$the algebra of functions on $M_{1 Q}^{\prime}$ generated by the functions $\xi \circ \Psi_{Q}$, where $\xi \in \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{k}(Q)\right)^{*}$, and by the functions $\eta \circ \mathrm{R}_{Q}$, where $\eta \in$ $\operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{h}\right)^{*}$. By $\mathcal{R}_{Q}$ we denote the algebra of functions generated by 1 and $\mathcal{R}_{Q}^{+}$. Note that $\mathcal{R}_{Q}^{+}$is an ideal in $\mathcal{R}_{Q}$.
Corollary 4.9. The elements of $\mathcal{R}_{Q}$ are left $K_{Q^{-}}$and right $H_{1 Q}$-finite functions on $M_{1 Q}^{\prime}$.

Let $\varphi \in \mathcal{R}_{Q}$. There exists a $k \in \mathbb{N}$ such that $\delta_{Q}^{k} \varphi$ extends to a real analytic function on $M_{1 Q}$. Moreover, there exist unique real analytic functions $\varphi_{\xi}$ on $M_{Q \sigma}$, for $\xi \in \mathbb{N} \Delta_{r}(Q)$, such that for every $m \in M_{Q \sigma}$ and every $a \in A_{Q q}\left(R_{Q, 1}(m)^{-1}\right)$,

$$
\begin{equation*}
\varphi(m a)=\sum_{\xi \in \mathbb{N} \Delta_{r}(Q)} a^{-\xi} \varphi_{\xi}(m) \tag{4.6}
\end{equation*}
$$

Let $R \geq 1$. Then the series (4.6) converges neatly on $A_{Q \mathrm{q}}\left(R^{-1}\right)$, as an exponential polynomial series with coefficients in $C^{\infty}\left(M_{Q \sigma}[R]\right)$.

Finally, if $\varphi \in \mathcal{R}_{Q}^{+}$, then (4.6) holds with $\varphi_{0}=0$.
Proof. Uniqueness of the functions $\varphi_{\xi}$ is obvious. Therefore it suffices to prove existence and the remaining assertions. One readily checks that it suffices to prove the assertions for a collection of generators of the algebra $\mathcal{R}_{Q}^{+}$. Such a collection of generators is formed by the functions of the form $\varphi=\xi \circ \Psi$, with $\xi \in \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{k}(Q)\right)^{*}$, and by the functions of the form $\varphi=\eta \circ \mathrm{R}_{Q}$, where $\eta \in \operatorname{Hom}\left(\overline{\mathfrak{n}}_{Q}, \mathfrak{h}\right)^{*}$. For both types of generators all assertions follow immediately from Proposition 4.8.

As is the previous section we assume that $\tau$ is a smooth representation of $K$ in a locally convex space $V_{\tau}$. The space of continuous linear endomorphisms of $V_{\tau}$ is denoted by $\operatorname{End}\left(V_{\tau}\right)$.

If an element $u$ of the space

$$
\begin{equation*}
\mathcal{D}_{1 Q}:=\mathcal{R}_{Q} \otimes \operatorname{End}\left(V_{\tau}\right) \otimes U\left(\mathfrak{m}_{1 Q}\right) \tag{4.7}
\end{equation*}
$$

is of the form $\varphi \otimes L \otimes v$, with $\varphi \in \mathcal{R}_{Q}, L \in \operatorname{End}\left(V_{\tau}\right)$, and $v \in U\left(\mathfrak{m}_{1 Q}\right)$, then we define the differential operator $u_{*}$ on $C^{\infty}\left(M_{1 Q}^{\prime}, V_{\tau}\right)$ by $u_{*} f=\varphi L \circ\left[R_{v} f\right]$; here $R$ denotes the right regular representation. The map $u \mapsto u_{*}$ extends to an injective
linear map from $\mathcal{D}_{1 Q}$ to the space of smooth $\operatorname{End}\left(V_{\tau}\right)$-valued differential operators of $C^{\infty}\left(M_{1 Q}^{\prime}, V_{\tau}\right)$. We also define the subspace

$$
\mathcal{D}_{1 Q}^{+}:=\mathcal{R}_{Q}^{+} \otimes \operatorname{End}\left(V_{\tau}\right) \otimes U\left(\mathfrak{m}_{1 Q}\right)
$$

Via the map $u \mapsto 1 \otimes I \otimes u$ we identify $U\left(\mathfrak{m}_{1 Q}\right)$ with a subspace of $\mathcal{D}_{1 Q}$. Then $u_{*}=R_{u}$ for $u \in U\left(\mathfrak{m}_{1 Q}\right)$.

Let $M_{1 Q,+}$ be the preimage in $M_{1 Q}$ of the set $\mathrm{X}_{1 Q, 1,+}$ (see below (3.6)). The set

$$
M_{1 Q,+}^{\prime}:=M_{1 Q,+} \cap M_{1 Q}^{\prime}
$$

is an open dense subset of $M_{1 Q}$ that is left $K_{Q^{-}}$and right $H_{1 Q^{-}}$invariant.
In view of the decomposition $\mathfrak{g}=\overline{\mathfrak{n}}_{Q} \oplus\left(\mathfrak{m}_{1 Q}+\mathfrak{h}\right)$, there exists, for every $D \in U(\mathfrak{g})$, an element $D_{0} \in U\left(\mathfrak{m}_{1 Q}\right)$ with $\operatorname{deg}\left(D_{0}\right) \leq \operatorname{deg}(D)$, such that

$$
\begin{equation*}
D-D_{0} \in \overline{\mathfrak{n}}_{Q} U(\mathfrak{g})+U(\mathfrak{g}) \mathfrak{h} \tag{4.8}
\end{equation*}
$$

The element $D_{0}$ is uniquely determined modulo $U\left(\mathfrak{m}_{1 Q}\right) \mathfrak{h}_{1 Q}$. We recall from [5], Sect. 2 (see also [7], p. 548-549) that the assignment $D \mapsto D_{0}$ induces an algebra homomorphism $\mu_{Q}^{\prime}={ }^{\prime} \mu_{\bar{Q}}: \mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(M_{1 Q} / H_{1 Q}\right)$, and that the homomorphism $\mu_{Q}: \mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(M_{1 Q} / H_{1 Q}\right)$, defined by $\mu_{Q}(D)=d_{Q} \circ \mu_{Q}^{\prime}(D) \circ d_{Q}^{-1}$ with $d_{Q}(m):=$ $\left|\operatorname{det}\left(\left.\operatorname{Ad}(m)\right|_{\mathfrak{n}_{Q}}\right)\right|^{1 / 2}$ for $m \in M_{1 Q}$, only depends on $Q$ through the Levi component $M_{1 Q}$.
Proposition 4.10. Let $D \in \mathbb{D}(\mathrm{X})$. There exists a $u_{+} \in \mathcal{D}_{1 Q}^{+}$of degree $\operatorname{deg}\left(u_{+}\right)<$ $\operatorname{deg}(D)$ such that, for every $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$,

$$
\left.D f\right|_{M_{1 Q,+}^{\prime}}=\left[\mu_{Q}^{\prime}(D)+u_{+*}\right]\left(\left.f\right|_{M_{1 Q,+}^{\prime}}\right)
$$

Proof. By induction on the degree we will first establish the following assertion for an element $D$ of $U(\mathfrak{g})$. Let $D_{0} \in U\left(\mathfrak{m}_{1 Q}\right)$ satisfy (4.8). Then there exist finitely many $\varphi_{i} \in \mathcal{R}_{Q}^{+}, u_{i} \in U(\mathfrak{k})$, and $v_{i} \in U\left(\mathfrak{m}_{1 Q}\right)$, for $1 \leq i \leq n$, such that $\operatorname{deg}\left(u_{i}\right)+\operatorname{deg}\left(v_{i}\right)<$ $\operatorname{deg}(D)$, and such that

$$
\begin{equation*}
D-D_{0} \equiv \sum_{i=1}^{n} \varphi_{i}(m)\left[\operatorname{Ad}(m)^{-1} u_{i}\right] v_{i} \quad \bmod U(\mathfrak{g}) \mathfrak{h} \tag{4.9}
\end{equation*}
$$

for every $m \in M_{1 Q}^{\prime}$.
The assertion is trivially true for $D$ constant. Thus, assume that $D$ is not constant and that the assertion has been established for $D$ of strictly smaller degree. Let $D_{0} \in U\left(\mathfrak{m}_{1 Q}\right)$ be as above. Then, modulo $U(\mathfrak{g}) \mathfrak{h}, D-D_{0}$ equals a finite sum of terms of the form $X D_{1}$, with $X \in \overline{\mathfrak{n}}_{Q}$ and $D_{1} \in U\left(\overline{\mathfrak{n}}_{Q} \oplus \mathfrak{m}_{1 Q}\right)$ such that $\operatorname{deg} D_{1}<\operatorname{deg} D$.

For $m \in M_{1 Q,+}^{\prime}$ we have $X=\operatorname{Ad}(m)^{-1} \Psi(m) X+\mathrm{R}_{Q}(m) X$; hence

$$
X D_{1} \equiv\left(\operatorname{Ad}(m)^{-1} \Psi(m) X\right) D_{1}+\left[\mathrm{R}_{Q}(m) X, D_{1}\right] \quad \bmod U(\mathfrak{g}) \mathfrak{h}
$$

Now $\operatorname{Ad}(m)^{-1} \Psi(m) X$ is a finite sum of terms of the form $\varphi(m)\left[\operatorname{Ad}(m)^{-1} u\right]$ with $u \in \mathfrak{k}(Q)$ and $\varphi \in \mathcal{R}_{Q}^{+}$. Applying the induction hypothesis to $D_{1}$ we see that $\left[\operatorname{Ad}(m)^{-1} \Psi(m) X\right] D_{1}$ may be expressed as a sum similar to the one on the righthand side of (4.9).

On the other hand, $\left[\mathrm{R}_{Q}(m) X, D_{1}\right]$ is a finite sum of elements of the form $\psi(m) D_{2}$, with $\psi \in \mathcal{R}_{Q}^{+}$and $D_{2} \in U(\mathfrak{g}), \operatorname{deg} D_{2}<\operatorname{deg} D$. Applying the induction hypothesis to $D_{2}$, we see that $\left[\mathrm{R}_{Q}(m) X, D_{1}\right]$ may also be expressed as a sum of the form (4.9). This establishes the assertion involving (4.9) of the beginning of the proof.

Now let $D \in \mathbb{D}(\mathrm{X})$. By abuse of notation we use the same symbol $D$ for a representative of $D$ in $U(\mathfrak{g})^{H}$, and let $D_{0}$ be as above. Then $\mu_{Q}^{\prime}(D)$ equals the canonical image of $D_{0}$ in $U\left(\mathfrak{m}_{1 Q}\right)^{H_{1 Q}}$. Let $\varphi_{i}, u_{i}, v_{i}$ be as above and such that (4.9) holds. Then for every $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ and all $m \in M_{1 Q,+}^{\prime}$ we have

$$
\begin{aligned}
D f(m) & =\mu_{Q}^{\prime}(D)\left(\left.f\right|_{M_{1 Q,+}^{\prime}}\right)(m)+\sum_{i=1}^{n} \varphi_{i}(m) R_{\mathrm{Ad}(m)^{-1} u_{i}} R_{v_{i}} f(m) \\
& =\mu_{Q}^{\prime}(D)\left(\left.f\right|_{M_{1 Q,+}^{\prime}}\right)(m)+\sum_{i=1}^{n} \varphi_{i}(m) \tau\left(\check{u}_{i}\right) R_{v_{i}} f(m)
\end{aligned}
$$

where we have used that $R_{\operatorname{Ad}(m)^{-1} u_{i}} R_{v_{i}} f(m)=L_{\tilde{u}_{i}} R_{v_{i}} f(m)=\tau\left(u_{i}\right) R_{v_{i}} f(m)$. Thus, we obtain the desired expression with $u_{+}=\sum_{i=1}^{n} \varphi_{i} \otimes \tau\left(u_{i}\right) \otimes v_{i}$.

Let $U \subset M_{Q \sigma}$ be an open subset. It will be convenient to be able to refer to a 'formal application' of elements of the space $\mathcal{D}_{1 Q}$, defined in (4.7), to $\mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$, the space of (formal) $\Delta_{r}(Q)$-exponential polynomial series with coefficients in $C^{\infty}\left(U, V_{\tau}\right)$, see the definition preceding Lemma 1.9. There is a natural way to define a formal application that is compatible with the expansions of Corollary 4.9 and with the map $u \mapsto u_{*}$, defined in the text following (4.7). The motivation for the following somewhat tedious chain of definitions will become clear in Lemma 4.11

The product decomposition $M_{1 Q} \simeq M_{Q \sigma} \times A_{Q q}$ induces a natural isomorphism from $U\left(\mathfrak{m}_{1 Q}\right)$ onto $U\left(\mathfrak{m}_{Q \sigma}\right) \otimes U\left(\mathfrak{a}_{Q \mathrm{q}}\right)$, by which we shall identify. Accordingly we have a natural isomorphism

$$
\begin{equation*}
\mathcal{D}_{1 Q} \simeq{ }^{\circ} \mathcal{D}_{1 Q} \otimes U\left(\mathfrak{a}_{Q q}\right) \tag{4.10}
\end{equation*}
$$

where ${ }^{\circ} \mathcal{D}_{1 Q}:=\mathcal{R}_{Q} \otimes \operatorname{End}\left(V_{\tau}\right) \otimes U\left(\mathfrak{m}_{Q \sigma}\right)$. To each element $\varphi \in \mathcal{R}_{Q}$ we may associate its $\Delta_{r}(Q)$-exponential polynomial series of the form (4.6); this induces a linear embedding $\mathcal{R}_{Q} \rightarrow \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(M_{Q \sigma}\right)\right)$ which by identity on the other tensor components may be extended to a linear embedding

$$
{ }^{\circ} \mathcal{D}_{1 Q} \rightarrow \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, \mathcal{D}_{Q \sigma}\right)
$$

where $\mathcal{D}_{Q \sigma}:=C^{\infty}\left(M_{Q \sigma}\right) \otimes \operatorname{End}\left(V_{\tau}\right) \otimes U\left(\mathfrak{m}_{Q \sigma}\right)$. By identity on the second tensor component in 4.10) this embedding extends to a linear embedding

$$
\begin{equation*}
\text { ep: } \quad \mathcal{D}_{1 Q} \rightarrow \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, \mathcal{D}_{Q \sigma}\right) \otimes U\left(\mathfrak{a}_{Q \mathrm{q}}\right) \tag{4.11}
\end{equation*}
$$

The image $\operatorname{ep}(u)$ of an element $u \in \mathcal{D}_{1 Q}$ under this embedding will be called the $\Delta_{r}(Q)$-exponential polynomial expansion of $u$. Via the right regular action of $U\left(\mathfrak{m}_{Q \sigma}\right)$ we may naturally identify $\mathcal{D}_{Q \sigma}$ with the space of $C^{\infty}$-differential operators acting on $C^{\infty}\left(M_{Q \sigma}, V_{\tau}\right)$. Accordingly, we have a continuous bilinear pairing $\mathcal{D}_{Q \sigma} \times C^{\infty}\left(U, V_{\tau}\right) \rightarrow C^{\infty}\left(U, V_{\tau}\right)$. This induces a formal application map from $\mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, \mathcal{D}_{Q \sigma}\right) \otimes \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$ to $\mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$ in the fashion described above Lemma 1.10 The image of an element of the form $u \otimes f$ under this map will be denoted by $u f$.

On the other hand, in Lemma 1.9 we described the formal application map $U\left(\mathfrak{a}_{Q \mathrm{q}}\right) \otimes \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right) \rightarrow \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$. The image of an element of the form $v \otimes f$ under this map is denoted by $v f$. Combination of the above formal application maps leads to the formal application map

$$
\left[\mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, \mathcal{D}_{Q \sigma}\right) \otimes U\left(\mathfrak{a}_{Q \mathrm{q}}\right)\right] \otimes \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right) \rightarrow \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)
$$

given by $(u \otimes v) \otimes f \mapsto(u \otimes v) f:=u(v f)$, for $u \in \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, \mathcal{D}_{Q \sigma}\right), v \in U\left(\mathfrak{a}_{Q \mathrm{q}}\right)$ and $f \in \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$. Composing with the embedding (4.11) we finally obtain the linear map

$$
\mathcal{D}_{1 Q} \otimes \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right) \rightarrow \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)
$$

given by $u \otimes f \mapsto u f:=\operatorname{ep}(u) f$, for $u \in \mathcal{D}_{1 Q}$ and $f \in \mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$. We shall call this map the formal application of $\mathcal{D}_{1 Q}$ to $\mathcal{F}^{\mathrm{ep}}\left(A_{Q \mathrm{q}}, C^{\infty}\left(U, V_{\tau}\right)\right)$.

Now let $R \geq 1$ and let $U \subset M_{Q \sigma}[R]$ be an open subset. We use the obvious natural isomorphism to identify the space $C^{\mathrm{ep}}\left(A_{Q \mathrm{q}}^{+}\left(R^{-1}\right), C^{\infty}\left(U, V_{\tau}\right)\right)$ with a subspace of $C^{\infty}\left(U A_{Q \mathrm{q}}^{+}\left(R^{-1}\right), V_{\tau}\right)$. If $u \in \mathcal{D}_{1 Q}$, then the associated differential operator $u_{*}$ induces a map from the first space into the latter.
Lemma 4.11. Let $u \in \mathcal{D}_{1 Q}$, let $R \geq 1$ and let $U \subset M_{Q \sigma}[R]$ be an open subset. Then $u_{*}$ maps the space $C^{\mathrm{ep}}\left(A_{Q_{\mathrm{q}}}^{+}\left(R^{-1}\right), C^{\infty}\left(U, V_{\tau}\right)\right)$ into itself. Moreover, if $f$ belongs to that space, then the $\Delta_{r}(Q)$-exponential polynomial expansion of $u_{*} f$ is obtained from the formal application of $u$ to the exponential polynomial expansion of $f$.
Proof. This follows from retracing the definitions of $u_{*}$ and of the formal application of $u$ given above and applying Corollary 4.9 and Lemmas 1.9 and 1.10.

Given $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ we define $\mu_{Q, v}: \mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(\mathrm{X}_{1 Q, v}\right)=\mathbb{D}\left(M_{1 Q} / M_{1 Q} \cap v H v^{-1}\right)$ by

$$
\mu_{Q, v}=\operatorname{Ad}(v) \circ \mu_{v^{-1} Q v}
$$

where $\operatorname{Ad}(v): \mathbb{D}\left(\mathrm{X}_{1 v^{-1} Q v, e}\right) \rightarrow \mathbb{D}\left(\mathrm{X}_{1 Q, v}\right)$ is induced by the restriction to $U\left(\mathfrak{m}_{1 v^{-1} Q v}\right)$ of $\operatorname{Ad}(v)$ on $U(\mathfrak{g})$. Then $\mu_{Q, v}$ depends on $Q$ only through $M_{1 Q}$. It is easily seen that

$$
\begin{equation*}
\mu_{Q, v}=\mu_{Q}^{v} \circ \operatorname{Ad}(v) \tag{4.12}
\end{equation*}
$$

where $\mu_{Q}^{v}: \mathbb{D}\left(\mathrm{X}_{v}\right)=\mathbb{D}\left(G / v H v^{-1}\right) \rightarrow \mathbb{D}\left(\mathrm{X}_{1 Q, v}\right)=\mathbb{D}\left(M_{1 Q} / M_{1 Q} \cap v H v^{-1}\right)$ is defined similarly as $\mu_{Q}$, but with $H$ replaced by $v H v^{-1}$, and where $\operatorname{Ad}(v): \mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(\mathrm{X}_{v}\right)$ is induced by $\operatorname{Ad}(v)$ on $U(\mathfrak{g})$.

Let $M_{Q \sigma,+}=M_{Q \sigma} \cap M_{1 Q,+}$ and, for $R \geq 1, M_{Q \sigma,+}[R]=M_{Q \sigma}[R] \cap M_{1 Q,+}$.
Lemma 4.12. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and let $D \in \mathbb{D}(\mathrm{X})$. Then $D f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$.
Let $Q \in \mathcal{P}_{\sigma}$ and let $u_{+} \in \mathcal{R}_{Q}^{+} \otimes \operatorname{End}\left(V_{\tau}\right) \otimes U\left(\mathfrak{m}_{1 Q}\right)$ be associated with $D$ as in Proposition 4.10. Then the following holds.
(a) The $\Delta_{r}(Q)$-exponential expansion of $D f$ along $(Q, e)$ is obtained by the formal application of $\mu_{Q}^{\prime}(D)+u_{+}$to the $\Delta_{r}(Q)$-exponential polynomial expansion of $f$ along $(Q, e)$.
(b) Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then $\operatorname{Exp}(Q, v \mid D f) \subset \operatorname{Exp}(Q, v \mid f)-\mathbb{N} \Delta_{r}(Q)$.
(c) If $\xi$ is a leading exponent of $f$ along $(Q, v)$, then

$$
\begin{gather*}
a^{\xi+\rho_{Q}} q_{\xi}(Q, v \mid D f, \log a, m)=\left[\mu_{Q, v}(D) \varphi\right](m a), \\
\left(m \in M_{Q \sigma,+}, a \in A_{Q q}\right) \tag{4.13}
\end{gather*}
$$

where the function $\varphi: M_{1 Q,+} \rightarrow V_{\tau}$ is defined by

$$
\varphi(m a)=a^{\xi+\rho_{Q}} q_{\xi}(Q, v \mid f, \log a, m)
$$

for $m \in M_{Q \sigma,+}$ and $a \in A_{Q \mathrm{q}}$.

Proof. Let $R \geq 1$ and let $\underline{f}$ be the function $A_{Q \mathrm{q}}^{+}\left(R^{-1}\right) \rightarrow C^{\infty}\left(M_{Q \sigma,+}[R], V_{\tau}\right)$ defined by $\underline{f}(a, m)=f(m a)$. It follows from the hypothesis on $f$ and Theorem 3.4 that $\underline{f}(a, \bar{m})$ belongs to $C^{\mathrm{ep}}\left(A_{Q \mathrm{q}}^{+}\left(R^{-1}\right), C^{\infty}\left(M_{Q \sigma,+}[R], V_{\tau}\right)\right)$. Moreover, its $\Delta_{r}(Q)$ exponential polynomial expansion coincides with the expansion of $f$ along $(Q, e)$. Put $u=\mu_{Q}^{\prime}(D)+u_{+}$. Then it follows from the previous lemma that $u_{*} \underline{f}$ belongs to $C^{\mathrm{ep}}\left(A_{Q \mathrm{q}}^{+}\left(R^{-1}\right), C^{\infty}\left(M_{Q \sigma,+}[R], V_{\tau}\right)\right)$; its expansion is obtained from the formal application of $u$ to the $(Q, e)$-expansion of $f$. It follows from Theorem 3.4 that the expansion is independent of $R$ and that its coefficients are functions in $C^{\infty}\left(M_{Q \sigma,+}, V_{\tau}\right)$. On the other hand, it follows from Proposition 4.10 that $u_{*} \underline{f}(a, m)=D f(m a)$. This implies that $D f$ has a $\Delta_{r}(Q)$-exponential polynomial expansion along $(Q, e)$ with coefficients in $C^{\infty}\left(M_{Q \sigma,+}, V_{\tau}\right)$. Since $D f$ is right $H$ invariant, the coefficients are actually functions in $C^{\infty}\left(\mathrm{X}_{Q, e,+}, V_{\tau}\right)$. Moreover, the expansion is independent of $R$ and converges neatly on $A_{Q \mathrm{q}}^{+}\left(R^{-1}\right)$ as an expansion with coefficients in $C^{\infty}\left(\mathrm{X}_{Q, e,+}[R], V_{\tau}\right)$. In particular, this holds for every minimal parabolic subgroup $Q$; hence $D f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$.

In the above we have established assertion (a). It follows from this assertion that (b) holds with $v=1$ for every $Q \in \mathcal{P}_{\sigma}$. By Lemma 3.6 it also holds for arbitrary $Q \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

It remains to establish (c). Assume first that $v=e . \operatorname{Fix} \xi \in \operatorname{Exp}_{\mathrm{L}}(Q, e \mid f)$. Then by $(\mathrm{a}), a^{\xi} q_{\xi}(Q, e \mid D f, \log a, m)$ is the term with exponent $\xi$ in the series that arises from the formal application of $\mu_{Q}^{\prime}(D)+u_{+}$to the $(Q, e)$-expansion of $f$. The exponents of the expansion $\operatorname{ep}\left(u_{+}\right)$of $u_{+}$all belong to $-\left[\mathbb{N} \Delta_{r}(Q)\right] \backslash$ $\{0\}$. The application of $u_{+}$therefore gives rise to an expansion with exponents in $\operatorname{Exp}(Q, e \mid f)-\left[\mathbb{N} \Delta_{r}(Q)\right] \backslash\{0\}$. The latter set does not contain $\xi$, since $\xi$ is leading. Hence $a^{\xi} q_{\xi}(Q, e \mid D f, \log a, m)$ is the term with exponent $\xi$ in the expansion that arises from the formal application of $\mu_{Q}^{\prime}(D)$ to the $(Q, e)$-expansion of $f$. Now $\mu_{Q}^{\prime}(D) \in U\left(\mathfrak{m}_{1 Q}\right) \simeq U\left(\mathfrak{m}_{Q \sigma}\right) \otimes U\left(\mathfrak{a}_{Q q}\right)$ and we see that the formal application of $\mu_{Q}^{\prime}(D)$ to the $(Q, e)$ expansion of $f$ is induced by term by term differentiation in the $A_{Q \mathrm{q}}$ and the $M_{Q \sigma}$ variables. This implies that $a^{\xi} q_{\xi}(Q, e \mid D f, \log a, m)=$ $\left[\mu_{Q}^{\prime}(D) \varphi^{\prime}\right](m a)$, where $\varphi^{\prime}(m a)=a^{\xi} q_{\xi}(Q, e \mid f, \log a, m)$. This implies (4.13) for $v=$ $e$.

Now let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be arbitrary, and put $f^{v}=R_{v} f$. We shall apply the version of (4.13) just established to the expansion along $(Q, e)$ of the function $f^{v}$ on $\mathrm{X}_{v}$. Let $\xi$ be a leading exponent of $f$ along $(Q, v)$, then it follows from Lemma 3.7 that $\xi$ is also a leading exponent of $f^{v}$ along $(Q, e)$. Moreover, let $D \in \mathbb{D}(\mathrm{X})$, then $(D f)^{v}=D^{v} f^{v}$ where $D^{v}:=\operatorname{Ad}(v) D \in \mathbb{D}\left(\mathrm{X}_{v}\right)$. Hence

$$
\begin{equation*}
a^{\xi+\rho_{Q}} q_{\xi}\left(Q, e \mid(D f)^{v}, \log a, m\right)=\left[\mu_{Q}^{v}\left(D^{v}\right) \varphi\right](m a) \tag{4.14}
\end{equation*}
$$

for $m \in M_{Q \sigma,+}, a \in A_{Q \mathrm{q}}$, where $\varphi(m a)=a^{\xi+\rho_{Q}} q_{\xi}\left(Q, e \mid f^{v}, \log a, m\right)$. It follows from Lemma 3.7 that $\varphi(m a)=a^{\xi+\rho_{Q}} q_{\xi}(Q, v \mid f, \log a, m)$, and $q_{\xi}\left(Q, e \mid(D f)^{v}\right)=$ $q_{\xi}(Q, v \mid D f)$. Now (4.13) follows from (4.14) and (4.12).

Lemma 4.13. Let $P \in \mathcal{P}_{\sigma}^{\min }$ and assume that $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$. Let $S \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ be $a$ finite set as in Lemma 2.2, and let $D \in \mathbb{D}(\mathrm{X})$. Then $\operatorname{Exp}(P, v \mid D f) \subset S-\mathbb{N} \Delta$ for every $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and, with notation as in Lemma 2.2,

$$
\begin{equation*}
(D f)_{s}=D\left(f_{s}\right) \tag{4.15}
\end{equation*}
$$

Proof. It follows immediately from Lemma 4.12(b) that $\operatorname{Exp}(P, v \mid D f) \subset S-\mathbb{N} \Delta$ and that $\operatorname{Exp}\left(P, v \mid D\left(f_{s}\right)\right) \subset s-\mathbb{N} \Delta$ for $s \in S$. Now (4.15) follows from Lemma 2.2.

## 5. Spherical eigenfunctions

In this section we assume that $\left(\tau, V_{\tau}\right)$ is a finite dimensional continuous representation of $K$. Let $I$ be a cofinite ideal of the algebra $\mathbb{D}(\mathrm{X})$. Then by $C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right)$ we denote the space of $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ satisfying the system of differential equations

$$
D f=0, \quad(D \in I)
$$

We shall see in the lemma below that these functions belong to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$. The section is devoted to a study of the exponents and coefficients of the corresponding exponential polynomial series.

Remark 5.1. Many results of [3] that are formulated for $\mathbb{D}(\mathrm{X})$-finite $\tau$-spherical functions on X are actually valid for the bigger class of $\mathbb{D}(\mathrm{X})$-finite functions in $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ as well, since their proofs only involve behavior of functions and operators on $\mathrm{X}_{+}$. If such extended results are used in the text, we may give a reference to the present remark.

Remark 5.2. Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. We recall from the text preceding Lemma 3.7 that right translation by $v$ induces a topological linear isomorphism $R_{v}$ from $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ onto the space $C^{\infty}\left(\mathrm{X}_{v,+}: \tau\right)$. It maps the subspace of $\mathbb{D}(\mathrm{X})$-finite functions onto the subspace of $\mathbb{D}\left(\mathrm{X}_{v}\right)$-finite functions. Thus, if $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ is a $\mathbb{D}(\mathrm{X})$-finite function, then the theory of [3] may be applied to the $\mathbb{D}\left(\mathrm{X}_{v}\right)$-finite function $R_{v} f$; the results are then easily reformulated in terms of the function $f$.

Lemma 5.3. Let $I \subset \mathbb{D}(\mathrm{X})$ be a cofinite ideal. Then $C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right) \subset C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$. In particular, the elements of $C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right)$ are real analytic functions on $\mathrm{X}_{+}$. Moreover, there exists a finite set $X_{I} \subset \mathfrak{a}_{\mathrm{qc}}^{*}$ such that $\operatorname{Exp}_{\mathrm{L}}(P, v \mid f) \subset X_{I}$, for all $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right), P \in \mathcal{P}_{\sigma}^{\min }$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Proof. Let $Q \in \mathcal{P}_{\sigma}^{\text {min }}$. Applying Theorem 2.5 of [3] (see Remark 5.1) we obtain that $f \mid A_{\mathrm{q}}^{+}(Q)$ is given by a neatly converging $\Delta(Q)$-exponential polynomial expansion for each $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right)$. Moreover, by Theorem 2.4 of [3], there exists a finite set $X_{I, Q, e} \subset \mathfrak{a}_{\mathrm{qC}}^{*}$, such that $\operatorname{Exp}_{\mathrm{L}}\left(f \mid A_{\mathrm{q}}^{+}(Q)\right) \subset X_{I, Q, e}$. Let $w \in \mathcal{W}$. Applying the above argument to $R_{w} f$ (cf. Remark 5.2) we see, more generally, that $T_{Q, w}^{\downarrow} f$ is given by the same type of expansion with leading exponents in a finite set $X_{I, Q, w} \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ independent of $f$. This implies that $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, with $\operatorname{Exp}_{\mathrm{L}}(P, v \mid f) \subset X_{I}:=$ $\bigcup_{Q, w} X_{I, Q, w}$, for all $P \in \mathcal{P}_{\sigma}^{\min }$ and $v \in \mathcal{W}$. Finally, if $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ is arbitrary, there exists $w \in \mathcal{W}, m \in K_{\mathrm{M}}$ and $h \in N_{K \cap H}\left(\mathfrak{a}_{\mathrm{q}}\right)$ such that $v=m w h$, and then $\operatorname{Exp}_{\mathrm{L}}(P, v \mid f)=\operatorname{Exp}_{\mathrm{L}}(P, w \mid f) \subset X_{I}$.

Corollary 5.4. Let $P \in \mathcal{P}_{\sigma}^{\min }$ and let $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be a complete set of representatives of $W / W_{K \cap H}$. Let $I$ be a cofinite ideal in $\mathbb{D}(\mathrm{X})$. Then there exists a finite set $S=S_{I}$ satisfying the properties of Lemma 2.2 for every $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right)$. Moreover, if $S_{I}$ is any such set, then $f_{s} \in C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right)$ for every $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau: I\right)$ and all $s \in S_{I}$.

Proof. This is an immediate consequence of Lemmas 5.3 and 4.13.

The set $X_{I}$ in Lemma 5.3 can be described more explicitly if the ideal $I$ has codimension 1 . Let $\mathfrak{b}$ be a maximal abelian subspace of $\mathfrak{q}$ containing $\mathfrak{a}_{\mathrm{q}}$, let $\Sigma(\mathfrak{b})$ be the restricted root system of $\mathfrak{b}$ in $\mathfrak{g}_{\mathbb{C}}$, and let $W(\mathfrak{b})$ be the associated reflection group.

Let $\gamma$ be the Harish-Chandra isomorphism from $\mathbb{D}(\mathrm{X})$ onto the algebra $I(\mathfrak{b})$ of $W(\mathfrak{b})$-invariants in $S(\mathfrak{b})$; see [5], Sect. 2. To an element $\nu \in \mathfrak{b}_{\mathrm{C}}^{*}$ we associate the character $D \mapsto \gamma(D: \nu)$ of $\mathbb{D}(\mathrm{X})$ and denote its kernel by $I_{\nu}$. Then $I_{\nu}$ is an ideal of codimension one in $\mathbb{D}(\mathrm{X})$; in fact, any codimension one ideal is of this form.

Let $W_{0}(\mathfrak{b})$ be the normalizer of $\mathfrak{a}_{\mathrm{q}}$ in $W(\mathfrak{b})$. Then restriction to $\mathfrak{a}_{\mathrm{q}}$ induces an epimorphism from $W_{0}(\mathfrak{b})$ onto $W$; cf. [5], Lemma 4.6. We put $\mathfrak{b}_{\mathrm{k}}:=\mathfrak{b} \cap \mathfrak{k}$. Then $\mathfrak{b}=\mathfrak{b}_{\mathrm{k}} \oplus \mathfrak{a}_{\mathrm{q}}$. Moreover, this decomposition is invariant under $W_{0}(\mathfrak{b})$.
Lemma 5.5. There exists a finite subset $\mathcal{L}=\mathcal{L}_{\tau}$ of $\mathfrak{b}_{\mathrm{kc}}^{*}$ with the following property. Let $\nu \in \mathfrak{b}_{\mathbb{C}}^{*}$ and $f \in C^{\infty}\left(\mathrm{X}_{+}: \tau: I_{\nu}\right)$. Let $P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and assume that $\xi \in \operatorname{Exp}_{\mathrm{L}}(P, v \mid f)$. Then

$$
\nu \in W(\mathfrak{b})\left(\mathcal{L}+\xi+\rho_{P}\right)
$$

The proof is based on the following result, which will be proved first.
Lemma 5.6. There exists a finite subset $\mathcal{L}=\mathcal{L}_{\tau}$ of $\mathfrak{b}_{\mathrm{kc}}^{*}$ with the following property. Let $\nu \in \mathfrak{b}_{\mathbb{C}}^{*}$ and $\varphi \in C^{\infty}\left(M_{1} / H_{\mathrm{M}_{1}}: \tau\right)$, and assume that

$$
\mu_{P}(D) \varphi=\gamma(D: \nu) \varphi
$$

for all $D \in \mathbb{D}(\mathrm{X})$, where $\mu_{P}: \mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(M_{1} / H_{\mathrm{M}_{1}}\right)$ is as defined above Proposition 4.10, with $P \in \mathcal{P}_{\sigma}^{\min }$. Then $\left.\varphi\right|_{A_{\mathrm{q}}}$ is a linear combination of exponential polynomials of the form $a \mapsto p(\log a) a^{w \nu}$, where $p \in P\left(\mathfrak{a}_{\mathrm{q}}\right)$ and where $w \in W(\mathfrak{b})$ satisfies $\left.w \nu\right|_{\mathfrak{b}_{\mathrm{k}}} \in \mathcal{L}$.
Proof. The algebra $\mathbb{D}\left(M / H_{\mathrm{M}}\right)$ acts semisimply on $C^{\infty}\left(M / H_{\mathrm{M}}: \tau\right)$ (see [5], Lemma 4.8); let $\mathcal{L}$ be the (finite) set of $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}$ such that the associated character of $\mathbb{D}\left(M / H_{\mathrm{M}}\right)$ occurs. We may assume that $\varphi$ is a joint eigenfunction for $\mathbb{D}\left(M / H_{\mathrm{M}}\right)$, with eigenvalue character given by $\Lambda \in \mathcal{L}$. It follows that

$$
\left.(D \varphi)\right|_{A_{\mathrm{q}}}=\gamma_{\mathrm{M}_{1}}(D: \Lambda+\cdot)\left(\left.\varphi\right|_{A_{\mathrm{q}}}\right)
$$

for $D \in \mathbb{D}\left(M_{1} / H_{\mathrm{M}_{1}}\right) \simeq \mathbb{D}\left(M / H_{\mathrm{M}}\right) \otimes S\left(\mathfrak{a}_{\mathrm{q}}\right)$. Here $\gamma_{\mathrm{M}_{1}}$ denotes the Harish-Chandra isomorphism from $\mathbb{D}\left(M_{1} / H_{\mathrm{M}_{1}}\right)$ into $S(\mathfrak{b})$, defined as in [ 9 ], above (2.11), and $\gamma_{\mathrm{M}_{1}}(D: \Lambda+\cdot) \in S\left(\mathfrak{a}_{\mathrm{q}}\right)$ is considered as a differential operator on $A_{\mathrm{q}}$. Combining this identity with the assumption on $\varphi$, the identity $\gamma_{\mathrm{M}_{1}} \circ \mu_{P}=\gamma$, and the surjectivity of $\gamma: \mathbb{D}(\mathrm{X}) \rightarrow S(\mathfrak{b})^{W(\mathfrak{b})}$, it follows that

$$
u(\Lambda+\cdot)\left(\left.\varphi\right|_{A_{\mathrm{q}}}\right)=\left.u(\nu) \varphi\right|_{A_{\mathrm{q}}}
$$

for all $u \in S(\mathfrak{b})^{W(\mathfrak{b})}$. Let $\tilde{\varphi} \in C^{\infty}(\mathfrak{b})$ be defined by $\tilde{\varphi}(X+Y)=e^{\Lambda(X)} \varphi(\exp Y)$ for $X \in \mathfrak{b}_{\mathrm{k}}, Y \in \mathfrak{a}_{\mathrm{q}}$, then $u \tilde{\varphi}=u(\nu) \tilde{\varphi}$. This implies that $\tilde{\varphi}$ is a linear combination of exponential polynomials of the form $p e^{w \nu}$, where $p \in P(\mathfrak{b})$ and $w \in W(\mathfrak{b})$; see [27], Thm. III.3.13. However, from the definition of $\tilde{\varphi}$ it is readily seen that $w$ only contributes if $\left.w \nu\right|_{\mathfrak{b}_{\mathrm{k}}}=\Lambda$.

Proof of Lemma 5.5. We define the $\tau_{\mathrm{M}}$-spherical function $\varphi: M_{1} / M_{1} \cap v H v^{-1} \simeq$ $M / M \cap v H v^{-1} \times A_{\mathrm{q}} \rightarrow V_{\tau}$ by

$$
\varphi(m a)=a^{\rho_{P}+\xi} q_{\xi}(P, v \mid f)(\log a, m)
$$

Then it follows from the equation $D f=\gamma(D: \nu) f$ and Lemma 4.12 (c) applied to $D-\gamma(D: \nu)$ in place of $D$, that

$$
\mu_{P, v}(D) \varphi=\gamma(D: \nu) \varphi
$$

Since $\varphi$ is $\tau$-spherical and nonzero, its restriction to $A_{\mathrm{q}}$ does not vanish.
First let $v=e$, and let $\mathcal{L}$ be as in Lemma 5.6. It then follows immediately from that lemma that there exists $w \in W(\mathfrak{b})$ such that $\left.w \nu\right|_{\mathfrak{b}_{\mathrm{k}}} \in \mathcal{L}$ and $\left.w \nu\right|_{\mathfrak{a}_{\mathrm{q}}}=\xi+\rho_{P}$.

For general $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ we also obtain the result from Lemma 5.6, by applying it to the function $\varphi^{v}:=\rho_{\tau, v^{-1}} \varphi$. Indeed, it follows from the definition of $\mu_{P, v}$ that $\varphi^{v}$ satisfies the assumption of the lemma. Hence there exists $w \in W(\mathfrak{b})$ such that $\left.w \nu\right|_{\mathfrak{b}_{\mathrm{k}}} \in \mathcal{L}$ and $\left.w \nu\right|_{\mathfrak{a}_{\mathrm{q}}}=v^{-1}\left(\xi+\rho_{P}\right)$. Let $v^{\prime} \in W_{0}(\mathfrak{b})$ be such that $v^{\prime} Y=v Y$ for all $Y \in \mathfrak{a}_{\mathrm{q}}$, then $\nu \in\left(v^{\prime} w\right)^{-1}\left(v^{\prime} \mathcal{L}+\xi+\rho_{P}\right)$.

We will also need a result on leading coefficients along non-minimal parabolic subgroups.

Lemma 5.7. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ be a $\mathbb{D}(\mathrm{X})$-finite function. Let $Q \in \mathcal{P}_{\sigma}, v \in$ $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and assume that $\xi \in \operatorname{Exp}_{\mathrm{L}}(Q, v \mid f)$. Then the function $\varphi: \mathrm{X}_{1 Q, v,+} \rightarrow V_{\tau}$ defined by

$$
\varphi(m a)=a^{\xi+\rho_{Q}} q_{\xi}(Q, v \mid f, \log a, m) \quad\left(m \in \mathrm{X}_{Q, v,+}, a \in A_{Q q}\right)
$$

is $\mathbb{D}\left(\mathrm{X}_{1 Q, v}\right)$-finite.
Proof. Let $I$ be the annihilator of $f$ in the algebra $\mathbb{D}(\mathrm{X})$. Then it follows from Lemma 4.12 (c) that $\mu_{Q, v}(D) \varphi=0$ for all $D \in I$. The algebra $\mathbb{D}\left(\mathrm{X}_{1 Q, v}\right)$ is a finite module over the image of the homorphism $\mu_{Q, v}$ (see [5], p. 342), and apply conjugation by $v$. Hence $\mu_{Q, v}(I)$ generates a cofinite ideal in $\mathbb{D}\left(\mathrm{X}_{1 Q, v}\right)$. This establishes the result.

We end this section with a result that limits the asymptotic exponents occurring in discrete series representations to a countable set. Later we will apply this result to exclude the possibility of a 'continuum of discrete series' (see the last line of proof of Lemma 9.13).

To formulate the result we need to define asymptotic exponents for a $K$-finite rather than a $\tau$-spherical function. We denote by $\widehat{K}$ the collection of equivalence classes of irreducible continuous representations of $K$. If $\vartheta \subset \widehat{K}$ is a finite subset, then by $C^{\infty}\left(\mathrm{X}_{+}\right)_{\vartheta}$ we denote the space of smooth $K$-finite functions in $C^{\infty}\left(\mathrm{X}_{+}\right)$ all of whose $K$-types belong to $\vartheta$. By $V_{\vartheta}:=C(K)_{\vartheta}$ we denote the space of left $K$ finite continuous functions on $K$ all of whose left $K$-types belong to $\vartheta$. Moreover, by $\tau_{\vartheta}$ we denote the restriction of the right regular representation to $V_{\vartheta}$. If $f \in$ $C^{\infty}\left(\mathrm{X}_{+}\right)_{\vartheta}$, then the function $\varsigma_{\vartheta}(f): \mathrm{X} \rightarrow V_{\vartheta}$, defined by $\varsigma_{\vartheta}(f)(x)(k)=f(k x)$ for $x \in \mathrm{X}_{+}, k \in K$ belongs to $C^{\infty}\left(\mathrm{X}_{+}: \tau_{\vartheta}\right)$. The map $\varsigma:=\varsigma_{\vartheta}$ is a topological linear isomorphism from $C^{\infty}\left(\mathrm{X}_{+}\right)_{\vartheta}$ onto $C^{\infty}\left(\mathrm{X}_{+}: \tau_{\vartheta}\right)$, intertwining the $\mathbb{D}(\mathrm{X})$-actions on these spaces. Moreover, $\varsigma$ maps the closed subspace $C^{\infty}(\mathrm{X})_{\vartheta}$ of globally defined smooth functions onto the similar subspace $C^{\infty}\left(\mathrm{X}: \tau_{\vartheta}\right)$. We denote by $C^{\mathrm{ep}}\left(\mathrm{X}_{+}\right)_{\vartheta}$ the preimage of $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau_{\vartheta}\right)$ under $\varsigma$. It follows from Lemma 5.3 that $\mathbb{D}(\mathrm{X})$-finite funcitons in $C^{\infty}\left(\mathrm{X}_{+}\right)_{\vartheta}$ belong to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}\right)_{\vartheta}$. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}\right)_{\vartheta}$; then for $P \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ we define the set of exponents of $f$ along $(P, v)$ by

$$
\operatorname{Exp}(P, v \mid f):=\operatorname{Exp}(P, v \mid \varsigma(f))
$$

Note that this collection is the union for $k \in K$ and $m \in \mathrm{X}_{P, v,+}$ of the collections of exponents occurring in the $\Delta(P)$-exponential polynomial expansions of $a \mapsto$ $f(k a m v)$.

Let $\mathcal{C}(\mathrm{X})$ denote the space of Schwartz functions on X (see [9], Section 6) and let $\mathcal{A}_{2}(\mathrm{X})_{K}$ denote the space of $K$-finite and $\mathbb{D}(\mathrm{X})$-finite functions $f \in \mathcal{C}(\mathrm{X})$. These functions are real analytic and belong to $L^{2}(\mathrm{X})$; cf. [3], Thm. 7.3.

Lemma 5.8. Assume that the center of $G$ is compact. Then

$$
\left\{\xi \in \operatorname{Exp}(P, v \mid f) \mid P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right), f \in \mathcal{A}_{2}(\mathrm{X})_{K}\right\}
$$

is a countable subset of $\mathfrak{a}_{\mathrm{qC}}^{*}$.
Proof. Let $\widehat{\mathrm{X}}_{d}$ denote the set of equivalence classes of discrete series representations of the symmetric space X . This set is countable, since $L^{2}(\mathrm{X})$ is a separable Hilbert space. Given $\omega \in \widehat{\mathrm{X}}_{d}$ we denote by $L^{2}(\mathrm{X})_{\omega}$ the collection of functions $f \in L^{2}(\mathrm{X})$ whose closed $G$-span in $L^{2}(\mathrm{X})$ is equivalent to a finite direct sum of copies of $\omega$. Let $\widehat{K}$ denote the countable set of equivalence classes of irreducible representations of $K$. Given $\omega \in \widehat{\mathrm{X}}_{d}$ and $\delta \in \widehat{K}$, we denote by $L^{2}(\mathrm{X})_{\omega, \delta}$ the collection of $K$-finite elements of type $\delta$ in $L^{2}(\mathrm{X})_{\omega}$. It follows from [3], Thm. 7.3, that $L^{2}(\mathrm{X})_{\omega, \delta}$ is a subspace of $\mathcal{A}_{2}(\mathrm{X})_{K}$, and from [2], Lemma 3.9, that this subspace is finite dimensional. On the other hand, let $f \in \mathcal{A}_{2}(\mathrm{X})_{K}$, and let $V \subset L^{2}(\mathrm{X})$ denote the closed $G$-span of $f$. It follows from [2], Lemma 3.9, that $V$ is admissible. Since $V$ is finitely generated, it must then be a finite direct sum of irreducible representations. This implies that $f$ belongs to a finite direct sum of spaces $L^{2}(\mathrm{X})_{\omega, \delta}$. From the above we conclude that $\mathcal{A}_{2}(\mathrm{X})_{K}$ equals the following countable algebraic direct sum

$$
\begin{equation*}
\mathcal{A}_{2}(\mathrm{X})_{K}=\bigoplus_{\omega \in \widehat{\mathrm{X}}_{d}, \delta \in \widehat{K}} L^{2}(\mathrm{X})_{\omega, \delta} \tag{5.1}
\end{equation*}
$$

Let $\omega \in \widehat{\mathrm{X}}_{d}$ and $\delta \in \widehat{K}$. Then it follows from Lemma 5.3 and the finite dimensionality of $L^{2}(\mathrm{X})_{\omega, \delta}$ that there exists a countable subset $\mathcal{E}_{\omega, \delta} \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ such that

$$
\operatorname{Exp}(P, v \mid f) \subset \mathcal{E}_{\omega, \delta}
$$

for all $f \in L^{2}(\mathrm{X})_{\omega, \delta}, P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Combining this observation with (5.1), we obtain the desired result.

## 6. Separation of exponents

Let $Q \in \mathcal{P}_{\sigma}$. In the next section we shall consider functions $f_{\lambda} \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, with parameter $\lambda \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$, whose exponents along $P \in \mathcal{P}_{\sigma}^{\min }$ lie in sets of the form $W \lambda+S-\mathbb{N} \Delta(P)$, where $S \subset \mathfrak{a}_{\mathrm{qc}}^{*}$ is a finite set. In general, given $\xi \in$ $W \lambda+S-\mathbb{N} \Delta(P)$, the elements $s \in W / W_{Q}$ and $\eta \in S-\mathbb{N} \Delta(P)$, such that $\xi=s \lambda+\eta$, are not unique. In the present section we define a condition on $\lambda$ that allows this unique determination for all $\xi$. In particular, the condition is valid for generic $\lambda \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$. We consider also the case where $P$ is non-minimal.

Let $P, Q \in \mathcal{P}_{\sigma}$. We define the equivalence relation $\sim_{P \mid Q}$ on $W$ by

$$
\begin{equation*}
s \sim_{P \mid Q} t \Longleftrightarrow \forall \lambda \in \mathfrak{a}_{Q \mathrm{q}}^{*}:\left.s \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}=\left.t \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}} . \tag{6.1}
\end{equation*}
$$

The associated quotient is denoted by $W / \sim_{P \mid Q}$. We note that the classes in $W / \sim_{P \mid Q}$ are left $W_{P}$ - and right $W_{Q}$-invariant. Thus, $W / \sim_{P \mid Q}$ may also be viewed as a quotient of $W_{P} \backslash W / W_{Q}$.

If $s, t \in W$, then one readily sees that $s \sim_{P \mid Q} t \Longleftrightarrow s^{-1} \sim_{Q \mid P} t^{-1}$. Hence the anti-automorphism $s \mapsto s^{-1}$ of $W$ factors to a bijection from $W / \sim_{P \mid Q}$ onto $W / \sim_{Q \mid P}$, which we denote by $\sigma \mapsto \sigma^{-1}$.

If $s \in W$ and $\lambda \in \mathfrak{a}_{Q \mathrm{qC}}^{*}$, then the restriction $\left.s \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}$ depends on $s$ through its class $[s]$ in $W / \sim_{P \mid Q}$. We therefore agree to write

$$
\left.[s] \lambda\right|_{\mathfrak{a}_{P q}}:=\left.s \lambda\right|_{\mathfrak{a}_{P q}}
$$

Definition 6.1. For $S \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ a finite subset, we define $\mathfrak{a}_{Q \mathrm{qc}}^{* \circ}(P, S)$ to be the subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ consisting of elements $\lambda$ such that, for all $s_{1}, s_{2} \in W$,

$$
\left.\left.\left(s_{1} \lambda-s_{2} \lambda\right)\right|_{\mathfrak{a}_{P \mathrm{q}}} \in[S+(-S)]\right|_{\mathfrak{a}_{P \mathrm{q}}}+\mathbb{Z} \Delta_{r}(P) \quad \Rightarrow \quad s_{1} \sim_{P \mid Q} s_{2}
$$

Lemma 6.2. Let $S \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ be finite. Then, for $\lambda \in \mathfrak{a}_{Q \mathrm{qC}}^{*}$,

$$
\left.W \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}+\left.(S-\mathbb{N} \Delta(P))\right|_{\mathfrak{a}_{P \mathrm{q}}}=\bigcup_{\sigma \in W / \sim_{P \mid Q}}\left(\left.\sigma \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}+\left.(S-\mathbb{N} \Delta(P))\right|_{\mathfrak{a}_{P \mathrm{q}}}\right)
$$

Moreover, the union is disjoint if and only if $\lambda \in \mathfrak{a}_{Q \mathbf{q C}}^{* \circ}(P, S)$.
Proof. Straightforward.
Lemma 6.3. Let $Q, P \in \mathcal{P}_{\sigma}$, and let $S$ be a finite subset of $\mathfrak{a}_{\mathrm{qC}}^{*}$. Then $\mathfrak{a}_{Q \mathrm{qc}}^{* \circ}(P, S)$ equals the complement of the union of a locally finite collection of proper affine subspaces in $\mathfrak{a}_{Q \mathbf{q c}}^{*}$.
Proof. Let $p: \mathfrak{a}_{\mathrm{qC}}^{*} \rightarrow \mathfrak{a}_{P \mathrm{qc}}^{*}$ denote the map induced by restriction to $\mathfrak{a}_{P \mathrm{q}}$. Let $\Pi$ be the complement of the diagonal in the set $W / \sim_{P \mid Q} \times W / \sim_{P \mid Q}$. Then for every $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Pi$ and every $\eta \in \mathfrak{a}_{P \mathrm{qC}}^{*}$ we write $\mathcal{A}_{\sigma, \eta}=\left\{\lambda \in \mathfrak{a}_{Q \mathrm{qC}}^{*} \mid p\left(\sigma_{1} \lambda-\sigma_{2} \lambda\right)=\eta\right\}$. Note that $\mathcal{A}_{\sigma, 0}$ is a proper affine subspace of $\mathfrak{a}_{Q q \mathrm{q}}^{*}$. If $\lambda \in \mathcal{A}_{\sigma, \eta}$, then $\mathcal{A}_{\sigma, \eta}$ equals $\lambda+\mathcal{A}_{\sigma, 0}$; hence the set $\mathcal{A}_{\sigma, \eta}$ is either empty or a proper affine subspace.

Let $\mathcal{A}$ be the collection of subsets of the form $\mathcal{A}_{\sigma, \xi}$, for $\sigma \in \Pi$ and $\xi \in p(S+$ $(-S))+\mathbb{Z} \Delta_{r}(P)$. Then $\mathfrak{a}_{Q q \mathrm{c}}^{* \circ}(P, S)$ equals the complement of $\bigcup \mathcal{A}$ in $\mathfrak{a}_{Q q \mathrm{c}}^{*}$. Thus, it remains to show that the collection $\mathcal{A}$ is locally finite.

Let $\mathcal{C}$ be a compact subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ and let $X$ be the collection of $\xi \in p(S+$ $(-S))+\mathbb{Z} \Delta_{r}(P)$ such that $\mathcal{C} \cap \mathcal{A}_{\sigma, \xi} \neq \emptyset$ for some $\sigma \in \Pi$. Then it suffices to show that $X$ is finite.

Let $\mathcal{C}^{\prime} \subset \mathfrak{a}_{P \mathrm{qC}}^{*}$ be the image of $\Pi \times \mathcal{C}$ under the map $(\sigma, \lambda) \mapsto p\left(\sigma_{1} \lambda-\sigma_{2} \lambda\right)$. Then $X$ equals the intersection of $\mathcal{C}^{\prime}$ with $p(S+(-S))+\mathbb{Z} \Delta_{r}(P)$. The latter set is discrete since $S$ is finite, whereas the elements of $\Delta_{r}(P)$ are linearly independent. It follows that $X$ is finite.

Remark 6.4. In particular, it follows from the above lemma that $\mathfrak{a}_{Q \mathrm{qC}}^{* \circ}(P, S)$ is a full open subset of $\mathfrak{a}_{Q q \mathrm{c}}^{*}$; see Section 18 for the notion of full.
Lemma 6.5. Let $Q, P \in \mathcal{P}_{\sigma}$. If either $\mathfrak{a}_{Q \mathrm{q}}$ or $\mathfrak{a}_{P \mathrm{q}}$ has codimension at most 1 in $\mathfrak{a}_{\mathrm{q}}$, then the natural projection $W_{P} \backslash W / W_{Q} \rightarrow W / \sim_{P \mid Q}$ is a bijection.
Proof. It suffices to prove injectivity of the map. Since $s \mapsto s^{-1}$ induces a bijection from $W / \sim_{P \mid Q}$ onto $W / \sim_{Q \mid P}$, it suffices to prove this when $\mathfrak{a}_{P \mathrm{q}}$ has codimension at most 1 . We assume the latter holds.

For $s \in W$, let $[s]$ denote its canonical image in $W / \sim_{P \mid Q}$. Assume that $s, t \in W$ and that $[s]=[t]$. Then for every $\lambda \in \mathfrak{a}_{Q \mathrm{q}}^{*}$ we have $s \lambda=t \lambda$ on $\mathfrak{a}_{P \mathrm{q}}$. If $\mathfrak{a}_{P \mathrm{q}}=\mathfrak{a}_{\mathrm{q}}$, this implies that $s=t$ on $\mathfrak{a}_{Q \mathrm{q}}^{*}$, hence $s W_{Q}=t W_{Q}$, and since $W_{P}$ is trivial in this case, the proof is finished. Thus, we may as well assume that $\mathfrak{a}_{P \mathrm{q}}$ has codimension 1. Then
there exists a root $\alpha \in \Sigma$ such that $\mathfrak{a}_{P \mathrm{q}}=\operatorname{ker} \alpha$. Note that $W_{P}=\left\{1, s_{\alpha}\right\}$. For every $\lambda \in \mathfrak{a}_{Q \mathrm{q}}^{*}$ the Weyl group images $s \lambda$ and $t \lambda$ have equal length in $\mathfrak{a}_{\mathrm{q}}^{*}$ and equal image under the orthogonal projection to $\alpha^{\perp}$. Hence there exists a constant $\eta \in\{0,1\}$ such that $\langle s \lambda, \alpha\rangle=(-1)^{\eta}\langle t \lambda, \alpha\rangle$ for all $\lambda \in \mathfrak{a}_{Q q}^{*}$. It follows that $s \lambda=s_{\alpha}^{\eta} t \lambda$ for all $\lambda \in \mathfrak{a}_{Q \mathrm{q}}^{*}$; hence $s W_{Q}=s_{\alpha}^{\eta} t W_{Q}$, from which it follows in turn that $s$ and $t$ have the same image in $W_{P} \backslash W / W_{Q}$.

In particular, if $P$ is minimal, then the natural map $W / W_{Q} \rightarrow W / \sim_{P \mid Q}$ is a bijection; we shall use it to identify the sets involved.

## 7. Analytic families of spherical functions

In this section we assume that $\left(\tau, V_{\tau}\right)$ is a finite dimensional continuous representation of $K$. Let $Q \in \mathcal{P}_{\sigma}$ and let $Y$ be a finite subset of ${ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}$; see (3.5).

In the following definition we introduce a space of analytic families $f_{\lambda}$ of $\tau$ spherical functions that will play a crucial role in the rest of this paper. The phrase 'analytic' refers to the fact that $f_{\lambda}$ will depend holomorphically on the parameter $\lambda$ (see Lemma 7.4). It will be required of $f_{\lambda}$ that it allows an exponential polynomial expansion along $A_{\mathrm{q}}^{+}$for each $\lambda$, and that the coefficients in this expansion depend holomorphically on $\lambda$. The main results of the section are Proposition [7.6, which describes the action of $\mathbb{D}(\mathrm{X})$ on $f_{\lambda}$, and Theorems [7.7] 7.8, which extend the expansion of $f_{\lambda}$ to hold also along the walls (cf. Section 3), with similar dependence on $\lambda$ as in the definition.

Definition 7.1. Let $Q, Y$ be as above and let $\Omega \subset \mathfrak{a}_{Q q \mathrm{q}}^{*}$ be an open subset. We define

$$
\begin{equation*}
C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right) \tag{7.1}
\end{equation*}
$$

to be the space of $C^{\infty}$-functions $f: \Omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ satisfying the following conditions.
(a) For every $\lambda \in \Omega$ the function $f_{\lambda}: x \mapsto f(\lambda, x)$ belongs to $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$.
(b) There exists a constant $k \in \mathbb{N}$, and, for every $P \in \mathcal{P}_{\sigma}^{\min }$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, a collection of functions $q_{s, \xi}(P, v \mid f) \in P_{k}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{0, v}: \tau_{\mathrm{M}}\right)\right)$, for $s \in W / W_{Q}$ and $\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)$, with the following property. For all $\lambda \in \Omega, m \in \mathrm{X}_{0, v}$ and $a \in A_{\mathrm{q}}^{+}(P)$,

$$
\begin{equation*}
f_{\lambda}(m a v)=\sum_{s \in W / W_{Q}} a^{s \lambda-\rho_{P}} \sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} q_{s, \xi}(P, v \mid f, \log a)(\lambda, m), \tag{7.2}
\end{equation*}
$$

where the $\Delta(P)$-exponential polynomial series with coefficients in $V_{\tau}$ is neatly convergent (Definition 1.2) on $A_{\mathrm{q}}^{+}(P)$.
(c) For every $P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $s \in W / W_{Q}$, the series

$$
\sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} q_{s, \xi}(P, v \mid f, \log a)
$$

converges neatly on $A_{\mathrm{q}}^{+}(P)$ as a $\Delta(P)$-exponential polynomial series with coefficients in $\mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{0, v}: \tau_{\mathrm{M}}\right)\right)$.
If $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, we define the asymptotic degree of $f$, denoted $\operatorname{deg}_{\mathrm{a}} f$, to be the smallest number $k \in \mathbb{N}$ for which the above condition (b) is fulfilled.

Remark 7.2. We note that the space (7.1) depends on $Q$ through its $\sigma$-split component $A_{Q \mathrm{q}}$. Moreover, from Lemma 3.6 we see that in the above definition it suffices to require (b) and (c) for a fixed given $P \in \mathcal{P}_{\sigma}^{\min }$ and for each $v$ in a given set
$\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of representatives for $W / W_{K \cap H}$. Alternatively, by the same lemma it suffices to require (b) and (c) for a fixed given $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and arbitrary $P \in \mathcal{P}_{\sigma}^{\min }$.

Lemma 7.3. Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. Then $f_{\lambda} \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ (Definition 2.1) and

$$
\begin{equation*}
\operatorname{Exp}\left(P, v \mid f_{\lambda}\right) \subset W(\lambda+Y)-\rho_{P}-\mathbb{N} \Delta(P) \tag{7.3}
\end{equation*}
$$

for all $\lambda \in \Omega, P \in \mathcal{P}_{\sigma}^{\min }$, and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Moreover, let $\Omega^{\prime}:=\Omega \cap \mathfrak{a}_{Q \mathrm{qc}}^{* o}(P, W Y)$ (see Definition 6.1). Then $\Omega^{\prime}$ is open dense in $\Omega$ and

$$
\begin{equation*}
q_{s, \xi}(P, v \mid f, X, \lambda)=q_{s \lambda-\rho_{P}-\xi}\left(P, v \mid f_{\lambda}, X\right) \tag{7.4}
\end{equation*}
$$

for every $s \in W / W_{Q}, \xi \in-s W_{Q} Y+\mathbb{N} \Delta(P), X \in \mathfrak{a}_{\mathrm{q}}$ and $\lambda \in \Omega^{\prime}$. In particular, the functions $q_{s, \xi}(P, v \mid f)$ are uniquely determined.

Proof. The first statement and (7.3) follow immediately from condition (b) in the above definition. The set $\Omega^{\prime}$ is open dense in $\Omega$ by Lemma 6.3, and it follows from Lemmas 6.2 and 6.5 that if $\lambda \in \Omega^{\prime}$, then the sets $s\left(\lambda+W_{Q} Y\right)-\rho_{P}-\mathbb{N} \Delta(P), s \in$ $W / W_{Q}$, are mutually disjoint. Then (7.4) holds by uniqueness of asymptotics.

The following result shows that an element of $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ may be viewed as an analytic family of spherical functions.
Lemma 7.4. Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. Then $\lambda \mapsto f_{\lambda}$ is a holomorphic function on $\Omega$ with values in $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$.
Proof. Let $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be a complete set of representatives for $W / W_{K \cap H}$. Note that for $v \in \mathcal{W}$ the $V_{\tau}^{K_{\mathrm{M}} \cap v H v^{-1}}$-valued function $T_{P, v}^{\downarrow} f_{\lambda}$ on $A_{\mathrm{q}}^{+}(P)$ is given by the series on the right-hand side of (7.2) with $m=e$. It follows from condition (c) of Definition 7.1 that $a \mapsto T_{P, v}^{\downarrow} f_{\lambda}(a)$ defines a smooth function on $A_{\mathrm{q}}^{+}(P)$ with values in $\mathcal{O}(\Omega) \otimes V_{\tau}^{K_{\mathrm{M}} \cap v H v^{-1}}$. According to Appendix A, the function $\lambda \mapsto$ $T_{P, v}^{\downarrow} f_{\lambda}(\cdot)$ is a holomorphic function on $\Omega$ with values in $C^{\infty}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap v H v^{-1}}\right)$. Hence $\lambda \mapsto T_{P, \mathcal{W}}^{\downarrow}\left(f_{\lambda}\right)$ is a holomorphic function on $\Omega$ with values in $C^{\infty}\left(A_{\mathrm{q}}^{+}(P)\right.$, $\left.\bigoplus_{v \in \mathcal{W}} V_{\tau}^{K_{\mathrm{M}} \cap v H v^{-1}}\right)$. The conclusion of the lemma now follows by application of the isomorphism (2.9).

If $\Omega^{\prime}, \Omega$ are open subsets of $\mathfrak{a}_{\mathrm{qc}}^{*}$ with $\Omega^{\prime} \subset \Omega$, then restriction from $\Omega \times \mathrm{X}_{+}$to $\Omega^{\prime} \times \mathrm{X}_{+}$obviously induces a linear map

$$
\begin{equation*}
\rho_{\Omega^{\prime}}^{\Omega}: C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right) \rightarrow C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega^{\prime}\right) \tag{7.5}
\end{equation*}
$$

Accordingly, the assignment

$$
\begin{equation*}
\Omega \mapsto C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right) \tag{7.6}
\end{equation*}
$$

defines a presheaf of complex linear spaces on $\mathfrak{a}_{Q q \mathrm{q}}^{*}$. Here we agree that (7.6) assigns the trivial space to the empty set.

The following lemma will be useful at a later stage.
Lemma 7.5. Let $Q \in \mathcal{P}_{\sigma}$ and $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset.
(a) If $\Omega^{\prime}, \Omega$ are open subsets of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ with $\Omega^{\prime} \neq \emptyset, \Omega$ connected and $\Omega^{\prime} \subset \Omega$, then the restriction map (7.5) is injective. Moreover, $\operatorname{deg}_{\mathrm{a}}\left(\rho_{\Omega^{\prime}}^{\Omega} f\right)=\operatorname{deg}_{\mathrm{a}}(f)$ for all $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$.
(b) The presheaf (7.6) is a sheaf.

Proof. The injectivity of the restriction map follows by analytic continuation, in view of Lemma 7.4 Let $f^{\prime}=\rho_{\Omega^{\prime}}^{\Omega} f$. Let $P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right), s \in W / W_{Q}$ and $\xi \in-s W_{Q} \lambda+\mathbb{N} \Delta(P)$. Then it follows from (7.4) that

$$
\begin{equation*}
q_{s, \xi}\left(P, v \mid f^{\prime}, \cdot, \lambda\right)=q_{s, \xi}(P, v \mid f, \cdot, \lambda) \tag{7.7}
\end{equation*}
$$

for $\lambda$ in a dense open subset of $\Omega^{\prime}$, hence for all $\lambda \in \Omega^{\prime}$. In particular, this implies that the polynomial degree of the function on the left-hand side of the equation is bounded by $\operatorname{deg}_{\mathrm{a}}(f)$; hence $\operatorname{deg}_{\mathrm{a}}\left(f^{\prime}\right) \leq \operatorname{deg}_{\mathrm{a}}(f)$. To prove the converse inequality, we note that the polynomial on the left-hand side of (7.7) is of degree at most $k^{\prime}:=\operatorname{deg}_{\mathrm{a}}\left(f^{\prime}\right)$ by the definition of the latter number. Since $\Omega$ is connected, it follows by analytic continuation that $\operatorname{deg} q_{s, \xi}(P, v \mid f, \cdot, \lambda) \leq k^{\prime}$ for all $\lambda \in \Omega$. Since this holds for all $P, v, \sigma, \xi$, it follows that $\operatorname{deg}_{\mathrm{a}}(f) \leq k^{\prime}$ and we obtain (a).

Assertion (b) is equivalent with the assertion that the presheaf satisfies the localization property (see [31], p. 9). This is established in a straightforward manner, by using (a).

We shall now discuss the action of invariant differential operators on families. If $f$ is a family in $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, and $D \in \mathbb{D}(\mathrm{X})$, then we define the family $D f: \Omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ by

$$
\begin{equation*}
(D f)_{\lambda}=D\left(f_{\lambda}\right), \quad(\lambda \in \Omega) \tag{7.8}
\end{equation*}
$$

Proposition 7.6. Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. Then, for every $D \in \mathbb{D}(\mathrm{X})$, the family $D f$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right) ;$ moreover, $\operatorname{deg}_{\mathrm{a}}(D f) \leq \operatorname{deg}_{\mathrm{a}}(f)$.

Proof. Let $D \in \mathbb{D}(\mathrm{X})$. Then $g=D f$ is a smooth function $\Omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$; moreover, for $\lambda \in \Omega$ the function $g_{\lambda}=D f_{\lambda}$ is $\tau$-spherical. Thus, $g$ satisfies condition (a) of Definition 7.1 and it remains to establish properties (b) and (c). In view of Remark 7.2 it suffices to do this for $v=e$ and arbitrary $P \in \mathcal{P}_{\sigma}^{\min }$. Let $k:=\operatorname{deg}_{\mathrm{a}} f$.

It follows from condition (b) of Definition 7.1 that, for $\lambda \in \Omega$, the function $f_{\lambda}$ belongs to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$; moreover, its $(P, e)$-expansion is given by

$$
\begin{equation*}
f_{\lambda}(m a)=\sum_{s \in W / W_{Q}} a^{s \lambda-\rho_{P}} \sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} q_{s, \xi}(P, e \mid f, \log a)(\lambda, m) \tag{7.9}
\end{equation*}
$$

for $a \in A_{\mathrm{q}}^{+}(P)$ and $m \in M$. Let $u:=\mu_{P}^{\prime}(D)+u_{+}$be the element of $\mathcal{D}_{1 P}$ associated with $D$ as in Proposition 4.10 with $P$ in place of $Q$. In view of Corollary 4.9 its expansion ep $(u)$, defined as in (4.11), is the sum, as $i$ ranges over a finite index set $I$, of series of the form

$$
\operatorname{ep}(u)_{i}=\sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \varphi_{i, \nu} \otimes S_{i, \nu} \otimes u_{i, \nu} \otimes v_{i, \nu}
$$

Here $\varphi_{i, \nu} \in C^{\infty}\left(M_{\sigma}\right), S_{i, \nu} \in \operatorname{End}\left(V_{\tau}\right), u_{i, \nu} \in U\left(\mathfrak{m}_{\sigma}\right)$ and $v_{i, \nu} \in U\left(\mathfrak{a}_{\mathrm{q}}\right)$, and $\operatorname{deg}\left(u_{i, \nu}\right)+\operatorname{deg}\left(v_{i, \nu}\right) \leq d:=\operatorname{deg}(D)$ for all $i, \nu$. By Lemma 4.12, the function $g_{\lambda}$ belongs to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, for $\lambda \in \Omega$, and its $(P, e)$ expansion results from (7.9) by the formal application of the element $\operatorname{ep}(u)$. This gives, for $\lambda \in \Omega, m \in M$ and $a \in A_{\mathrm{q}}^{+}(P)$, the neatly converging exponential polynomial expansion

$$
g_{\lambda}(m a)=\sum_{s \in W / W_{Q}} a^{s \lambda-\rho_{P}} \sum_{\eta \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\eta} \tilde{q}_{s, \eta}(\log a)(\lambda, m)
$$

where $\tilde{q}_{s, \eta}$ is given by the following finite sum

$$
\begin{aligned}
& \tilde{q}_{s, \eta}(X)(\lambda, m) \\
& :=\sum_{i \in I} \sum_{\substack{\nu \in \mathbb{N} \Delta(P) \\
\xi \in-s W_{Q} Y+N \Delta(P) \\
\nu+\xi=\eta}} \varphi_{i, \nu}(m) S_{i, \nu}\left[q_{s, \xi}\left(P, e \mid f, X ; T_{s \lambda-\rho_{P}-\xi}\left(v_{i, \nu}\right), \lambda, m ; u_{i, \nu}\right)\right],
\end{aligned}
$$

for $\lambda \in \Omega, X \in \mathfrak{a}_{\mathrm{q}}$ and $m \in M$. Here we have used Harish-Chandra's convention to indicate by a semicolon on the left or right-hand side of a Lie group variable the differentiation on the corresponding side, with respect to that variable, by elements of the appropriate universal enveloping algebra. Moreover, given $\gamma \in \mathfrak{a}_{\mathrm{qC}}^{*}$ we have denoted by $T_{\gamma}$ the automorphism of $U\left(\mathfrak{a}_{\mathrm{q}}\right)$ determined by $T_{\gamma}(X)=X+\gamma(X)$ for $X \in \mathfrak{a}_{\mathrm{q}}$.

From the above formula it readily follows that $\tilde{q}_{s, \eta}(X, \lambda)$ is a smooth function of $(X, \lambda)$ with values in $C^{\infty}\left(M, V_{\tau}\right)$; moreover, it is polynomial in $X$ of degree at most $k$ and holomorphic in $\lambda \in \Omega$. This establishes condition (b) of Definition 7.1 with $v=e$, arbitrary $P \in \mathcal{P}_{\sigma}^{\min }$, and with

$$
q_{s, \eta}(P, e \mid g)=\tilde{q}_{s, \eta}, \quad\left(s \in W / W_{Q}, \eta \in-s W_{Q} Y+\mathbb{N} \Delta(P)\right)
$$

For condition (c) we note that the series

$$
\begin{equation*}
\sum_{\eta \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\eta} q_{s, \eta}(P, e \mid g, \log a) \tag{7.10}
\end{equation*}
$$

arises from the series

$$
\begin{equation*}
\sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} q_{s, \xi}(P, e \mid f, \log a) \tag{7.11}
\end{equation*}
$$

by the formal application of ep $(u)$ conjugated with multiplication by $a^{-s \lambda+\rho_{P}}$. From this we see that (7.10) arises from (7.11) by the formal application of the series

$$
\sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \sum_{i \in I} \varphi_{i, \nu} \otimes S_{i, \nu} \otimes u_{i, \nu} \otimes v_{i, \nu}(\lambda)
$$

with $v_{i, \nu}(\lambda)=T_{s \lambda-\rho_{P}}\left(v_{i, \nu}\right)$. We now observe that $\left.\lambda \mapsto T_{s \lambda-\rho_{P}}\right|_{U_{d}\left(\mathfrak{a}_{Q \mathrm{q}}\right)}$ is a polynomial $\operatorname{End}\left(U_{d}\left(\mathfrak{a}_{Q q}\right)\right)$-valued function of degree at most $d$. Hence there exists a finite set $J$ and elements $p_{j} \in P_{d}\left(\mathfrak{a}_{Q q}^{*}\right)$ and $T_{j} \in \operatorname{End}\left(U_{d}\left(\mathfrak{a}_{Q \mathrm{q}}\right)\right)$, for $j \in J$, such that

$$
\left.T_{s \lambda-\rho_{P}}\right|_{U_{d}\left(\mathfrak{a}_{Q q}\right)}=\sum_{j \in J} p_{j}(\lambda) T_{j}
$$

Let $B_{i, \nu, j}$ be the continuous endomorphism of $\mathcal{O}\left(\Omega, C^{\infty}\left(M_{\sigma}, V_{\tau}\right)\right)$ defined by

$$
B_{i, \nu, j} \psi(\lambda)(m)=p_{j}(\lambda) \varphi_{i, \nu}(m) S_{i, \nu}\left[\psi(\lambda)\left(m ; u_{i, \nu}\right)\right]
$$

Then the series (7.10) arises from the formal application of the series

$$
\sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \sum_{\substack{i \in I \\ j \in J}} B_{i, \nu, j} \otimes T_{j}\left(v_{i, \nu}\right)
$$

with coefficients in $\operatorname{End}\left(\mathcal{O}\left(\Omega, C^{\infty}\left(M_{\sigma}, V_{\tau}\right)\right)\right) \otimes U\left(\mathfrak{a}_{Q \mathrm{q}}\right)$ to (7.11), viewed as a series with coefficients in $\mathcal{O}\left(\Omega, C^{\infty}\left(M_{\sigma}, V_{\tau}\right)\right)$. It follows from Lemmas 1.9 and 1.10 that the resulting series is neatly convergent as a series on $A_{\mathrm{q}}^{+}(P)$ with coefficients in $\mathcal{O}\left(\Omega, C^{\infty}\left(M_{\sigma}, V_{\tau}\right)\right)$. This establishes (c) with $v=e$ and arbitrary $P \in \mathcal{P}_{\sigma}^{\min }$.

We will now describe the asymptotic behavior along walls for a family. If $P, Q \in$ $\mathcal{P}_{\sigma}$ and $\sigma \in W / \sim_{P \mid Q}$ (see (6.1)), then for every subset $Y \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ we put

$$
\begin{equation*}
\sigma \cdot Y:=\left\{\left.s \eta\right|_{\mathfrak{a}_{P \mathrm{q}}} \mid s \in W,[s]=\sigma, \eta \in Y\right\} \tag{7.12}
\end{equation*}
$$

Theorem 7.7 (Behavior along the walls). Let $Q \in \mathcal{P}_{\sigma}, \Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a nonempty open subset and $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset. Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ and let $k=\operatorname{deg}_{\mathrm{a}}(f)$.

Let $P \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then $\left.\operatorname{Exp}\left(P, v \mid f_{\lambda}\right) \subset W(\lambda+Y)\right|_{\mathfrak{a}_{P \mathrm{q}}}-\rho_{P}-\mathbb{N} \Delta_{r}(P)$ for every $\lambda \in \Omega$. Moreover, there exist unique functions

$$
q_{\sigma, \xi}(P, v \mid f) \in P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)
$$

for $\sigma \in W / \sim_{P \mid Q}$ and $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$, with the following property. For all $\lambda \in \Omega, m \in \mathrm{X}_{P, v,+}$ and $a \in A_{P_{\mathrm{q}}}^{+}\left(R_{P, v}(m)^{-1}\right)$,

$$
\begin{equation*}
f_{\lambda}(m a v)=\sum_{\sigma \in W / \sim_{P \mid Q}} a^{\sigma \lambda-\rho_{P}} \sum_{\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)} a^{-\xi} q_{\sigma, \xi}(P, v \mid f, \log a)(\lambda, m) \tag{7.13}
\end{equation*}
$$

where the $\Delta_{r}(P)$-exponential polynomial series with coefficients in $V_{\tau}$ is neatly convergent on $A_{P \mathrm{q}}^{+}\left(R_{P, v}(m)^{-1}\right)$. In particular, if $\lambda \in \Omega^{\prime}:=\Omega \cap \mathfrak{a}_{Q \mathrm{qc}}^{* 0}(P, W Y)$, then

$$
\begin{equation*}
q_{\sigma, \xi}(P, v \mid f)(X, \lambda)=q_{\left.\sigma \lambda\right|_{a_{P q}}-\rho_{P}-\xi}\left(P, v \mid f_{\lambda}, X\right) \tag{7.14}
\end{equation*}
$$

for $X \in \mathfrak{a}_{P \mathrm{q}}$.
Finally, for each $\sigma \in W / \sim_{P \mid Q}$ and every $R>1$, the series

$$
\begin{equation*}
\sum_{\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)} a^{-\xi} q_{\sigma, \xi}(P, v \mid f, \log a) \tag{7.15}
\end{equation*}
$$

converges neatly on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$ as a $\Delta_{r}(P)$-exponential polynomial series with coefficients in $\mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tau_{P}\right)\right)$.

Proof. Let $P \in \mathcal{P}_{\sigma}$ and let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Fix a minimal parabolic subgroup $P_{1} \in$ $\mathcal{P}_{\sigma}^{\min }$, contained in $P$. Fix a set $\mathcal{W}_{P, v} \subset N_{K_{P}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of representatives for $W_{P} / W_{P} \cap$ $v W_{K \cap H} v^{-1}$. Then the natural map $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right) \rightarrow W$ induces an embedding $\mathcal{W}_{P, v} v \hookrightarrow$ $W / W_{K \cap H}$. Therefore, we may fix a set $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of representatives for $W / W_{K \cap H}$ containing $\mathcal{W}_{P, v} v$.

Fix $\lambda \in \Omega$ for the moment. Then by Lemma 7.3, the function $f_{\lambda}$ belongs to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, and $\operatorname{Exp}\left(P_{1}, w \mid f_{\lambda}\right) \subset W(\lambda+Y)-\rho_{P_{1}}-\mathbb{N} \Delta\left(P_{1}\right)$, for every $w \in$ $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. According to Theorem 3.5, for every $u \in \mathcal{W}_{P, v}$, the set $\operatorname{Exp}\left(P, v \mid f_{\lambda}\right)_{P_{1}, u}$ is contained in $\left.\operatorname{Exp}\left(P_{1}, u v \mid f_{\lambda}\right)\right|_{\mathfrak{a}_{P q}}$. Hence, by (3.21) with $P$ and $P_{1}$ in place of $Q$ and $P$, respectively, we infer that

$$
\begin{align*}
\operatorname{Exp}\left(P, v \mid f_{\lambda}\right) & \left.\subset\left[W(\lambda+Y)-\rho_{P_{1}}-\mathbb{N} \Delta\left(P_{1}\right)\right]\right|_{\mathfrak{a}_{P q}} \\
& =\left.W(\lambda+Y)\right|_{\mathfrak{a}_{P q}}-\rho_{P}-\mathbb{N} \Delta_{r}(P) \tag{7.16}
\end{align*}
$$

Notice that (7.14) is a consequence of (7.13), by Lemma 6.2 Therefore the functions $q_{\sigma, \xi}(P, v \mid f)$ are unique. We will now establish their existence.

It follows form (7.16) that the elements of $\operatorname{Exp}\left(P, v \mid f_{\lambda}\right)$ are all of the form $\left.\sigma \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}-\rho_{P}-\xi$, with $\sigma \in W / \sim_{P \mid Q}$ and $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$. Fix such elements $\sigma$ and $\xi$. Then by transitivity of asymptotics (cf. Theorem 3.5) we have, for $u \in \mathcal{W}_{P, v}$,
$X \in \mathfrak{a}_{P \mathrm{q}}, m \in M$ and $b \in{ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right)$, that

$$
\begin{align*}
& q_{\left.\sigma \lambda\right|_{a_{P q}}-\rho_{P}-\xi}\left(P, v \mid f_{\lambda}, X, m b u\right) \\
& =\sum_{\substack{\zeta \in \operatorname{Exp}\left(P_{1}, u v \mid f_{\lambda}\right) \\
\zeta\left|\mathfrak{a}_{P q}=\sigma \lambda\right| \mathfrak{a}_{P q}-\rho_{P}-\xi}} b^{\zeta} q_{\zeta}\left(P_{1}, u v \mid f_{\lambda}, X+\log b, m\right), \tag{7.17}
\end{align*}
$$

where the $\Delta_{P}\left(P_{1}\right)$-exponential polynomial series in the variable $b$ converges neatly on ${ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right)$. It follows from condition (b) in Definition 7.1 that, for $\zeta \in$ $\operatorname{Exp}\left(P_{1}, u v \mid f_{\lambda}\right)$,

$$
\begin{align*}
& q_{\zeta}\left(P_{1}, u v \mid f_{\lambda}, X+\log b, m\right) \\
& \quad=\sum_{\substack{s \in W / W_{Q} \\
\mu \in-s W_{Q} Y+N \Delta\left(P_{1}\right) \\
s \lambda-\rho_{P_{1}}-\mu=\zeta}} q_{s, \mu}\left(P_{1}, u v \mid f, X+\log b\right)(\lambda, m) \tag{7.18}
\end{align*}
$$

Now assume that $\lambda$ is contained in the full (cf. Lemma 6.3 and Section 18) subset $\Omega^{\prime}$ of $\Omega$. Then, if $s \in W$ and $\mu \in-s W_{Q} Y+\mathbb{N} \Delta\left(P_{1}\right)$ satisfy $\left.\left[s \lambda-\rho_{P_{1}}-\mu\right]\right|_{\mathfrak{a}_{P q}}=$ $\left.\sigma \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}-\rho_{P}-\xi$, it follows that $[s]=\sigma$ and $\left.\mu\right|_{\mathfrak{a}_{P \mathrm{q}}}=\xi$; see Lemma 6.2 Hence, combining (7.17) and (7.18) we infer that for $\lambda \in \Omega^{\prime}, u \in \mathcal{W}_{P, v}, X \in \mathfrak{a}_{P q}, m \in M$ and $b \in{ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right)$,

$$
\begin{align*}
& q_{\left.\sigma \lambda\right|_{a_{P q}}}-\rho_{P}-\xi \\
& \quad=\sum_{\substack{s \in W / W_{Q} \\
[s]=\sigma}} b^{s \lambda-\rho_{P_{1}}} \sum_{\substack{\mu \in-s W_{Q} Y+\left.\mathbb{N} \Delta\left(P_{1}\right) \\
\mu\right|_{\mathfrak{a}_{P \mathrm{q}}}=\xi}} b^{-\mu} q_{s, \mu}\left(P_{1}, u v \mid f, X+\log b, \lambda\right)(m) . \tag{7.19}
\end{align*}
$$

It will be seen below that each inner sum in (7.19) converges neatly, so that the separation of terms by the outer sum is justified. This formula will guide us towards the definition of the functions $q_{\sigma, \xi}(P, v \mid f)$.

In the following we assume that $s \in W / W_{Q}$ and $[s]=\sigma$. For $w \in \mathcal{W}$ we define the function $F_{s, w}: A_{\mathrm{q}}^{+}\left(P_{1}\right) \times \Omega \rightarrow V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}$ by

$$
F_{s, w}(a, \lambda)=\sum_{\mu \in-s W_{Q} Y+\mathbb{N} \Delta\left(P_{1}\right)} a^{-\mu} q_{s, \mu}\left(P_{1}, w \mid f, \log a, \lambda\right)(e)
$$

for $a \in A_{\mathrm{q}}^{+}\left(P_{1}\right), \lambda \in \Omega$.
The representation $\tilde{\tau}:=1 \otimes \tau$ of $K$ on the complete locally convex space $\mathcal{O}(\Omega) \otimes V_{\tau}$ is smooth. We shall apply the results of Section 3, with $\tilde{\tau}$ in place of $\tau$. The series defining $F_{s, w}$ is a $\Delta\left(P_{1}\right)$-exponential polynomial series with coefficients in $\mathcal{O}(\Omega) \otimes V_{\tau}$. By condition (c) of Definition 7.1 it converges neatly on $A_{\mathrm{q}}^{+}\left(P_{1}\right)$; hence $F_{s, w}$ may be viewed as an element of $C^{\mathrm{ep}}\left(A_{\mathrm{q}}^{+}\left(P_{1}\right),\left[\mathcal{O}(\Omega) \otimes V_{\tau}\right]^{K_{\mathrm{M}} \cap w H w^{-1}}\right)$. In view of the isomorphism (2.10), there exists a unique function $F_{s} \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tilde{\tau}\right)$ such that $T_{P_{1}, w}^{\downarrow}\left(F_{s}\right)(a)=F_{s}(a w)=F_{s, w}(a)$, for $w \in \mathcal{W}$ and $a \in A_{\mathrm{q}}^{+}\left(P_{1}\right)$. From the definition of $F_{s}$ it follows that $\operatorname{Exp}\left(P_{1}, w \mid F_{s}\right) \subset s W_{Q} Y-\mathbb{N} \Delta\left(P_{1}\right)$, for every $w \in \mathcal{W}$. Moreover, for every $w \in \mathcal{W}$ and every $\mu \in-s W_{Q} Y+\mathbb{N} \Delta\left(P_{1}\right)$,

$$
\begin{equation*}
q_{-\mu}\left(P_{1}, w \mid F_{s}, X, m\right)(\lambda)=q_{s, \mu}\left(P_{1}, w \mid f, X\right)(\lambda, m) \tag{7.20}
\end{equation*}
$$

for $X \in \mathfrak{a}_{P \mathrm{q}}, m \in \mathrm{X}_{0, w}$ and $\lambda \in \Omega$. By transitivity of asymptotics (cf. Theorem (3.5) applied to $F_{s}$, we have that $\operatorname{Exp}\left(P, v \mid F_{s}\right)_{P_{1}, u} \subset \sigma \cdot Y-\mathbb{N} \Delta_{r}(P)$, for $u \in \mathcal{W}_{P, v}$.

Moreover, by the same result it follows that, for $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$,

$$
\begin{equation*}
q_{-\xi}\left(P, v \mid F_{s}\right)(X, m b u)=\sum_{\substack{\mu \in-s W_{Q} Y+\mathbb{N} \Delta\left(P_{1}\right) \\ \mu \mid \mathfrak{a}_{P q}=\xi}} b^{-\mu} q_{-\mu}\left(P_{1}, u v \mid F_{s}, X+\log b, m\right), \tag{7.21}
\end{equation*}
$$

where the series on the right-hand side converges neatly as a $\Delta_{P}\left(P_{1}\right)$-exponential polynomial series in the variable $b \in{ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right)$, with coefficients in $C^{\infty}\left(\mathrm{X}_{0, u v}: \tilde{\tau}_{\mathrm{M}}\right)$. In particular, the asserted convergence of (7.19) follows.

Substituting (7.20) in the right-hand side of (7.19) and using (7.21) we find, for $\lambda \in \Omega^{\prime}$, that

$$
\begin{align*}
& q_{\sigma \lambda| |_{a_{P q}}}-\rho_{P}-\xi \\
& \quad=\sum_{\substack{s \in W / W_{Q} \\
[s]=\sigma}} b^{s \lambda-\rho_{P_{1}}} q_{-\xi}\left(P, v \mid F_{s}\right)(X, m b u)(\lambda) . \tag{7.22}
\end{align*}
$$

We are now ready to define the functions $q_{\sigma, \xi}(P, v \mid f)$.
Let 1 denote the trivial representation of $K$ in $\mathbb{C}$, and $1_{P}$ its restriction to $K_{P}$. If $s \in W / W_{Q}$, we define the function $\varphi_{s} \in \mathcal{O}\left(\mathfrak{a}_{Q \mathbf{q C}}^{*}, C^{\infty}\left(\mathrm{X}_{P, v,+}: 1_{P}\right)\right)$ by

$$
\begin{equation*}
\varphi_{s}(\lambda, k b u)=b^{s \lambda-\rho_{P_{1}}} \tag{7.23}
\end{equation*}
$$

for $\lambda \in \mathfrak{a}_{Q \mathrm{qc}}^{*}, u \in \mathcal{W}_{P, v}, k \in K_{P}$ and $b \in{ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right)$. Moreover, for $\sigma \in W / \sim_{P \mid Q}$ and $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$ we define the function $q_{\sigma, \xi}(P, v \mid f): \mathfrak{a}_{P \mathrm{q}} \times \Omega \rightarrow C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)$ by

$$
\begin{equation*}
q_{\sigma, \xi}(P, v \mid f, X, \lambda)(m)=\sum_{\substack{s \in W / W_{Q} \\[s]=\sigma}} \varphi_{s}(\lambda, m) q_{-\xi}\left(P, v \mid F_{s}, X, m\right)(\lambda) \tag{7.24}
\end{equation*}
$$

for $X \in \mathfrak{a}_{P \mathrm{q}}, \lambda \in \Omega$ and $m \in \mathrm{X}_{P, v,+}$.
If $1<R \leq \infty$, then the locally convex space $C^{\infty}\left(\mathrm{X}_{P, v,+}[R], \mathcal{O}(\Omega) \otimes V_{\tau}\right)$ is naturally isomorphic with $\mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}[R], V_{\tau}\right)\right)$; see Appendix A. The isomorphism induces in turn a natural isomorphism of locally convex spaces

$$
\begin{equation*}
\left.C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tilde{\tau}_{P}\right)\right) \simeq \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tau_{P}\right)\right) \tag{7.25}
\end{equation*}
$$

In particular, for $R=\infty$, we obtain that $C^{\infty}\left(\mathrm{X}_{P, v,+}: \tilde{\tau}_{P}\right)$ is naturally isomorphic with $\mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)$. Thus, from (7.24) we deduce that $q_{\sigma, \xi}(P, v \mid f)$ is an element of $P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)$.

Combining (7.22), (7.23) and (7.24) we infer that (7.14) holds for $X \in \mathfrak{a}_{P \mathrm{q}}$, $\lambda \in \Omega^{\prime}$. On the other hand, if $\lambda \in \Omega^{\prime}$, then it follows from (3.10) with $P$ and $f_{\lambda}$ in place of $Q$ and $f$, that, for $R>1, m \in \mathrm{X}_{P, v,+}[R]$ and $a \in A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$,

$$
\begin{equation*}
f_{\lambda}(m a v)=\sum_{\sigma \in W / \sim_{P \mid Q}} a^{\sigma \lambda-\rho_{P}} \sum_{\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)} a^{-\xi} q_{\left.\sigma \lambda\right|_{\mathfrak{a}_{P q}}-\rho_{P}-\xi}\left(P, v \mid f_{\lambda}, \log a\right)(m) \tag{7.26}
\end{equation*}
$$

where the series converges neatly on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$, as a $\Delta_{r}(P)$-exponential polynomial series with coefficients in $V_{\tau}$ (use (7.16) and Lemma 6.2). Substituting (7.14) in (7.26) we obtain the identity (7.13) for $\lambda \in \Omega^{\prime}, m \in \mathrm{X}_{P, v,+}[R]$ and $a \in A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$, with the convergence as asserted.

Thus, it remains to show that the identity (7.13) extends to all $\lambda \in \Omega$ and that the final assertion of the theorem holds. We will first establish the final assertion.

It follows from Theorem 3.5 that the series

$$
\begin{equation*}
\sum_{\xi \in-\left.s W_{Q} Y\right|_{a_{P q}}+\mathbb{N} \Delta_{r}(P)} a^{-\xi} q_{-\xi}\left(P, v \mid F_{s}, \log a\right) \tag{7.27}
\end{equation*}
$$

converges neatly on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$ as a $\Delta_{r}(P)$-exponential polynomial series with coefficients in the space (7.25). The series (7.15) arises as the sum over $s \in W / W_{Q}$ with $[s]=\sigma$ of the series in (7.27) multiplied by $\varphi_{s}$. Since multiplication by $\varphi_{s}$ induces a continuous linear endomorphism of the space (7.25), this establishes the final assertion of the theorem.

From the final assertion it follows that, for every $R>1$, the series on the righthand side of (7.13) defines a holomorphic function of $\lambda \in \Omega$, for every $m \in \mathrm{X}_{P, v,+}[R]$ and $a \in A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$. For such $m, a$ the function $\lambda \mapsto f_{\lambda}(m a v)$ is holomorphic in $\lambda \in \Omega$ by Lemma 7.4 hence the identity (7.13) extends to all $\lambda \in \Omega$, by density of $\Omega^{\prime}$ in $\Omega$.

Theorem 7.8 (Transitivity of asymptotics). Let $Q, \Omega, Y, f, P$ and $v$ be as in Theorem 7.7. Let $P_{1} \in \mathcal{P}_{\sigma}^{\min }$ be contained in $P$. Let $\sigma \in W / \sim_{P \mid Q}$ and $\xi \in-\sigma \cdot Y+$ $\mathbb{N} \Delta_{r}(P)$. Then for every $X \in \mathfrak{a}_{P \mathrm{q}}$, all $u \in N_{K_{P}}\left(\mathfrak{a}_{\mathrm{q}}\right), b \in{ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right), m \in M$ and $\lambda \in \Omega$,

$$
\begin{align*}
q_{\sigma, \xi} & (P, v \mid f, X)(\lambda, m b u)  \tag{7.28}\\
& =\sum_{\substack{s \in W / W_{Q} \\
[s]=\sigma}} b^{s \lambda-\rho_{P_{1}}} \sum_{\substack{\mu \in-s W_{Q} Y+\left.N \Delta\left(P_{1}\right) \\
\mu\right|_{a_{P q}}=\xi}} b^{-\mu} q_{s, \mu}\left(P_{1}, u v \mid f, X+\log b\right)(\lambda, m) .
\end{align*}
$$

Moreover, for every $s \in W / W_{Q}$ with $[s]=\sigma$ and every $X \in \mathfrak{a}_{P \mathrm{q}}$, the series

$$
\begin{equation*}
\sum_{\substack{\mu \in-s W_{Q}^{Y+\mathbb{N} \Delta\left(P_{1}\right)} \\ \mu \mid a_{P q}=\xi}} b^{-\mu} q_{s, \mu}\left(P_{1}, u v \mid f, X+\log b\right) \tag{7.29}
\end{equation*}
$$

converges neatly on ${ }^{*} A_{P \mathrm{q}}^{+}\left({ }^{*} P_{1}\right)$ as a $\Delta\left(P_{1}\right)$-exponential polynomial series in the variable $b$ with coefficients in $\mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{0, u v}: \tau_{\mathrm{M}}\right)\right)$.

Proof. Fix $u \in N_{K_{P}}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Moreover, we fix a set $\mathcal{W}_{P, v}$ as in the beginning of the proof of Theorem 7.7 such that it contains the element $u$. We will also use the remaining notation of the proof of the mentioned theorem.

Using (7.20) we see that, via the natural isomorphism of $\mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{0, u v}: \tau_{\mathrm{M}}\right)\right)$ with $C^{\infty}\left(\mathrm{X}_{0, u v}: \tilde{\tau}_{\mathrm{M}}\right)$, the series (7.29) may be identified with the series with coefficients in $C^{\infty}\left(\mathrm{X}_{0, u v}: \widetilde{\tau}_{\mathrm{M}}\right)$ that arises from the series on the right-hand side of (7.21) by omitting the evaluation at $m$. The neat convergence of the latter series was noted already. Moreover, the identity (7.28) follows by insertion of (7.21) in the definition (7.24) of $q_{\sigma, \xi}$.

The following result is an important consequence of 'holomorphy of asymptotics.'
Lemma 7.9. Let $Q \in \mathcal{P}_{\sigma}, Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset and $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a nonempty open subset. Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ and let $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, and $\sigma \in$ $W / \sim_{P \mid Q}$.

Let $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$ and assume that there exists a $\lambda_{0} \in \mathfrak{a}_{Q \mathrm{qc}}^{* \circ}(P, W Y) \cap \Omega$ such that

$$
\begin{equation*}
\left.\sigma \lambda_{0}\right|_{\mathfrak{a}_{P \mathrm{q}}}-\rho_{P}-\xi \in \operatorname{Exp}\left(P, v \mid f_{\lambda_{0}}\right) \tag{7.30}
\end{equation*}
$$

Then there exists a full (see Section (18)) open subset $\Omega_{0}$ of $\Omega$ such that

$$
\left.\sigma \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}-\rho_{P}-\xi \in \operatorname{Exp}\left(P, v \mid f_{\lambda}\right), \quad\left(\forall \lambda \in \Omega_{0}\right)
$$

Proof. From (7.30) combined with (7.14) it follows that the $P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes$ $C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)$-valued holomorphic function $q: \lambda \mapsto q_{\sigma, \xi}(P, v \mid f, \cdot, \lambda)$ does not vanish at $\lambda=\lambda_{0}$. Hence there exists a full open subset $\Omega_{1} \subset \Omega$ such that $q(\lambda) \neq 0$ for all $\lambda \in \Omega$. Let $\Omega_{0}:=\Omega_{1} \cap \mathfrak{a}_{Q q \mathrm{c}}^{* \circ}(P, W Y)$, then the conclusion follows by application of (7.14).

We end this section with a result describing the behavior of the functions $q_{\sigma, \xi}$ under the action of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Let $Q, P \in \mathcal{P}_{\sigma}$ and $u \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, and put $P^{\prime}=u P u^{-1}$. The left multiplication by $u$ naturally induces a map $W / \sim_{P \mid Q} \rightarrow W / \sim_{P^{\prime} \mid Q}$, which we denote by $\sigma \mapsto u \sigma$. Moreover, the endomorphism $\operatorname{Ad}\left(u^{-1}\right)^{*}$ of $\mathfrak{a}_{\mathrm{qC}}^{*}$ restricts to a linear map $\mathfrak{a}_{P \mathrm{qc}}^{*} \rightarrow \mathfrak{a}_{P^{\prime} \mathrm{qC}}^{*}$, which we denote by $\eta \mapsto u \eta$. With these notations, if $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ is a finite subset and $\sigma \in W / \sim_{P \mid Q}$, then

$$
u(\sigma \cdot Y)=(u \sigma) \cdot Y
$$

see also (7.12). For $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, let the map

$$
\rho_{\tau, u}: C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right) \rightarrow C^{\infty}\left(\mathrm{X}_{P^{\prime}, u v,+}: \tau_{P^{\prime}}\right)
$$

be defined by (3.25) with $P$ in place of $Q$.
If $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ is an open subset, let $\operatorname{Ad}\left(u^{-1}\right)^{*} \otimes 1 \otimes \rho_{\tau, u}$ denote the naturally induced map from $P\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)$ to $P\left(\mathfrak{a}_{P^{\prime} \mathrm{q}}\right) \otimes \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P^{\prime}, u v,+}: \tau_{P^{\prime}}\right)\right)$.

Lemma 7.10. Let $Q \in \mathcal{P}_{\sigma}, Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset and $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a nonempty open subset. Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. If $P \in \mathcal{P}_{\sigma}$ and $u, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then for all $\sigma \in W / \sim_{P \mid Q}$ and $\xi \in \sigma \cdot Y$,

$$
q_{u \sigma, u \xi}\left(u P u^{-1}, u v \mid f\right)=\left[\operatorname{Ad}\left(u^{-1}\right)^{*} \otimes 1 \otimes \rho_{\tau, u}\right] q_{\sigma, \xi}(P, v \mid f)
$$

Proof. By combining (7.14) and Lemma 3.6 it follows that there exists a full open subset $\Omega_{0}$ of $\Omega$ such that, for $\lambda \in \Omega_{0}$,

$$
q_{u \sigma, u \xi}\left(u P u^{-1}, u v \mid f, \cdot, \lambda\right)=\left[\operatorname{Ad}\left(u^{-1}\right)^{*} \otimes \rho_{\tau, u}\right] q_{\sigma, \xi}(P, v \mid f, \cdot, \lambda) .
$$

The result now follows by holomorphy of the above expressions in $\lambda$ and density of $\Omega_{0}$.

## 8. Asymptotic globality

In this section we introduce the notion of asymptotic globality of a function $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and of an analytic family $f_{\lambda}$ of such functions. The requirement of globality on $f$ is that the coefficients for the expansion along $P$, which are functions on $\mathrm{X}_{P,+}$, extend smoothly to $\mathrm{X}_{P}$. The requirement on the family $f_{\lambda}$ is similar, but the condition is allowed to fail at singular values of $\lambda$.

The properties discussed here are needed in the statement and proof of the vanishing theorem in the next section.

Definition 8.1. Let $P \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. A function $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ is said to be asymptotically global along $(P, v)$ at an element $\xi \in \mathfrak{a}_{P \mathrm{qc}}^{*}$ if, for every $X \in \mathfrak{a}_{P \mathrm{q}}$, the $V_{\tau}$-valued smooth function $q_{\xi}(P, v \mid f, X)$ has a $C^{\infty}$-extension from $\mathrm{X}_{P, v,+}$ to $\mathrm{X}_{P, v}$.

Remark 8.2. Since $q_{\xi}(P, v \mid f, X)$ is polynomial in $X$, with values in $C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)$, the requirement on $q_{\xi}$ implies that $q_{\xi}(P, v \mid f)$ is a polynomial $C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)$-valued function on $\mathfrak{a}_{P \mathrm{q}}$.

Note that for $P$ minimal the condition of asymptotic globality along $(P, v)$ is automatically fulfilled, since $\mathrm{X}_{P, v,+}=\mathrm{X}_{P, v}$.

Finally, if $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$, then $f$ is asymptotically global along $(G, e)$ at every exponent if and only if $f$ extends smoothly to X (use Remark 1.6).

The property of asymptotic globality is preserved under the action of $\mathbb{D}(\mathrm{X})$ in the following fashion. If $P \in \mathcal{P}_{\sigma}$, then by $\preceq_{\Delta_{r}(P)}$ we denote the partial ordering on $\mathfrak{a}_{P \mathrm{qc}}^{*}$, defined as in (1.6), with $\mathfrak{a}_{P \mathrm{q}}$ and $\Delta_{r}(P)$ in place of $\mathfrak{a}$ and $\Delta$, respectively.
Proposition 8.3. Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and $D \in \mathbb{D}(\mathrm{X})$. Let $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\xi_{0} \in \mathfrak{a}_{P \mathrm{qc}}^{*}$. If $f$ is asymptotically global along $(P, v)$ at every exponent $\xi \in$ $\operatorname{Exp}(P, v \mid f)$ with $\xi_{0} \preceq_{\Delta_{r}(P)} \xi$, then $D f$ is asymptotically global along $(P, v)$ at $\xi_{0}$.
Proof. Let $u:=\mu_{P}^{\prime}(D)+u_{+}$be the element of $\mathcal{D}_{1 P}$ associated with $D$ as in Proposition 4.10, with $P$ in place of $Q$. The key idea in the present proof is that $u$ has a $\Delta_{r}(P)$-exponential polynomial expansion with coefficients that are globally defined smooth functions on $M_{P \sigma}$ by Corollary 4.9. More precisely, the expansion ep $(u)$ is a finite sum, as $i$ ranges over a finite index set $I$ of terms of the form

$$
\operatorname{ep}(u)_{i}=\sum_{\nu \in \mathbb{N} \Delta_{r}(P)} a^{-\nu} \varphi_{i, \nu} \otimes S_{i, \nu} \otimes u_{i, \nu} \otimes v_{i, \nu}
$$

Here $\varphi_{i, \nu} \in C^{\infty}\left(M_{P \sigma}\right), S_{i, \nu} \in \operatorname{End}\left(V_{\tau}\right), u_{i, \nu} \in U\left(\mathfrak{m}_{P \sigma}\right)$ and $v_{i, \nu} \in U\left(\mathfrak{a}_{P q}\right)$, and $\operatorname{deg}\left(u_{i, \nu}\right)+\operatorname{deg}\left(v_{i, \nu}\right) \leq \operatorname{deg}(D)$ for all $i, \nu$. By Lemma 4.12, $D f$ belongs to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and its $(P, e)$-expansion results from the $(P, e)$-expansion of $f$ by the formal application of the element $\mathrm{ep}(u)$. Hence the asymptotic coefficient of $\xi_{0}$ is given by the finite sum
$q_{\xi_{0}}(P, e \mid D f)(X, m)=\sum_{\substack{\begin{subarray}{c}{\in \operatorname{Exp}(P, e \mid f) \\ \nu \in N(r) P(P) \\ \xi-\nu=\xi_{0}} }}\end{subarray}} \sum_{i \in I} \varphi_{i, \nu}(m) S_{i, \nu}\left[q_{\xi}(P, e \mid f)\left(X ; T_{\xi}\left(v_{i, \nu}\right), m ; u_{i, \nu}\right)\right]$.
Now let $f$ satisfy the hypothesis of the proposition. The $\xi$ 's occurring in the above sum belong to $\xi_{0}+\mathbb{N} \Delta_{r}(P)$, hence satisfy $\xi_{0} \preceq_{\Delta_{r}(P)} \xi$. By hypothesis, the associated coefficients $q_{\xi}(P, e \mid f)$ all extend smoothly to $\mathfrak{a}_{P \mathrm{q}} \times M_{P \sigma}$; see Remark 8.2 Therefore, so does $q_{\xi_{0}}(P, e \mid D f)$. This establishes the result for arbitrary $P \in \mathcal{P}_{\sigma}$ and the special choice $v=e$. The result with general $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ now follows by application of Lemma 3.6 (cf. Lemma 8.7 (a)).

We shall also introduce a notion of asymptotic globality for families from the space $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ introduced in Definition 7.1 with $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ an open subset.
Definition 8.4. Let $Q \in \mathcal{P}_{\sigma}, Y$ a finite subset of ${ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}$ and $\Omega \subset \mathfrak{a}_{Q \mathrm{qC}}^{*}$ a nonempty open subset. Let $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\sigma \in W / \sim_{P \mid Q}$.

We will say that a family $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ is $\sigma$-global along $(P, v)$, if there exists a dense open subset $\Omega_{0}$ of $\Omega$ such that, for every $\lambda \in \Omega_{0}$, the function $f_{\lambda}$ is asymptotically global along $(P, v)$ at each exponent $\left.\xi \in \sigma \lambda\right|_{\mathfrak{a}_{P q}}+\sigma \cdot Y-\rho_{P}-\mathbb{N} \Delta_{r}(P)$.

Remark 8.5. If $Y_{1}$ and $Y_{2}$ are finite subsets of ${ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ with $Y_{1} \subset Y_{2}$, then obviously

$$
C_{Q, Y_{1}}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right) \subset C_{Q, Y_{2}}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)
$$

If $f$ belongs to the first of these spaces, then the condition of $\sigma$-globality along $(P, v)$ relative to $Y_{1}$ is equivalent to the similar condition relative to $Y_{2}$. This is readily seen by using Lemmas 6.2 and 6.3 . From this we see that the notion of $\sigma$-globality along $(P, v)$ extends to the space

$$
\begin{equation*}
C_{Q}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right):=\bigcup_{Y \subset \subset^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*} \text { finite }} C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right) \tag{8.1}
\end{equation*}
$$

The property of asymptotic globality for families is also stable under the action of $\mathbb{D}(\mathrm{X})$.
Corollary 8.6. Let $Q \in \mathcal{P}_{\sigma}, Y$ a finite subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ and $\Omega \subset \mathfrak{a}_{Q \mathrm{qC}}^{*}$ a nonempty open subset. Let $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\sigma \in W / \sim_{P \mid Q}$.

Let $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ be $\sigma$-global along $(P, v)$. Then for every $D \in \mathbb{D}(\mathrm{X})$ the family $D f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ is $\sigma$-global along $(P, v)$ as well.
Proof. It follows from Proposition 7.6 that $D f$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. According to Theorem 7.7] both sets $\operatorname{Exp}\left(P, v \mid f_{\lambda}\right)$ and $\operatorname{Exp}\left(P, v \mid D f_{\lambda}\right)$ are contained in the set $E_{\lambda}:=\left.W(\lambda+Y)\right|_{\mathfrak{a}_{P q}}-\rho_{P}-\mathbb{N} \Delta_{r}(P)$, for every $\lambda \in \Omega$.

Let $\Omega_{0}$ be as in Definition 8.4 Then the set $\Omega_{0}^{\prime}:=\Omega_{0} \cap \mathfrak{a}_{Q \mathrm{qc}}^{* \circ}(P, W Y)$ is open dense in $\Omega$ by Lemma 6.3 Let $\lambda \in \Omega_{0}^{\prime}$ and let $\left.\xi_{0} \in \sigma \lambda\right|_{\mathfrak{a}_{P_{q}}}+\sigma \cdot Y-\rho_{P}-\mathbb{N} \Delta_{r}(P)$. If $\xi \in \operatorname{Exp}\left(P, v \mid f_{\lambda}\right)$ satisfies $\xi_{0} \preceq \xi$, then $\left.\xi \in \sigma \lambda\right|_{\mathfrak{a}_{P \mathrm{q}}}+\sigma \cdot Y-\rho_{P}-\mathbb{N} \Delta_{r}(P)$ by Lemma 6.2. By hypothesis, $f_{\lambda}$ is asymptotically global along $(P, v)$ at the exponent $\xi$. It now follows by application of Proposition 8.3 that $D f_{\lambda}$ is asymptotically global along $(P, v)$ at $\xi_{0}$.

The following lemma describes the behavior of asymptotic globality under the action of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Lemma 8.7. Let $P \in \mathcal{P}_{\sigma}$ and $u, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Put $P^{\prime}=u P u^{-1}$ and $v^{\prime}=u v$.
(a) Let $f \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$ and $\xi \in \mathfrak{a}_{P \mathrm{qc}}^{*}$. If $f$ is asymptotically global along $(P, v)$ at $\xi$, then $f$ is asymptotically global along $\left(P^{\prime}, v^{\prime}\right)$ at $u \xi$.
(b) Let $Q \in \mathcal{P}_{\sigma}, \Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a nonempty open subset, $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}$ a finite subset, $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ and $\sigma \in W / \sim_{P \mid Q}$. If $f$ is $\sigma$-global along $(P, v)$, then $f$ is $u \sigma$-global along $\left(P^{\prime}, v^{\prime}\right)$.
Proof. From 3.25 with $P$ in place of $Q$ it is readily seen that $\rho_{\tau, u}$ maps $C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)$ to $C^{\infty}\left(\mathrm{X}_{P^{\prime}, v^{\prime}}: \tau_{P^{\prime}}\right)$. Then (a) and (b) follow immediately from Lemmas 3.6 and 7.10, respectively.

We end this section with the following result, which shows that the globality condition is fulfilled for a certain natural class of $\tau$-spherical functions. From the text preceding Lemma 5.5 we recall that $\mathfrak{b}$ is a maximal abelian subspace of $\mathfrak{q}$ containing $\mathfrak{a}_{\mathrm{q}}$ and that if $\mu \in \mathfrak{b}_{\mathbb{C}}^{*}$, then by $I_{\mu}$ we denote the kernel of the character $\gamma(\cdot: \mu)$ of $\mathbb{D}(\mathrm{X})$. Thus $I_{\mu}$ is an ideal in $\mathbb{D}(\mathrm{X})$ of codimension one (over $\mathbb{C}$ ).

Proposition 8.8. Let $\mu \in \mathfrak{b}_{\mathrm{C}}^{*}$ and let $f \in \mathcal{E}\left(\mathrm{X}: \tau: I_{\mu}\right)$. Then $\left.f\right|_{\mathrm{X}_{+}} \in C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$. Moreover, this function is asymptotically global along all pairs $(P, v) \in \mathcal{P}_{\sigma} \times N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and at all exponents $\xi \in \mathfrak{a}_{P \mathrm{qc}}^{*}$.

Proof. The first statement follows immediately from Lemma5.3 By Lemma 8.7(a) it suffices to consider $v=e$ and arbitrary $P \in \mathcal{P}_{\sigma}$. Let $\psi \in V_{\tau}$ be fixed. Then it suffices to prove that the scalar valued function $m \mapsto q_{\xi}(X, m):=\left\langle q_{\xi}(P, e \mid f, X, m) \mid \psi\right\rangle$ on $\mathrm{X}_{P,+}$ has a $C^{\infty}$ extension to $\mathrm{X}_{P}$, for each $\xi \in \mathfrak{a}_{P \mathrm{qc}}^{*}, X \in \mathfrak{a}_{P \mathrm{q}}$. It follows from Theorem 3.4 that

$$
\begin{equation*}
\langle f(m a) \mid \psi\rangle=\sum_{\xi \in Y-\mathbb{N} \Delta_{r}(P)} a^{\xi} q_{\xi}(\log a, m) . \tag{8.2}
\end{equation*}
$$

On the other hand, it follows from [5], Lemma 12.3, that [5], Thm. 12.8 can be applied to the $K$-finite function $F: x \mapsto\langle f(x) \mid \psi\rangle$. By uniqueness of asymptotics (see Lemma 1.7] and its proof) the expansion (8.2) coincides with that of [5], Thm. 12.8. We conclude that, in the notation of loc. cit., $q_{\xi}(X, m)=p_{\mu_{a_{\mathrm{a}}}, \xi}(P \mid F, m, X)$ for all $X \in \mathfrak{a}_{P \mathrm{q}}, m \in \mathrm{X}_{P,+}$. The function $x \mapsto p_{\left.\mu\right|_{\mathfrak{q}_{\mathrm{q}}}, \xi}(P \mid F, x, X)$ is smooth on $G$. From this the smooth extension of $q_{\xi}(X, m)$ follows immediately.

## 9. A VANISHING THEOREM

In this section we formulate and prove the central theorem of the paper, the vanishing theorem (Theorem 9.10). It concerns families $f_{\lambda}$ of the type introduced in Definition 7.1, with further conditions introduced in Definitions 9.1, 9.5 and 9.9 We assume that $Q$ is a $\sigma$-parabolic subgroup containing $A_{\mathrm{q}}$.

As before (cf. Section 5), let $\mathfrak{b}$ be a maximal abelian subspace of $\mathfrak{q}$ containing $\mathfrak{a}_{\mathrm{q}}$. By ${ }^{*} \mathfrak{a}_{Q q}$ and ${ }^{*} \mathfrak{b}_{Q}$ we denote the orthocomplements of $\mathfrak{a}_{Q q}$ in $\mathfrak{a}_{q}$ and $\mathfrak{b}$, respectively. Let $\mathfrak{b}_{\mathrm{k}}:=\mathfrak{b} \cap \mathfrak{k}$; then

$$
{ }^{*} \mathfrak{b}_{Q}=\mathfrak{b}_{\mathrm{k}} \oplus^{*} \mathfrak{a}_{Q \mathfrak{q}}
$$

We write $\mathrm{D}_{Q}$ for the collection

$$
\begin{equation*}
\mathrm{D}_{Q}:=\left\{\delta:{ }^{*} \mathfrak{b}_{Q \mathrm{C}}^{*} \rightarrow \mathbb{N} \mid \operatorname{supp} \delta \text { finite }\right\} \tag{9.1}
\end{equation*}
$$

of functions $\delta:{ }^{*} \mathfrak{b}_{Q \mathrm{C}}^{*} \rightarrow \mathbb{N}$ with finite support $\operatorname{supp} \delta$. For $\delta \in \mathrm{D}_{Q}$ we put

$$
|\delta|:=\sum_{\nu \in \operatorname{supp} \delta} \delta(\nu)
$$

For $\delta \in \mathrm{D}_{Q}$ and $\lambda \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ we define the ideal $I_{\delta, \lambda}$ in $\mathbb{D}(\mathrm{X})$ as the following product of ideals

$$
\begin{equation*}
I_{\delta, \lambda}:=\prod_{\nu \in \operatorname{supp} \delta}\left(I_{\nu+\lambda}\right)^{\delta(\nu)} \tag{9.2}
\end{equation*}
$$

If $\delta=0$, this ideal is understood to be the full ring $\mathbb{D}(\mathrm{X})$. Being a product of cofinite ideals in the Noetherian ring $\mathbb{D}(\mathrm{X})$, the ideal $I_{\delta, \lambda}$ is cofinite.
Definition 9.1. Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a nonempty open subset and $\delta \in \mathrm{D}_{Q}$. For every finite subset $Y \subset{ }^{*} \mathfrak{a}_{Q q \mathrm{C}}^{*}$ we define

$$
\begin{equation*}
\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right) \tag{9.3}
\end{equation*}
$$

to be the space of families $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ (cf. Def. 7.1) such that for every $\lambda \in$ $\Omega$ the function $f_{\lambda}: x \mapsto f(\lambda, x)$ is annihilated by the cofinite ideal (9.2). Moreover, we define

$$
\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right):=\bigcup_{Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}} \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)
$$

Note that the space (9.3) depends on $Q$ through its $\sigma$-split component $A_{Q \mathrm{q}}$. If $\nu \in{ }^{*} \mathfrak{b}_{Q \mathrm{C}}^{*}$, we denote by $\delta_{\nu}$ the characteristic function of the set $\{\nu\}$. Then $\delta_{\nu} \in \mathrm{D}_{Q}$. Moreover, if $\delta \in \mathrm{D}_{Q}$ and $\nu \in \operatorname{supp} \delta$, then $\delta-\delta_{\nu} \in \mathrm{D}_{Q}$ and $\left|\delta-\delta_{\nu}\right|=|\delta|-1$.

Lemma 9.2. Let $f \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$.
(a) If $D \in \mathbb{D}(\mathrm{X})$, then $D f \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$.
(b) If $D \in \mathbb{D}(\mathrm{X})$ and $\nu \in \operatorname{supp} \delta$, then the function $g: \Omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ defined by

$$
\begin{equation*}
g(\lambda, x):=[D-\gamma(D: \nu+\lambda)] f_{\lambda}(x), \quad\left(\lambda \in \Omega, x \in \mathrm{X}_{+}\right) \tag{9.4}
\end{equation*}
$$

belongs to $\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta-\delta_{\nu}\right)$.
Proof. Let $D \in \mathbb{D}(\mathrm{X})$. By Proposition 7.6 the family $D f$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}\right.$: $\tau: \Omega)$. Moreover, if $\lambda \in \Omega$ and $D^{\prime} \in I_{\delta, \lambda}$, then $D^{\prime}(D f)_{\lambda}=D^{\prime} D f_{\lambda}=D D^{\prime} f_{\lambda}=0$ and we see that assertion (a) holds.

The function $\lambda \mapsto \gamma(D: \nu+\lambda)$ is polynomial on $\mathfrak{a}_{Q \mathrm{qc}}^{*}$, hence holomorphic on $\Omega$ and it follows that $G:(\lambda, x) \mapsto \gamma(D: \nu+\lambda) f(\lambda, x)$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. Hence $g=D f-G$ belongs to the latter space as well. Furthermore, if $D^{\prime} \in I_{\delta-\delta_{\nu}, \lambda}$, then $D^{\prime \prime}:=D^{\prime}(D-\gamma(D: \nu+\lambda)) \in I_{\delta, \lambda}$, and we see that $D^{\prime} g_{\lambda}=D^{\prime \prime} f_{\lambda}=0$. Hence (b) holds.

Remark 9.3. It follows from Lemma 9.2 (a) that (7.8) defines a representation of $\mathbb{D}(\mathrm{X})$ in $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$, leaving the subspaces $\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$ invariant.
Lemma 9.4. Let $Q \in \mathcal{P}_{\sigma}, \delta \in \mathrm{D}_{Q}$ and $\Omega$ a connected nonempty open subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$. Assume that $f \in C_{Q}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ (see (8.1)). If $f_{\lambda}$ is annihilated by $I_{\delta, \lambda}$ for $\lambda$ in a nonempty open subset $\Omega^{\prime}$ of $\Omega$, then $f \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$.
Proof. Fix a finite subset $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ such that $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. We proceed by induction on $|\delta|$.

First, assume that $|\delta|=0$. Then $I_{\delta, \lambda}=\mathbb{D}(\mathrm{X})$ for all $\lambda$ and hence $\left.f\right|_{\Omega^{\prime} \times \mathrm{X}_{+}}=0$. Since $\Omega$ is connected, this implies that $f=0$; see Lemma 7.4.

Next assume that $|\delta|=k \geq 1$ and assume the result has already been established for all $\delta \in \mathrm{D}_{Q}$ with $|\delta|<k$. Fix $\nu \in \operatorname{supp} \delta$ and put $\delta^{\prime}=\delta-\delta_{\nu}$, then $\left|\delta^{\prime}\right|<k$. Let $D \in \mathbb{D}(\mathrm{X})$ and define $g$ as in (9.4). Then $g \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, as seen in the proof of Lemma 9.2. On the other hand, it follows from (b) of that lemma that $\left.g\right|_{\Omega^{\prime} \times \mathrm{X}_{+}} \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega^{\prime}: \delta^{\prime}\right)$. Hence $g \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta^{\prime}\right)$ by the induction hypothesis. Fix $\lambda \in \Omega$. Then it follows, for $D^{\prime} \in I_{\delta^{\prime}, \lambda}$, that $D^{\prime}(D-\gamma(D: \nu+\lambda)) f_{\lambda}=$ $D^{\prime} g_{\lambda}=0$. Since $D$ was arbitrary, we conclude that $f_{\lambda}$ is annihilated by the ideal $I_{\delta^{\prime}, \lambda} I_{\nu+\lambda}=I_{\delta, \lambda}$.

We define the following subset of $\mathcal{P}_{\sigma}$, consisting of the parabolic subgroups whose $\sigma$-split rank is of codimension one,

$$
\mathcal{P}_{\sigma}^{1}:=\left\{P \in \mathcal{P}_{\sigma} \mid \operatorname{dim}\left(\mathfrak{a}_{\mathrm{q}} / \mathfrak{a}_{P \mathrm{q}}\right)=1\right\} .
$$

Definition 9.5. Let $Q \in \mathcal{P}_{\sigma}, \Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a nonempty open subset and $\delta \in \mathrm{D}_{Q}$. By $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ we denote the space of functions $f \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right.$ ) (see Definition 9.1) satisfying the following condition.

For every $s \in W$ and every $P \in \mathcal{P}_{\sigma}^{1}$ with $s\left(\mathfrak{a}_{Q \mathrm{q}}\right) \not \subset \mathfrak{a}_{P \mathrm{q}}$, the family $f$ is [s]-global along $(P, v)$, for all $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$; here $[s]$ denotes the image of $s$ in $W / \sim_{P \mid Q}=W_{P} \backslash W / W_{Q}$.

If $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}$ is a finite subset, we define

$$
\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\mathrm{glob}}:=\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right) \cap \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}
$$

Remark 9.6. Note that $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ depends on $Q$ through its $\sigma$-split component $\mathfrak{a}_{Q q}$.

The equality $W / \sim_{P \mid Q}=W_{P} \backslash W / W_{Q}$ follows from Lemma 6.5 Note that the condition $s\left(\mathfrak{a}_{Q q}\right) \not \subset \mathfrak{a}_{P \mathrm{q}}$ on $s$ factors to a condition on its class in $W_{P} \backslash W / W_{Q}$.

The following result reduces the globality condition of Definition 9.5 to a condition involving a smaller set of $(s, P) \in W \times \mathcal{P}_{\sigma}^{1}$. Its formulation requires some more notation.

Let $\Delta$ be a fixed basis for the root system $\Sigma$, let $\Sigma^{+}$be the associated system of positive roots and $\mathfrak{a}_{\mathrm{q}}^{+}$the associated open positive chamber. Let $P_{0}$ be the unique element of $\mathcal{P}_{\sigma}^{\min }$ with $\Delta\left(P_{0}\right)=\Delta$. A $\sigma$-parabolic subgroup $Q$ is said to be standard if it contains $P_{0}$; of course then $Q \in \mathcal{P}_{\sigma}$. Given such a $Q$, we write $\Delta_{Q}$ for the subset of $\Delta$ consisting of the roots vanishing on $\mathfrak{a}_{Q q}$ and $\Delta(Q)$ for its complement.

If $\alpha$ is any root in $\Delta$, we write $\mathfrak{n}_{\alpha}$ for the sum of the root spaces $\mathfrak{g}_{\beta}$ where $\beta$ ranges over the set $\Sigma^{+} \backslash \mathbb{N} \alpha$. Moreover, we put $N_{\alpha}:=\exp \left(\mathfrak{n}_{\alpha}\right)$ and write $M_{1 \alpha}$ for the centralizer in $G$ of the root hyperplane ker $\alpha$. Then $P_{\alpha}=M_{1 \alpha} N_{\alpha}$ is the standard parabolic subgroup with $\Delta_{P_{\alpha}}=\{\alpha\}$. We write $P_{\alpha}=M_{\alpha} A_{\alpha} N_{\alpha}$ and $P_{\alpha}=$ $M_{\sigma \alpha} A_{\alpha \mathrm{q}} N_{\alpha}$ for the Langlands and $\sigma$-Langlands decompositions of $P_{\alpha}$, respectively. Accordingly, $\mathfrak{a}_{\alpha \mathrm{q}}=\operatorname{ker} \alpha$ and ${ }^{*} \mathfrak{a}_{\alpha \mathrm{q}}=(\operatorname{ker} \alpha)^{\perp}$. Finally, we write $W_{\alpha}=W_{P_{\alpha}}$ for the centralizer of ker $\alpha$ in $W$.

Lemma 9.7. Let $Q \in \mathcal{P}_{\sigma}$ be a standard parabolic subgroup, let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a nonempty open subset, $\delta \in \mathrm{D}_{Q}$ and $f \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$. Then $f$ belongs to $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ if and only if the following condition is fulfilled.

For every $s \in W$ and every $\alpha \in \Delta$ with $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$, the family $f$ is $[s]$-global along $\left(P_{\alpha}, v\right)$, for all $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$; here $[s]$ denotes the image of $s$ in $W / \sim_{P_{\alpha} \mid Q}=W_{\alpha} \backslash W / W_{Q}$.
Proof. We must show that the condition of Definition 9.5 is fulfilled if and only if the above condition holds. For this we first observe that for $\alpha \in \Delta$ and $s \in W$,

$$
\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q \mathrm{q}}} \neq 0 \Longleftrightarrow s\left(\mathfrak{a}_{Q \mathrm{q}}\right) \not \subset \mathfrak{a}_{\alpha \mathrm{q}} .
$$

The 'only if part' is now immediate. For the 'if part', assume that the above condition is fulfilled. Let $(s, P) \in W \times \mathcal{P}_{\sigma}^{1}$ be such that $s\left(\mathfrak{a}_{Q q}\right) \not \subset \mathfrak{a}_{P q}$. There exist $\alpha \in \Delta$ and $t \in W$ such that $t P t^{-1}=P_{\alpha}$. It follows that $t s\left(\mathfrak{a}_{Q q}\right) \not \subset t \mathfrak{a}_{P q}=\operatorname{ker} \alpha$, hence $(t s)^{-1} \alpha=\alpha \circ(t s)$ is not identically zero on $\mathfrak{a}_{Q \mathrm{q}}$. From the hypothesis it now follows that $f$ is $[t s]$-global along $\left(t P t^{-1}, v\right)$, for all $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. By Lemma88 it follows that $f$ is $[s]$-global along $(P, w)$, for all $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Lemma 9.8. Let $Q \in \mathcal{P}_{\sigma}, \Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a nonempty open subset and $\delta \in \mathrm{D}_{Q}$. Then the space $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ is $\mathbb{D}(\mathrm{X})$-invariant. Moreover, $\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ is $a \mathbb{D}(\mathrm{X})$-submodule, for every finite subset $Y \subset{ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}$.
Proof. This follows by combining the $\mathbb{D}(\mathrm{X})$-invariance of the space $\mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau\right.$ : $\Omega: \delta$ ) with Proposition 8.3
Definition 9.9. Let $Q \in \mathcal{P}_{\sigma}$. An open subset $\Omega$ of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ is called $Q$-distinguished if it is connected and if for every $\alpha \in \Sigma(Q)$ the function $\lambda \mapsto\langle\operatorname{Re} \lambda, \alpha\rangle$ is not bounded from above on $\Omega$.

In particular, a connected open dense subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ is $Q$-distinguished. In the following theorem we assume that ${ }^{Q} \mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ is a complete set of representatives for $W_{Q} \backslash W / W_{K \cap H}$.
Theorem 9.10 (Vanishing theorem). Let $Q \in \mathcal{P}_{\sigma}$ and $\delta \in \mathrm{D}_{Q}$ (see (9.1)). Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a $Q$-distinguished open subset and let $f \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ (see Definition 9.5). Assume that there exists a nonempty open subset $\Omega^{\prime} \subset \Omega$ such that, for each $v \in{ }^{Q} \mathcal{W}$,

$$
\begin{equation*}
\lambda-\rho_{Q} \notin \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right), \quad\left(\lambda \in \Omega^{\prime}\right) \tag{9.5}
\end{equation*}
$$

Then $f=0$.
The proof of this theorem will be given after the following lemmas on which it is based. We may and shall assume that $Q$ is standard. Thus, $Q$ contains the minimal standard $\sigma$-parabolic subgroup $P_{0}$ which will be denoted by $P$ in the rest of this section.

Lemma 9.11. Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a nonempty connected open subset, $\delta \in \mathrm{D}_{Q}$ and assume that $|\delta|=1$. Let $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a finite subset and let $f \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$. Moreover, let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and assume that there exist $t \in W_{Q}, \eta \in Y, \mu \in \mathbb{N} \Delta$ and $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ such that

$$
\begin{equation*}
\lambda+t \eta-\rho-\mu \in \operatorname{Exp}\left(P, u v \mid f_{\lambda}\right) \tag{9.6}
\end{equation*}
$$

for $\lambda$ in some nonempty open subset of $\Omega$. Then there exists a full (see Section 18) open subset $\Omega_{0} \subset \Omega$ such that

$$
\lambda-\rho_{Q} \in \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right), \quad\left(\lambda \in \Omega_{0}\right)
$$

Proof. Let $\nu \in{ }^{*} \mathfrak{b}_{Q \mathbb{C}}^{*}$ be the unique element such that $\operatorname{supp} \delta=\{\nu\}$. Fix $t, \eta, \mu$ and $u$ with the mentioned property. Replacing $\mu$ by a $\preceq \Delta$-smaller element if necessary we may in addition assume that $\mu$ is $\preceq \Delta$-minimal subject to the condition that (9.6) holds for $\lambda$ in some nonempty open subset of $\Omega$. By holomorphy of asymptotics (see Lemma (7.9) it follows that (9.6) holds for $\lambda$ in a full open subset $\Omega^{\prime}$ of $\Omega$. Moreover, using the minimality of $\mu$ and applying Lemma 6.2 we see that for every $\lambda$ in the full open subset $\Omega_{0}:=\Omega^{\prime} \cap \mathfrak{a}_{Q q \mathrm{C}}^{* \circ}(P, W Y)$ of $\Omega$,

$$
\lambda+t \eta-\rho-\mu \in \operatorname{Exp}_{\mathrm{L}}\left(P, u v \mid f_{\lambda}\right)
$$

Since $f_{\lambda}$ is annihilated by $I_{\delta, \lambda}=I_{\nu+\lambda}$, this implies, in view of Lemma 5.5, that there exists a finite subset $\mathcal{L} \subset \mathfrak{b}_{\mathrm{kc}}^{*}$ such that

$$
\nu+\lambda \in W(\mathfrak{b})(\mathcal{L}+\lambda+t \eta-\mu), \quad\left(\lambda \in \Omega_{0}\right)
$$

For $\Lambda_{0} \in \mathcal{L}, w \in W(\mathfrak{b})$ we define $\Omega_{0}\left(\Lambda_{0}, w\right)$ to be the set of $\lambda \in \Omega_{0}$ satisfying

$$
\begin{equation*}
\nu+\lambda=w\left(\Lambda_{0}+\lambda+t \eta-\mu\right) \tag{9.7}
\end{equation*}
$$

The union of these sets, over $\Lambda_{0} \in \mathcal{L}, w \in W(\mathfrak{b})$, equals $\Omega_{0}$. By finiteness of the union, we may select $\Lambda_{0}$ and $w$ such that $\Omega_{0}\left(\Lambda_{0}, w\right)$ has a nonempty interior in $\Omega_{0}$. Since $\Omega_{0}\left(\Lambda_{0}, w\right)$ is also the intersection of $\Omega_{0}$ with an affine linear subspace of $\mathfrak{b}_{\mathbb{C}}^{*}$, it must be all of $\Omega_{0}$. Hence for all $\lambda_{1}, \lambda_{2} \in \Omega_{0}$ we have $w\left(\lambda_{1}-\lambda_{2}\right)=\lambda_{1}-\lambda_{2}$. Since $\Omega_{0}$ is a nonempty open subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ this implies that $w$ belongs to $W_{Q}(\mathfrak{b})$, the centralizer of $\mathfrak{a}_{Q q}$ in $W(\mathfrak{b})$. From (9.7) we now deduce that $-w \mu=\nu-w \Lambda_{0}-w t \eta$. The expression on the right-hand side of this equality has zero restriction to $\mathfrak{a}_{Q \mathrm{q}}$.

Therefore, so has $w \mu$, and we conclude that also $\left.\mu\right|_{\mathfrak{a}_{Q q}}=0$. Combining this fact with (9.6) and transitivity of asymptotics (see Theorem 3.5) we conclude that

$$
\lambda-\rho_{Q}=\left.[\lambda+t \eta-\rho-\mu]\right|_{\mathfrak{a}_{Q \mathrm{q}}} \in \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right)
$$

for all $\lambda \in \Omega_{0}$.
For the formulation of the next lemma, we need the following definition.
Definition 9.12. Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ and $s_{0} \in W$ be given. The subset $W\left(\Omega, s_{0}\right)$ of $W$ is defined as follows. Let $s^{\prime} \in W$. Then $s^{\prime} \in W\left(\Omega, s_{0}\right)$ if and only if there exists a chain $s_{1}, \ldots, s_{k}$ of elements in $W$, with $s_{j} s_{j-1}^{-1}=s_{\alpha_{j}}$ a simple reflection $(j=1, \ldots, k)$ and with $s_{k}=s^{\prime}$, such that the following condition (9.8) holds for each of the pairs $(s, \alpha)=\left(s_{j-1}, \alpha_{j}\right) \in W \times \Delta, j=1, \ldots, k$.
(9.8) If $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$, then $\lambda \mapsto \operatorname{Re}\langle s \lambda, \alpha\rangle$ is not bounded from below on $\Omega$.

Notice that if $\Omega$ is dense in $\mathfrak{a}_{Q q \mathrm{q}}^{*}$, then $W\left(\Omega, s_{0}\right)=W$ for all $s_{0} \in W$. Indeed, (9.8) is then fulfilled by all elements $\alpha \in \Delta$. Hence, in order to verify the conditions of Definition 9.12 for $s^{\prime} \in W$ arbitrary, we may choose as $s_{\alpha_{1}}, \ldots, s_{\alpha_{k}}$ the elements in a reduced expression $s^{\prime} s_{0}^{-1}=s_{\alpha_{k}} \cdots s_{\alpha_{1}}$, and then define $s_{j}=s_{\alpha_{j}} \cdots s_{\alpha_{1}} s_{0}$.

Lemma 9.13. Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a nonempty connected open subset, $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*} a$ finite subset, and $\delta \in \mathrm{D}_{Q}$. Let $f \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ and $s \in W$. Assume that there exist $t \in W_{Q}, \eta \in Y, \mu \in \mathbb{N} \Delta$ and $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ such that

$$
\begin{equation*}
s \lambda+s t \eta-\rho-\mu \in \operatorname{Exp}\left(P, w \mid f_{\lambda}\right) \tag{9.9}
\end{equation*}
$$

for all $\lambda$ in some nonempty open subset of $\Omega$. Then for every $s_{1} \in W(\Omega, s)$ there exist $t_{1} \in W_{Q}, \eta_{1} \in Y, \mu_{1} \in \mathbb{N} \Delta$ and $w_{1} \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, such that

$$
\begin{equation*}
s_{1} \lambda+s_{1} t_{1} \eta_{1}-\rho-\mu_{1} \in \operatorname{Exp}\left(P, w_{1} \mid f_{\lambda}\right) \tag{9.10}
\end{equation*}
$$

for all $\lambda$ in a full open subset of $\Omega$. In particular, if $\Omega$ is dense in $\mathfrak{a}_{Q \mathrm{qc}}^{*}$, then the above conclusion holds for every $s_{1} \in W$.

Proof. In the proof we will frequently use the following consequence of Lemma 7.9 based on holomorphy of asymptotics. If $s_{1} \in W, t_{1} \in W_{Q}, \eta_{1} \in Y, \mu_{1} \in \mathbb{N} \Delta$ and $w_{1} \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then (9.10) holds for $\lambda$ in a full open subset of $\Omega$ as soon as it holds for a fixed $\lambda$ in the full open subset $\Omega \cap \mathfrak{a}_{Q \mathrm{qc}}^{* 0}(P, W Y)$ of $\Omega$. We now turn to the proof.

If $s_{1}=s$, or more generally, if $s_{1} \in s W_{Q}$, then the conclusion readily follows by the previous remark. By Definition 9.12 we now see that it suffices to prove the lemma for $s_{1}=s_{\alpha} s$, with $\alpha \in \Delta$ such that (9.8) holds. There are two cases to consider, namely that $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}}$ equals zero or not. In the first case, $s_{1}=s s_{s^{-1} \alpha} \in$ $s W_{Q}$ and the conclusion is valid. We may thus assume that we are in the second case, i.e., $s_{1}=s_{\alpha} s$ with

$$
\begin{equation*}
\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q \mathfrak{q}}} \neq 0 \tag{9.11}
\end{equation*}
$$

We will complete the proof by showing that the following assumption leads to a contradiction.

Assumption. For all $t_{1} \in W_{Q}, \eta_{1} \in Y, \mu_{1} \in \mathbb{N} \Delta$ and $w_{1} \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ there exists no nonempty open subset $\Omega^{\prime}$ of $\Omega$ such that (9.10) holds for $\lambda \in \Omega^{\prime}$.

Let $\Xi$ be the set of elements $\left.(s t \eta-\mu)\right|_{\mathfrak{a}_{\alpha \boldsymbol{q}}}$ with $t \in W_{Q}, \eta \in Y, \mu \in \mathbb{N} \Delta$ such that (9.9) holds for $\lambda$ in a nonempty open subset of $\Omega$, for some $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then $\Xi$ is a nonempty subset of $\mathfrak{a}_{\alpha q \mathrm{c}}^{*}$ contained in a set of the form $X-\mathbb{N} \Delta_{r}\left(P_{\alpha}\right)$, with $X \subset \mathfrak{a}_{\alpha \text { qc }}^{*}$ finite. Hence we may select $t \in W_{Q}, \eta \in Y$ and $\mu \in \mathbb{N} \Delta$ such that $\left.(s t \eta-\mu)\right|_{\mathfrak{a}_{\alpha q}}$ is $\preceq_{\Delta_{r}\left(P_{\alpha}\right)}$-maximal in $\Xi$. According to the first paragraph of the proof, there exists $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ such that (9.9) is valid for $\lambda$ in a full open subset $\Omega_{0}$ of $\Omega$. For $\lambda \in \Omega_{0}$ we put

$$
\xi(\lambda)=\left.[s \lambda+s t \eta-\rho-\mu]\right|_{\mathfrak{a}_{\alpha q}} .
$$

Then by transitivity of asymptotics (see Theorem 3.5) it follows that

$$
\xi(\lambda) \in \operatorname{Exp}\left(P_{\alpha}, w \mid f_{\lambda}\right)
$$

for $\lambda \in \Omega_{0}$. In the following we shall investigate the coefficient of the expansion of $f_{\lambda}$ along $\left(P_{\alpha}, w\right)$, for $\lambda \in \Omega_{0}$, given by

$$
\varphi_{\lambda}(m):=q_{\xi(\lambda)}\left(P_{\alpha}, w \mid f_{\lambda}, \cdot, m\right)
$$

Here $\varphi_{\lambda}$ is a nontrivial $\tau_{P_{\alpha}}$-spherical function on $\mathrm{X}_{\alpha, w,+}$ with values in $P_{k}\left(\mathfrak{a}_{\alpha \mathrm{q}}\right)$, for $k=\operatorname{deg}_{\mathrm{a}} f$; see Thm. 3.4 (b).

It follows from (9.11) and the asymptotic globality assumption on $f$ (see Lemma 9.7), that actually, $\varphi_{\lambda}$ extends to a smooth function on $\mathrm{X}_{\alpha, w}$, for every $\lambda$ in a dense open subset $\Omega_{0}^{\prime}$ of $\Omega_{0}$. This observation will play a crucial role at a later stage of this proof.

Let

$$
\Omega_{1}:=\Omega_{0}^{\prime} \cap \mathfrak{a}_{Q \mathbf{q C}}^{* \circ}(P, W Y) \cap \mathfrak{a}_{Q \mathrm{qc}}^{* \circ}\left(P_{\alpha}, W Y\right)
$$

The second and third sets in this intersection are full open subsets of $\mathfrak{a}_{Q q \mathrm{c}}^{*}$; see Lemma 6.3. Hence $\Omega_{1}$ is a dense open subset of $\Omega$. We claim that for $\lambda \in \Omega_{1}$ the following holds. If $s^{\prime} \in W, t^{\prime} \in W_{Q}, \eta^{\prime} \in Y, \mu^{\prime} \in \mathbb{N} \Delta$ and $w^{\prime} \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ are such that

$$
\left\{\begin{array}{l}
s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\rho-\mu^{\prime} \in \operatorname{Exp}\left(P, w^{\prime} \mid f_{\lambda}\right)  \tag{9.12}\\
\left.\xi(\lambda) \preceq_{\Delta_{r}\left(P_{\alpha}\right)}\left(s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\rho-\mu^{\prime}\right)\right|_{\mathfrak{a}_{\alpha q}}
\end{array}\right.
$$

then

$$
\begin{equation*}
s^{\prime} \in s W_{Q} \quad \text { and }\left.\quad\left(s^{\prime} t^{\prime} \eta^{\prime}-\mu^{\prime}\right)\right|_{\mathfrak{a}_{\alpha q}}=\left.(s t \eta-\mu)\right|_{\mathfrak{a}_{\alpha q}} \tag{9.13}
\end{equation*}
$$

To prove the claim, let $s^{\prime}, t^{\prime}, \eta^{\prime}, \mu^{\prime}, w^{\prime}$ satisfy (9.12). Then there exists a $\nu \in \mathbb{N} \Delta\left(P_{\alpha}\right)$ such that $s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\rho-\mu^{\prime}-\nu$ and $s \lambda+s t \eta-\rho-\mu$ have the same restriction $\xi(\lambda)$ to $\mathfrak{a}_{\alpha \mathrm{q}}$. By the definition of $\Omega_{1}$ this implies that $s^{\prime}$ and $s$ define the same class in $W / \sim_{P_{\alpha} \mid Q}$; see Lemma 6.2 The latter set equals $W_{\alpha} \backslash W / W_{Q}$, by Lemma 6.5, hence $s^{\prime}$ belongs to $s_{\alpha} s W_{Q}=s_{1} W_{Q}$ or to $s W_{Q}$. In the first case it follows that $s^{\prime} \lambda=s_{1} \lambda$, hence $s_{1} \lambda+s_{1} t^{\prime \prime} \eta^{\prime}-\rho-\mu^{\prime} \in \operatorname{Exp}\left(P, w^{\prime} \mid f_{\lambda}\right)$ for some $t^{\prime \prime} \in W_{Q}$. This assertion then holds for $\lambda$ in a full open subset of $\Omega_{1}$, contradicting the above assumption.

It follows that we are in the second case $s^{\prime} \in s W_{Q}$, hence $s^{\prime}=s t^{\prime \prime}$ for some $t^{\prime \prime} \in W_{Q}$. The element $\left.\left(s^{\prime} t^{\prime} \eta^{\prime}-\mu^{\prime}\right)\right|_{\mathfrak{a}_{\alpha \mathrm{q}}}=\left.\left(s t^{\prime \prime} t^{\prime} \eta^{\prime}-\mu^{\prime}\right)\right|_{\mathfrak{a}_{\alpha \mathrm{q}}}$ therefore belongs to $\Xi$; from (9.12) it follows that it dominates the maximal element $\left.(s t \eta-\mu)\right|_{\mathfrak{a}_{\alpha q}}$, hence is equal to that element. This implies (9.13), hence establishes the claim.

It follows from the above claim that, for $\lambda \in \Omega_{1}$, the exponent $\xi(\lambda)$ is actually a leading exponent of $f_{\lambda}$ along $\left(P_{\alpha}, w\right)$. To see this, let $\lambda \in \Omega_{1}$ and let $\xi \in \operatorname{Exp}\left(P_{\alpha}, w \mid f_{\lambda}\right)$ be an exponent with $\xi(\lambda) \preceq_{\Delta_{r}\left(P_{\alpha}\right)} \xi$. Then, in view of Theorem 3.5 there exist $s^{\prime} \in W, t^{\prime} \in W_{Q}, \eta^{\prime} \in Y$ and $\mu^{\prime} \in \mathbb{N} \Delta$ such that the element
$s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\rho-\mu^{\prime}$ restricts to $\xi$ on $\mathfrak{a}_{\alpha q}$ and belongs to $\operatorname{Exp}\left(P, w^{\prime} \mid f_{\lambda}\right)$ for some $w^{\prime} \in \mathcal{W}$. It now follows from the claim established above that $\xi=\xi(\lambda)$.

Thus, we see that $\xi(\lambda)$ is a leading exponent indeed. Consequently, by Lemma 5.7 the function $\varphi_{\lambda}$ is $\mathbb{D}\left(\mathrm{X}_{\alpha, w}\right)$-finite, for every $\lambda \in \Omega_{1}$. We proceed by investigating the exponents of its expansion.

Select a complete set $\mathcal{W}_{\alpha, w}$ of representatives for $W_{\alpha} /\left(W_{\alpha} \cap W_{K \cap w H w^{-1}}\right)$ in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. We put ${ }^{*} P=P \cap M_{\alpha}$. Then by transitivity of asymptotics (cf. Theorem (3.5) we see that for the set of $\left({ }^{*} P, u\right)$-exponents of $\varphi_{\lambda}$, as $u \in \mathcal{W}_{\alpha, w}$, the following inclusion holds:

$$
\operatorname{Exp}\left({ }^{*} P, u \mid \varphi_{\lambda}\right) \subset\left\{\left.\xi\right|_{* \mathfrak{a}_{\alpha \mathfrak{q}}}\left|\xi \in \operatorname{Exp}\left(P, u w \mid f_{\lambda}\right) \quad \xi\right| \mathfrak{a}_{\alpha \mathrm{q}}=\xi(\lambda) \mid \mathfrak{a}_{\alpha \mathrm{q}}\right\}
$$

Hence, for $\lambda \in \Omega_{1}$, every exponent in $\operatorname{Exp}\left({ }^{*} P, u \mid \varphi_{\lambda}\right)$ is of the form $\left(s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\right.$ $\left.\rho-\mu^{\prime}\right)\left.\right|_{* \mathfrak{a}_{\alpha q}}$ with $s^{\prime} \in W, t^{\prime} \in W_{Q}, \eta^{\prime} \in Y$ and $\mu^{\prime} \in \mathbb{N} \Delta$ satisfying

$$
\left\{\begin{array}{l}
s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\rho-\mu^{\prime} \in \operatorname{Exp}\left(P, u w \mid f_{\lambda}\right) \\
{\left.\left[s^{\prime} \lambda+s^{\prime} t^{\prime} \eta^{\prime}-\rho-\mu^{\prime}\right]\right|_{\mathfrak{a}_{\alpha q}}=\left.\xi(\lambda)\right|_{\mathfrak{a}_{\alpha q}}}
\end{array}\right.
$$

It follows from the claim established above that (9.13) holds.
We have thus shown that for every $\lambda \in \Omega_{1}$ the exponents in $\operatorname{Exp}\left({ }^{*} P, u \mid \varphi_{\lambda}\right)$ are of the form $\left.\left(s \lambda+s t^{\prime} \eta^{\prime}-\rho-\mu^{\prime}\right)\right|_{* \mathfrak{a}_{\alpha q}}$ with $t^{\prime} \in W_{Q}, \eta^{\prime} \in Y, \mu^{\prime} \in \mathbb{N} \Delta$ satisfying

$$
\left.\left[s t^{\prime} \eta^{\prime}-\mu^{\prime}\right]\right|_{\mathfrak{a}_{\alpha q}}=\left.[s t \eta-\mu]\right|_{\mathfrak{a}_{\alpha q}}
$$

From this it follows that the restriction $\left.\mu^{\prime}\right|_{\mathfrak{a}_{\alpha q}}$ of the $\mu^{\prime}$ occurring runs through a finite subset of $\mathbb{N} \Delta_{r}\left(P_{\alpha}\right)=\left.\mathbb{N}[\Delta \backslash\{\alpha\}]\right|_{\mathfrak{a}_{\alpha q}}$, independent of $\lambda$. Hence there exists a finite subset $S^{\prime} \subset \mathbb{N} \Delta$ such that $\mu^{\prime}$ runs through $S^{\prime}-\mathbb{N} \alpha$. We thus see that there exists a finite subset $S \subset{ }^{*} \mathfrak{a}_{\alpha q \mathrm{c}}^{*}$ such that, for every $\lambda \in \Omega_{1}$,

$$
\begin{equation*}
\left.\bigcup_{u \in \mathcal{W}_{\alpha, w}} \operatorname{Exp}\left({ }^{*} P, u \mid \varphi_{\lambda}\right) \subset s \lambda\right|_{* \mathfrak{a}_{\alpha q}}+S-\mathbb{N} \alpha \tag{9.14}
\end{equation*}
$$

From (9.8) and (9.11) it now follows that we may select a nonempty open subset $\Omega_{2}$ of the dense open subset $\Omega_{1}$ of $\Omega$ such that, for every $\lambda \in \Omega_{2}$, each $u \in \mathcal{W}_{\alpha, w}$ and all $\xi \in \operatorname{Exp}\left({ }^{*} P, u \mid \varphi_{\lambda}\right)$,

$$
\left\langle\operatorname{Re} \xi+{ }^{*} \rho, \alpha\right\rangle<0
$$

Since $\varphi_{\lambda}$ is $\mathbb{D}\left(\mathrm{X}_{\alpha, w}\right)$-finite this implies that $\varphi_{\lambda}$ is square integrable on $\mathrm{X}_{\alpha, w}$ (see [3], Thm. 6.4) with $p=2$; hence $\varphi_{\lambda}$ a Schwartz function for $\lambda \in \Omega_{2}$; see [3], Thm. 7.3.

On the other hand, from (9.11) it follows that the linear map $\left.\lambda \mapsto s \lambda\right|_{* \mathfrak{a}_{\alpha q}}$ is surjective from $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ onto ${ }^{*} \mathfrak{a}_{\alpha \mathrm{qc}}^{*}$. Therefore, the set $\left\{\left.s \lambda\right|_{* \mathfrak{a}_{\alpha \mathfrak{q}}} \mid \lambda \in \Omega_{2}\right\}$ has a nonempty interior in ${ }^{*} \mathfrak{a}_{\alpha q \mathrm{c}}^{*}$. Combining this observation with (9.14) we infer that there exists a nonempty open subset $\Omega_{3} \subset \Omega_{2}$, such that the sets $\bigcup_{u \in \mathcal{W}_{\alpha, w}} \operatorname{Exp}\left({ }^{*} P, u \mid \varphi_{\lambda}\right)$, for $\lambda \in \Omega_{3}$, are mutually disjoint. Now these sets are nonempty, since $\varphi_{\lambda} \neq 0$, for $\lambda \in \Omega_{3}$. Therefore, the union of these sets, as $\lambda \in \Omega_{3}$, is uncountable. This contradicts Lemma 5.8, applied to the space $\mathrm{X}_{\alpha, w}$.
Lemma 9.14. Assume that $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ is $Q$-distinguished (see Definition 9.9). Then $e \in W\left(\Omega, s_{0}\right)$ for all $s_{0} \in W$.
Proof. Let $k=l\left(s_{0}\right)$ denote the length of $s_{0}$, and let $s_{0}=s_{\alpha_{1}} \cdots s_{\alpha_{k}}$ be a reduced expression for $s_{0}$. Put $s_{j}=s_{\alpha_{j}} \cdots s_{\alpha_{1}} s_{0}=s_{\alpha_{j+1}} \cdots s_{\alpha_{k}}$ for $j=1, \ldots, k$, then $s_{k}=e$. We claim that (9.8) holds for each pair $(s, \alpha)=\left(s_{j-1}, \alpha_{j}\right)$. Since $l\left(s_{j}\right)=$ $l\left(s_{j-1}\right)-1$, the root $s_{j-1}^{-1} \alpha_{j}$ must be negative. Hence the restriction of this root to
$\mathfrak{a}_{Q q}$ is zero or belongs to $-\Sigma(Q)$. Now (9.8) follows immediately from Definition 9.9.

Proof of Theorem 9.10. We prove the result by induction on $|\delta|$. If $\delta=0$, then for $\lambda \in \mathfrak{a}_{Q \mathrm{qC}}^{*}$ the ideal $I_{\delta, \lambda}$ equals $\mathbb{D}(\mathrm{X})$; hence $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}=0$ and the result follows.

Now let $|\delta|=1$, let $f \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ and let (9.5) be fulfilled for all $v \in$ ${ }^{Q} \mathcal{W}$. Assume that $f \neq 0$. We will show that this assumption leads to a contradiction. There exists a finite subset $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ such that $f \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ and a $\lambda_{0} \in \Omega \cap \mathfrak{a}_{Q \mathrm{qc}}^{* 0}(P, W Y)$ such that $f_{\lambda_{0}} \neq 0$. Let $\mathcal{W}$ be a complete set of representatives of $W / W_{K \cap H}$ in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ containing ${ }^{Q} \mathcal{W}$. Then $\operatorname{Exp}\left(P, w \mid f_{\lambda_{0}}\right) \neq \emptyset$ for some $w \in \mathcal{W}$. In view of (7.3) it follows that there exist $s \in W, t \in W_{Q}, \eta \in Y$ and $\mu \in \mathbb{N} \Delta$, such that

$$
\begin{equation*}
s \lambda+s t \eta-\rho-\mu \in \operatorname{Exp}\left(P, w \mid f_{\lambda}\right) \tag{9.15}
\end{equation*}
$$

for $\lambda=\lambda_{0}$. From Lemma 7.9 it follows that (9.15) is valid for $\lambda$ in a full open subset of $\Omega$. By Lemmas 9.13 and 9.14 this implies that there exist $t_{1} \in W_{Q}$, $\eta_{1} \in Y, \mu_{1} \in \mathbb{N} \Delta$ and $w_{1} \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, such that $\lambda+t_{1} \eta_{1}-\rho-\mu_{1} \in \operatorname{Exp}\left(P, w_{1} \mid f_{\lambda}\right)$ for $\lambda$ in a full open subset of $\Omega$. Let $v \in{ }^{Q} \mathcal{W}$ be the representative of $W_{Q} w_{1} W_{K \cap H}$. By Lemma 9.11 it follows that $\lambda-\rho_{Q} \in \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right)$ for $\lambda$ in a full open subset $\Omega_{0}$ of $\Omega$. Since $\Omega_{0} \cap \Omega^{\prime}$ is nonempty, we obtain a contradiction with (9.5).

Now suppose that $|\delta|=k>1$, and assume that the result has already been established for $\delta \in \mathrm{D}_{Q}$ with $|\delta|<k$. Fix $\nu \in \operatorname{supp}(\delta)$ and put $\delta^{\prime}=\delta-\delta_{\nu}$. Then $\delta^{\prime} \in \mathrm{D}_{Q}$; moreover, $\left|\delta_{\nu}\right|=1$ and $\left|\delta^{\prime}\right|=k-1$. Fix any $D \in \mathbb{D}(\mathrm{X})$ and define the family $g$ by (9.4). Then $g \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta^{\prime}\right)$ by Lemma 9.2. Moreover, it readily follows from Lemma 9.8 that the family $g$ belongs to $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta^{\prime}\right)_{\text {glob }}$.

For $\lambda \in \Omega$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ we have

$$
\begin{equation*}
\operatorname{Exp}\left(Q, v \mid g_{\lambda}\right) \subset \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right)-\mathbb{N} \Sigma_{r}(Q) \tag{9.16}
\end{equation*}
$$

in view of Lemma4.12(b). Moreover, by hypothesis we have the following inclusion, for every $\lambda \in \Omega^{\prime}$,

$$
\begin{equation*}
\operatorname{Exp}\left(Q, v \mid f_{\lambda}\right) \subset\left[\left.W(\lambda+Y)\right|_{\mathfrak{a}_{Q q}}-\rho_{Q}-\mathbb{N} \Sigma_{r}(Q)\right] \backslash\left\{\lambda-\rho_{Q}\right\} \tag{9.17}
\end{equation*}
$$

Combining (9.16) and (9.17) we infer that $\operatorname{Exp}\left(Q, w \mid g_{\lambda}\right)$ does not contain $\lambda-\rho_{Q}$ for $\lambda \in \Omega^{\prime}$ and every $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Consequently, the family $g$ satisfies the hypotheses of Theorem 9.10, Since $\left|\delta^{\prime}\right|=k-1$, it follows from the induction hypothesis that $g=0$. Since $D$ was arbitrary, we see that $f_{\lambda}$ is annihilated by $I_{\delta_{\nu}, \lambda}$, for every $\lambda \in \Omega$. Hence $f$ belongs to $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta_{\nu}\right)_{\text {glob }}$. Since $\left|\delta_{\nu}\right|=1<k$, it now follows from the induction hypothesis that $f=0$.

The following result is also based on Lemma 9.13
Corollary 9.15. Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a connected dense open subset, $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*} a$ finite subset, and $\delta \in \mathrm{D}_{Q}$. Let $f \in \mathcal{E}_{Q, Y}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$ and $s_{1} \in W$. If

$$
\left(s_{1} \lambda+W Y-\rho-\mathbb{N} \Delta\right) \cap \operatorname{Exp}\left(P, w \mid f_{\lambda}\right)=\emptyset
$$

for all $\lambda$ in a nonempty open subset of $\Omega$ and for all $w \in N_{K}\left(\mathfrak{a}_{q}\right)$, then $f=0$.
Proof. Assume that $f \neq 0$. Then there exists an element $\lambda \in \Omega \cap \mathfrak{a}_{Q \mathrm{qC}}^{* \circ}(P, W Y)$ such that $f_{\lambda} \neq 0$, and then

$$
\begin{equation*}
s \lambda+s t \eta-\rho-\mu \in \operatorname{Exp}\left(P, w \mid f_{\lambda}\right) \tag{9.18}
\end{equation*}
$$

for some $s \in W, t \in W_{Q}, \eta \in Y, \mu \in \mathbb{N} \Delta$ and $w \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. As remarked in the beginning of the proof of Lemma 9.13 (9.18) then holds for all $\lambda$ in a full open subset of $\Omega$. Hence Lemma 9.13 applies; its final statement contradicts the present assumption for $s_{1}$.

Finally, in this section we will show that for a family in $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)$ that allows a smooth extension to X , the hypothesis of asymptotic globality can be left out in the vanishing theorem. Let

$$
\mathcal{E}_{Q}(\mathrm{X}: \tau: \Omega: \delta)=\left\{f \in \mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right) \mid f_{\lambda} \in C^{\infty}(\mathrm{X}: \tau), \lambda \in \Omega\right\}
$$

Corollary 9.16. Let $Q \in \mathcal{P}_{\sigma}$ and $\delta \in \mathrm{D}_{Q}$. Let $\Omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a $Q$-distinguished open subset and let $f \in \mathcal{E}_{Q}(\mathrm{X}: \tau: \Omega: \delta)$. Assume that there exists a nonempty open subset $\Omega^{\prime} \subset \Omega$ such that, for each $v \in{ }^{Q} \mathcal{W}$,

$$
\lambda-\rho_{Q} \notin \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right), \quad\left(\lambda \in \Omega^{\prime}\right)
$$

Then $f=0$.
Proof. As in the proof of Theorem 9.10 we proceed by induction on $|\delta|$. If $|\delta|=0$, the result is trivial. If $|\delta|=1$, it follows from Proposition 8.8 that $\mathcal{E}_{Q}(\mathrm{X}: \tau: \Omega: \delta) \subset$ $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$, and then the result follows directly from Theorem 9.10

Now suppose that $|\delta|=k>1$, and assume that the result has already been established for all $\delta \in D_{Q}$ with $|\delta|<k$. Let $\delta^{\prime}$ and $g$ be as in the proof of Theorem 9.10. Then it is easily seen that $g \in \mathcal{E}_{Q}\left(\mathrm{X}: \tau: \Omega: \delta^{\prime}\right)$.

For the rest of the proof we can now proceed exactly as in the proof of Theorem 9.10.

## 10. LAURENT FUNCTIONALS

In order to apply the vanishing theorem we will (in Section 14) show that certain families of functions on $\mathrm{X}_{+}$, which are obtained in a natural fashion from Eisenstein integrals, meet the requirements of the theorem. The construction of these families is most conveniently described by means of so-called Laurent functionals and Laurent operators. These tools are introduced in the present and the following section (basically following [10] and [11], Appendix B). They are generalizations to a higher dimensional setting of the operator which assigns to a meromorphic function on $\mathbb{C}$ some given linear combination of the coefficients of its Laurent series at some given points (cf. 10, Example 1.6). These two sections can be read independently of the preceding sections of the paper.

Throughout the section, $V$ will be a finite dimensional real linear space, equipped with a (positive definite) inner product $\langle\cdot, \cdot\rangle$. Its complexification $V_{\mathbb{C}}$ is equipped with the complex bilinear extension of this inner product.

Let $X$ be a (possibly empty) finite set of nonzero elements of $V$. At this stage we allow proportionality between elements of $X$. By an $X$-hyperplane in $V_{\mathbb{C}}$, we mean an affine hyperplane of the form $H=a+\alpha_{\mathbb{C}}^{\perp}$, with $a \in V_{\mathbb{C}}, \alpha \in X$. The hyperplane is called real if $a$ can be chosen from $V$, or, equivalently, if it is the complexification of a real hyperplane from $V$. A locally finite collection of $X$-hyperplanes in $V_{\mathbb{C}}$ is called an $X$-configuration in $V_{\mathbb{C}}$. It is called real if all its hyperplanes are real.

If $a \in V_{\mathbb{C}}$, we denote the collection of $X$-hyperplanes in $V_{\mathbb{C}}$ through $a$ by $\mathcal{H}(a, X)=\mathcal{H}\left(V_{\mathbb{C}}, a, X\right)$. If $E$ is a complete locally convex space, then by $\mathcal{M}(a, X, E)$ $=\mathcal{M}\left(V_{\mathbb{C}}, a, X, E\right)$ we denote the ring of germs of $E$-valued meromorphic functions
at $a$ whose singular locus at $a$ is contained in $\mathcal{H}(a, X)$. Here and in the following we will suppress the space $E$ in the notation if $E=\mathbb{C}$. Thus, $\mathcal{M}(a, X)=\mathcal{M}(a, X, \mathbb{C})$.

Let $\mathbb{N}^{X}$ denote the set of maps $X \rightarrow \mathbb{N}$. If $d \in \mathbb{N}^{X}$, we define the polynomial function $\pi_{a, d}=\pi_{a, X, d}: V_{\mathbb{C}} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\pi_{a, d}(z)=\prod_{\xi \in X}\langle\xi, z-a\rangle^{d(\xi)}, \quad\left(z \in V_{\mathbb{C}}\right) \tag{10.1}
\end{equation*}
$$

If $X=\emptyset$, then $\mathbb{N}^{X}$ has one element which we agree to denote by 0 . We also agree that $\pi_{a, 0}=1$. Let $\mathcal{O}_{a}(E)=\mathcal{O}_{a}\left(V_{\mathbb{C}}, E\right)$ denote the ring of germs of $E$-valued holomorphic functions at $a$. Then

$$
\mathcal{M}(a, X, E)=\bigcup_{d \in \mathbb{N}^{X}} \pi_{a, d}^{-1} \mathcal{O}_{a}(E)
$$

In the following we shall identify $S(V)$ with the algebra of constant coefficient holomorphic differential operators on $V_{\mathbb{C}}$ in the usual way; in particular, an element $v \in V$ corresponds to the operator $\varphi \mapsto v \varphi(z)=\left.\frac{d}{d \tau}\right|_{\tau=0} \varphi(z+\tau v)$.
Definition 10.1 (Laurent functional at a point). An $X$-Laurent functional at $a$ is a linear functional $\mathcal{L}: \mathcal{M}(a, X) \rightarrow \mathbb{C}$ such that for every $d \in \mathbb{N}^{X}$ there exists an element $u_{d} \in S(V)$ such that

$$
\begin{equation*}
\mathcal{L} \varphi=u_{d}\left(\pi_{a, d} \varphi\right)(a), \tag{10.2}
\end{equation*}
$$

for all $\varphi \in \pi_{a, d}^{-1} \mathcal{O}_{a}$. The space of all Laurent functionals at $a$ is denoted by $\mathcal{M}(a, X)_{\text {laur }}^{*}=\mathcal{M}\left(V_{\mathbb{C}}, a, X\right)_{\text {laur }}^{*}$.
Remark 10.2. Obviously, the string $\left(u_{d}\right)_{d \in \mathbb{N}^{X}}$ of elements from $S(V)$ is uniquely determined by the requirement (10.2). We shall denote it by $u_{\mathcal{L}}$.

If $E$ is a complete locally convex space, then $X$-Laurent functionals at $a$ may naturally be viewed as linear maps from $\mathcal{M}(a, X, E)$ to $E$. Indeed, let $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$ and let $u_{\mathcal{L}}=\left(u_{d}\right)_{d \in \mathbb{N}^{X}}$ be the associated string of elements from $S(V)$. If $\varphi \in$ $\pi_{a, d}^{-1} \mathcal{O}_{a}(E)$, then $\mathcal{L} \varphi$ is given by formula (10.2).

Let $T_{a}: z \mapsto z+a$ denote translation by $a$ in $V_{\mathbb{C}}$. Then $T_{a}$ maps $\mathcal{H}(0, X)$ bijectively onto $\mathcal{H}(a, X)$. Pull-back under $T_{a}$ induces an isomorphism of rings $T_{a}^{*}: \varphi \mapsto \varphi \circ T_{a}$ from $\mathcal{O}_{a}$ onto $\mathcal{O}_{0}$. Therefore, pull-back under $T_{a}$ also induces an isomorphism of rings $T_{a}^{*}: \mathcal{M}(a, X) \rightarrow \mathcal{M}(0, X)$. By transposition we obtain an isomorphism of linear spaces $T_{a *}: \mathcal{M}(0, X)^{*} \rightarrow \mathcal{M}(a, X)^{*}$. It is readily seen that $T_{a}^{*}\left(\pi_{a, d}\right)=\pi_{0, d}$ for every $d \in \mathbb{N}^{X}$. From the definition of Laurent functionals it now follows that $T_{a *}$ maps $\mathcal{M}(0, X)_{\text {laur }}^{*}$ isomorphically onto $\mathcal{M}(a, X)_{\text {laur }}^{*}$. Moreover,

$$
u_{T_{a *} \mathcal{L}}=u_{\mathcal{L}}
$$

for all $\mathcal{L} \in \mathcal{M}(0, X)^{*}$.
Let $X^{\prime}$ be another finite collection of nonzero elements of $V$. We say that $X$ and $X^{\prime}$ are proportional if $\mathcal{H}(0, X)=\mathcal{H}\left(0, X^{\prime}\right)$.
Lemma 10.3. Let $X, X^{\prime}$ be proportional finite subsets of $V \backslash\{0\}$ and let $a \in V_{\mathbb{C}}$. Then $\mathcal{M}(a, X)=\mathcal{M}\left(a, X^{\prime}\right)$ and $\mathcal{M}(a, X)_{\text {laur }}^{*}=\mathcal{M}\left(a, X^{\prime}\right)_{\text {laur }}^{*}$.
Proof. It is obvious that $\mathcal{M}(a, X)=\mathcal{M}\left(a, X^{\prime}\right)$. Let $\mathcal{L} \in \mathcal{M}(a, X)^{*}=\mathcal{M}\left(a, X^{\prime}\right)^{*}$, and assume that $\mathcal{L} \in \mathcal{M}\left(a, X^{\prime}\right)_{\text {laur }}^{*}$. Let $\left(u_{d^{\prime}}\right)_{d^{\prime} \in \mathbb{N}^{\prime}}$ be the associated string. Let $d \in \mathbb{N}^{X}$. Then, by proportionality, there exists $d^{\prime} \in \mathbb{N}^{X^{\prime}}$ and $c \in \mathbb{R} \backslash\{0\}$ such that $\pi_{a, X, d}=c \pi_{a, X^{\prime}, d^{\prime}}$. Let $u_{d}=c^{-1} u_{d^{\prime}}$, then (10.2) follows immediately. This shows
that $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$ and establishes the inclusion $\mathcal{M}\left(a, X^{\prime}\right)_{\text {laur }}^{*} \subset \mathcal{M}(a, X)_{\text {laur }}^{*}$. The converse inclusion is proved similarly.

Following the method of [10], Sect. 1.3, we shall now give a description of the space of strings $u_{\mathcal{L}}$, as $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$.

Put $\varpi_{d}:=\pi_{0, d}$ and equip the space $\mathbb{N}^{X}$ with the partial ordering $\preceq$ defined by $d^{\prime} \preceq d$ if and only if $d^{\prime}(\xi) \leq d(\xi)$ for every $\xi \in X$. If $d^{\prime} \preceq d$, then we define $d-d^{\prime}$ componentwise as suggested by the notation. In [10], Sect. 1.3, we defined the linear space $S_{\leftarrow}(V, X)$ as follows. Let $d, d^{\prime} \in \mathbb{N}^{X}$ with $d^{\prime} \preceq d$. If $u \in S(V)$, then by the Leibniz rule there exists a unique $u^{\prime} \in S(V)$ such that

$$
u\left(\varpi_{d-d^{\prime}} \varphi\right)(0)=u^{\prime}(\varphi)(0), \quad\left(\varphi \in \mathcal{O}_{0}\right)
$$

We denote the element $u^{\prime}$ by $j_{d^{\prime}, d}(u)$. The map $j_{d^{\prime}, d}: S(V) \rightarrow S(V)$ thus defined is linear. Note that it only depends on $d-d^{\prime}$; note also that, for $d, d^{\prime}, d^{\prime \prime} \in \mathbb{N}^{X}$ with $d^{\prime \prime} \preceq d^{\prime} \preceq d$,

$$
j_{d^{\prime \prime}, d^{\prime}} \circ j_{d^{\prime}, d}=j_{d^{\prime \prime}, d} .
$$

We now define $S_{\leftarrow}(V, X)$ as the linear space of strings $\left(u_{d}\right)_{d \in \mathbb{N}^{X}}$ in $S(V)$ such that $j_{d^{\prime}, d}\left(u_{d}\right)=u_{d^{\prime}}$ for all $d, d \in \mathbb{N}^{X}$ with $d^{\prime} \preceq d$. Thus, this space is the projective limit:

$$
S_{\leftarrow}(V, X)=\lim _{\leftarrow}(S(V), j .) .
$$

The natural map $S_{\leftarrow}(V, X) \rightarrow S(V)$ that maps a string to its $d$-component is denoted by $j_{d}$.
Lemma 10.4. The map $\mathcal{L} \mapsto u_{\mathcal{L}}$ is a linear isomorphism from $\mathcal{M}(a, X)_{\text {laur }}^{*}$ onto $S_{\leftarrow}(V, X)$.

Proof. See [11], Appendix B, Lemma B.2.
Lemma 10.5. Let $a \in V_{\mathbb{C}}, d \in \mathbb{N}^{X}$ and $u \in S(V)$. Then there exists a Laurent functional $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$ such that $\left(u_{\mathcal{L}}\right)_{d}=u$.
Proof. See 10], Lemma 1.7.
Remark 10.6. In particular, it follows that for each $a \in V_{\mathbb{C}}$ there exists a Laurent functional $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$ such that $\mathcal{L} \varphi=\varphi(a)$ for all $\varphi \in \mathcal{O}_{a}$. Note however, that this functional is not unique, unless $X=\emptyset$.

Lemma 10.7. Let $\mathcal{M}(a, X)_{\text {laur }}^{* \mathcal{O}}$ denote the annihilator of $\mathcal{O}_{a}$ in $\mathcal{M}(a, X)_{\text {laur }}^{*}$. Then all functions $\varphi$ in $\mathcal{M}(a, X)$, that are annihilated by $\mathcal{M}(a, X)_{\text {laur }}^{* \mathcal{O}}$, belong to $\mathcal{O}_{a}$.

Proof. We may assume that $a=0$. Let $\varphi \in \mathcal{M}(0, X)$ and assume that $\varphi \notin \mathcal{O}_{0}$. Then there exist elements $d, d^{\prime} \in \mathbb{N}^{X}$ and $\xi \in X$ such that $\pi_{0, d^{\prime}}=\xi \pi_{0, d}$ and $\pi_{0, d^{\prime}} \varphi \in \mathcal{O}_{0}$ but $\pi_{0, d} \varphi \notin \mathcal{O}_{0}$. Here we have written $\xi$ also for the function $z \mapsto\langle\xi, z\rangle$ on $V_{\mathbb{C}}$. Since $\pi_{0, d^{\prime}} \varphi$ is not divisible by $\xi$, its restriction to $\xi^{\perp}=\xi^{-1}(0)$ does not vanish. Hence there exists $u \in S\left(\xi^{\perp}\right)$ such that $u\left(\pi_{0, d^{\prime}} \varphi\right)(0) \neq 0$. By Lemma 10.5 there exists an element $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$ such that the $d^{\prime}$ term of $u_{\mathcal{L}}$ is $u$. Then $\mathcal{L} \varphi=u\left(\pi_{0, d^{\prime}} \varphi\right)(0) \neq 0$. However, for each $\psi \in \mathcal{O}_{0}$ we have $\mathcal{L} \psi=u\left(\pi_{0, d^{\prime}} \psi\right)(0)=$ $\left[\xi u\left(\pi_{0, d} \psi\right)\right](0)=0$. Hence $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{* \mathcal{O}}$.

We extend the notion of a Laurent functional as follows. The disjoint union of the spaces $\mathcal{M}(a, X)_{\text {laur }}^{*}$ as $a \in V_{\mathbb{C}}$ is denoted by $\mathcal{M}(*, X)_{\text {laur }}^{*}=\mathcal{M}\left(V_{\mathbb{C}}, *, X\right)_{\text {laur }}^{*}$. By a section of $\mathcal{M}(*, X)_{\text {laur }}^{*}$ we mean a map $\mathcal{L}: V_{\mathbb{C}} \rightarrow \mathcal{M}(*, X)_{\text {laur }}^{*}$ with $\mathcal{L}_{a} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$
for all $a \in V_{\mathbb{C}}$. The closure of the set $\left\{a \in V_{\mathbb{C}} \mid \mathcal{L}_{a} \neq 0\right\}$ is called the support of $\mathcal{L}$ and denoted by $\operatorname{supp}(\mathcal{L})$.

Definition 10.8 (Laurent functional). An $X$-Laurent functional on $V_{\mathbb{C}}$ is a finitely supported section of $\mathcal{M}(*, X)_{\text {laur }}^{*}$. The set of $X$-Laurent functionals is denoted by $\mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$ and equipped with the obvious structure of a linear space.

If $S$ is a subset of $V_{\mathbb{C}}$, we define the space $\mathcal{M}(S, X)_{\text {laur }}^{*}=\mathcal{M}\left(V_{\mathbb{C}}, S, X\right)_{\text {laur }}^{*}$ by

$$
\mathcal{M}(S, X)_{\text {laur }}^{*}=\left\{\mathcal{L} \in \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*} \mid \operatorname{supp} \mathcal{L} \subset S\right\}
$$

and call this the space of $X$-Laurent functionals on $V_{\mathbb{C}}$ supported in $S$.
Remark 10.9. Note that, for $a \in V_{\mathbb{C}}$, the map $\mathcal{M}(\{a\}, X)_{\text {laur }}^{*} \rightarrow \mathcal{M}(a, X)_{\text {laur }}^{*}$, defined by $\mathcal{L} \mapsto \mathcal{L}_{a}$, is a linear isomorphism. Accordingly, we shall view $\mathcal{M}(a, X)_{\text {laur }}^{*}$ as a linear subspace of $\mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$. In this way $\mathcal{M}(S, X)_{\text {laur }}^{*}$ becomes identified with the algebraic direct sum of the linear spaces $\mathcal{M}(a, X)_{\text {laur }}^{*}$, as $a \in S$, for $S$ any subset of $V_{\mathbb{C}}$. Accordingly, if $\mathcal{L} \in \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$, then $\mathcal{L}_{a} \in \mathcal{M}(a, X)_{\text {laur }}^{*} \subset \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$ for $a \in V_{\mathbb{C}}$, and

$$
\mathcal{L}=\sum_{a \in \operatorname{supp} \mathcal{L}} \mathcal{L}_{a} .
$$

Lemma 10.10. Let $X$ and $X^{\prime}$ be proportional finite subsets of $V \backslash\{0\}$. Then

$$
\mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}=\mathcal{M}\left(V_{\mathbb{C}}, X^{\prime}\right)_{\text {laur }}^{*}
$$

Proof. This is an immediate consequence of Lemma 10.3 and the above definition.

We proceed by discussing the action of a Laurent functional on meromorphic functions. Let $E$ be a complete locally convex space and $\Omega \subset V_{\mathbb{C}}$ an open subset. If $a \in \Omega$, then by $\mathcal{M}(\Omega, a, X, E)$ we denote the space of meromorphic functions $\varphi: \Omega \rightarrow E$ whose germ $\varphi_{a}$ at $a$ belongs to $\mathcal{M}(a, X, E)$. If $S \subset \Omega$, we define

$$
\mathcal{M}(\Omega, S, X, E):=\bigcap_{a \in S} \mathcal{M}(\Omega, a, X, E) .
$$

Finally, we write $\mathcal{M}(\Omega, X, E)$ for $\mathcal{M}(\Omega, \Omega, X, E)$. In particular, $\mathcal{M}\left(V_{\mathbb{C}}, X, E\right)$ denotes the space of functions $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, E\right)$ with singular locus $\operatorname{sing}(\varphi)$ contained in an $X$-configuration.

There is a natural pairing $\mathcal{M}(S, X)_{\text {laur }}^{*} \times \mathcal{M}(\Omega, S, X, E) \rightarrow E$, given by

$$
\begin{equation*}
\mathcal{L} \varphi=\sum_{a \in \operatorname{supp} \mathcal{L}} \mathcal{L}_{a} \varphi_{a} . \tag{10.3}
\end{equation*}
$$

Lemma 10.11. Let $S \subset V_{\mathbb{C}}$ be arbitrary, and let $\Omega$ be an open subset of $V_{\mathbb{C}}$ containing $S$. Then the pairing given by (10.3) for $E=\mathbb{C}$ induces a linear embedding

$$
\mathcal{M}(S, X)_{\text {laur }}^{*} \hookrightarrow \mathcal{M}(\Omega, S, X)^{*}
$$

Proof. Let $\mathcal{L} \in \mathcal{M}(S, X)_{\text {laur }}^{*}$ and assume that $\mathcal{L}=0$ on $\mathcal{M}(\Omega, S, X)$. We may assume that $S=\operatorname{supp} \mathcal{L}$. For every $a \in S$ we write $u^{a}=\left(u_{d}^{a}\right)_{d \in \mathbb{N}^{x}}$ for the string determined by $\mathcal{L}_{a}$.

Select $b \in S$. Then it suffices to prove that $\mathcal{L}_{b}=0$. Fix $d \in \mathbb{N}^{X}$ and $\phi \in \mathcal{O}_{b}$. Then it suffices to show that $u_{d}^{b}(\phi)(b)=0$.

For every $a \in S \backslash\{b\}$ we may select $d(a) \in \mathbb{N}^{X}$ such that $\pi_{a, d(a)} \pi_{b, d}^{-1}$ is holomorphic at $a$. Moreover, we put $d(b)=d$. For $a \in S$ there exists a unique $v_{a} \in S(V)$ such that for all $f \in \mathcal{O}_{a}$ we have

$$
v_{a}(f)(a)=u_{d(a)}^{a}\left(\pi_{a, d(a)} \pi_{b, d}^{-1} f\right)(a)
$$

We note that $v_{b}=u_{d}^{b}$. We may now apply the lemma below, with $E_{a}=\mathbb{C} v_{a}$, for $a \in S$, and, finally with $\xi_{a}=0$ if $a \neq b$ and with $\xi_{b}$ defined by $\xi_{b}\left(v_{b}\right)=v_{b}(\phi)(b)$. Hence there exists a polynomial function $\psi$ on $V_{\mathbb{C}}$ such that $v_{a}(\psi)(a)=0$ for all $a \in S \backslash\{b\}$, and such that $v_{b}(\psi)(b)=v_{b}(\phi)(b)$.

Define $\varphi=\pi_{b, d}^{-1} \psi$. Then $\varphi \in \mathcal{M}(\Omega, S, X)$. Hence $\mathcal{L} \varphi=0$. On the other hand,

$$
\begin{aligned}
\mathcal{L} \varphi=\sum_{a \in S} \mathcal{L}_{a} \varphi_{a} & =\sum_{a \in S} \mathcal{L}_{a}\left(\pi_{a, d(a)}^{-1} \pi_{a, d(a)} \pi_{b, d}^{-1} \psi\right) \\
& =\sum_{a \in S} u_{d(a)}^{a}\left(\pi_{a, d(a)} \pi_{b, d}^{-1} \psi\right)(a)=\sum_{a \in S} v_{a}(\psi)(a)=v_{b}(\psi)(b)=u_{d}^{b}(\phi)(b)
\end{aligned}
$$

It follows that $u_{d}^{b}(\phi)(b)=0$.
Lemma 10.12. Let $S \subset V_{\mathbb{C}}$ be a finite set. Suppose that for every $a \in S$ a finite dimensional complex linear subspace $E_{a} \subset S(V)$ together with a complex linear functional $\xi_{a} \in E_{a}^{*}$ is given. Then there exists a polynomial function $\psi$ on $V_{\mathbb{C}}$ such that $u \psi(a)=\xi_{a}(u)$ for every $a \in S$ and all $u \in E_{a}$.

Proof. This result is well known.
We proceed by discussing the push-forward of a Laurent functional by an injective linear mapping. Let $V_{0}$ be a real linear space and $\iota: V_{0} \rightarrow V$ an injective linear map. We assume that no element of $X$ is orthogonal to $\iota\left(V_{0}\right)$. We equip $V_{0}$ with the pullback of the inner product of $V$ under $\iota$ and denote the corresponding transpose of $\iota$ by $p$. Then $X_{0}:=p(X)$ consists of nonzero elements. We denote the complex linear extensions of $\iota$ and $p$ by the same symbols. Then, if $H \subset V_{\mathbb{C}}$ is an $X$-hyperplane, its preimage $\iota^{-1}(H)$ is an $X_{0}$-hyperplane of $V_{0 \mathbb{C}}$.

Let $a_{0} \in V_{0 \mathbb{C}}$ and put $a=\iota\left(a_{0}\right)$. Then pull-back by $\iota$ induces a natural algebra homomorphism $\iota^{*}: \mathcal{O}_{a}\left(V_{\mathbb{C}}\right) \rightarrow \mathcal{O}_{a_{0}}\left(V_{0 \mathbb{C}}\right)$. On the other hand, pull-back by $p$ induces a natural algebra homomorphism $p^{*}: \mathcal{O}_{a_{0}}\left(V_{0 \mathbb{C}}\right) \rightarrow \mathcal{O}_{a}\left(V_{\mathbb{C}}\right)$. From $p \circ \iota=I_{V_{0}}$ it follows that $\iota^{*} \circ p^{*}=I$ on $\mathcal{O}_{a_{0}}\left(V_{0 \mathbb{C}}\right)$, hence $\iota^{*}$ is surjective.

If $d: X \rightarrow \mathbb{N}$ is a map, then we write $p_{*}(d)$ for the map $X_{0} \rightarrow \mathbb{N}$ defined by

$$
p_{*}(d)\left(\xi_{0}\right)=\sum_{\xi \in X, p(\xi)=\xi_{0}} d(\xi)
$$

One readily verifies that for every $d: X \rightarrow \mathbb{N}$ we have

$$
\begin{equation*}
\iota^{*}\left(\pi_{a, X, d}\right)=\pi_{a_{0}, X_{0}, p_{*}(d)} \tag{10.4}
\end{equation*}
$$

Let $E$ be a complete locally convex space. Then it follows that pull-back by $\iota$ induces a linear map

$$
\begin{equation*}
\iota^{*}: \mathcal{M}\left(V_{\mathbb{C}}, a, X, E\right) \rightarrow \mathcal{M}\left(V_{0 \mathbb{C}}, a_{0}, X_{0}, E\right) \tag{10.5}
\end{equation*}
$$

Lemma 10.13. The linear map $\iota^{*}$ in (10.5) is surjective.
Proof. Let $d_{0}: X_{0} \rightarrow \mathbb{N}$ be a map. Then one readily checks that there exists a map $d: X \rightarrow \mathbb{N}$ such that $d_{0}=p_{*}(d)$. From this it follows that

$$
\pi_{a_{0}, X_{0}, d_{0}}^{-1} \mathcal{O}_{a_{0}}\left(V_{0 \mathbb{C}}, E\right)=\iota^{*}\left(\pi_{a, X, d}^{-1}\right) \iota^{*} p^{*}\left(\mathcal{O}_{a_{0}}\left(V_{0 \mathbb{C}}, E\right)\right) \subset \iota^{*}\left(\pi_{a, X, d}^{-1} \mathcal{O}_{a}\left(V_{\mathbb{C}}, E\right)\right) .
$$

where the first equality follows from (10.4).
The pull-back map $\iota^{*}$ in (10.5) with $E=\mathbb{C}$ has a transpose $\iota_{*}: \mathcal{M}\left(V_{0 \mathbb{C}}, a_{0}, X_{0}\right)^{*} \rightarrow$ $\mathcal{M}\left(V_{\mathbb{C}}, a, X\right)^{*}$ which is injective by Lemma 10.13 .

Lemma 10.14. $\iota_{*}$ maps $\mathcal{M}\left(V_{0 \mathbb{C}}, a_{0}, X_{0}\right)_{\text {laur }}^{*}$ injectively into $\mathcal{M}\left(V_{\mathbb{C}}, a, X\right)_{\text {laur }}^{*}$.
Proof. Let $\mathcal{L} \in \mathcal{M}\left(V_{0 \mathbb{C}}, a_{0}, X_{0}\right)_{\text {laur }}^{*}$. Then it suffices to show that $\iota_{*} \mathcal{L}$ belongs to the space $\mathcal{M}\left(V_{\mathbb{C}}, a, X\right)_{\text {laur }}^{*}$.

We first note that $\iota: V_{0} \rightarrow V$ has a unique extension to an algebra homomorphism $\iota_{*}: S\left(V_{0}\right) \rightarrow S(V)$. One readily verifies that $u\left[\iota^{*}(\varphi)\right]=\iota^{*}\left(\iota_{*}(u) \varphi\right)$ for every $\varphi \in$ $\mathcal{O}_{a}\left(V_{\mathbb{C}}\right)$ and all $u \in S\left(V_{0}\right)$. Let $d$ be a map $X \rightarrow \mathbb{N}$. Then there exists a $u_{d} \in S\left(V_{0}\right)$ such that $\mathcal{L}=\operatorname{ev}_{a_{0}} \circ u_{d} \circ \pi_{a_{0}, X_{0}, p_{*}(d)}$ on $\pi_{a_{0}, X_{0}, p_{*}(d)}^{-1} \mathcal{O}_{a_{0}}\left(V_{0 \mathrm{C}}\right)$; here ev $a_{a_{0}}$ denotes evaluation at the point $a_{0}$. Put $v_{d}=\iota_{*}\left(u_{d}\right)$. Then, for $\varphi \in \mathcal{O}_{a}\left(V_{\mathbb{C}}\right)$,

Hence, $\iota_{*}(\mathcal{L})=\operatorname{ev}_{a} \circ v_{d} \circ \pi_{a, X, d}$ on $\pi_{a, X, d}^{-1} \mathcal{O}_{a}\left(V_{\mathbb{C}}\right)$ and we see that $\iota_{*}(\mathcal{L}) \in$ $\mathcal{M}\left(V_{\mathbb{C}}, a, X\right)_{\text {laur }}^{*}$.

There exists a unique linear map $\iota_{*}: \mathcal{M}\left(V_{0 \mathbb{C}}, X_{0}\right)_{\text {laur }}^{*} \rightarrow \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$ that restricts to the map $\iota_{*}$ of Lemma 10.14 for every $a_{0} \in V_{0 \mathrm{C}}$; see Remark 10.9 Clearly, $\operatorname{supp}\left(\iota_{*} \mathcal{L}\right)=\iota(\operatorname{supp}(\mathcal{L}))$, for every $\mathcal{L} \in \mathcal{M}\left(V_{0 \mathbb{C}}, X_{0}\right)_{\text {laur }}^{*}$.

On the other hand, if $E$ is a complete locally convex space, $\Omega \subset V_{\mathbb{C}}$ an open subset and $S \subset \iota^{-1}(\Omega)$ a subset, then pull-back by $\iota$ induces a natural map $\iota^{*}: \mathcal{M}(\Omega, \iota(S), X, E) \rightarrow \mathcal{M}\left(\iota^{-1}(\Omega), S, X_{0}, E\right)$. Moreover, if $\mathcal{L} \in \mathcal{M}\left(V_{0 \mathbb{C}}, S, X_{0}\right)_{\text {laur }}^{*}$ and $\varphi \in \mathcal{M}(\Omega, \iota(S), X, E)$, then

$$
\begin{equation*}
\iota_{*}(\mathcal{L}) \varphi=\mathcal{L}\left[\iota^{*} \varphi\right] . \tag{10.6}
\end{equation*}
$$

We end this section with a discussion of the multiplication by a meromorphic function and the application of a differential operator to a Laurent functional.

First, assume that $a \in V_{\mathbb{C}}$ and that $\psi \in \mathcal{M}(a, X)$. Then multiplication by $\psi$ induces a linear endomorphism of $\mathcal{M}(a, X)$, which we denote by $m_{\psi}$. The transpose of this linear endomorphism is denoted by $m_{\psi}^{*}: \mathcal{M}(a, X)^{*} \rightarrow \mathcal{M}(a, X)^{*}$. It readily follows from the definition of $X$-Laurent functionals at $a$ that $m_{\psi}^{*}$ leaves the space $\mathcal{M}(a, X)_{\text {laur }}^{*}$ of those functionals invariant.

Now let $S \subset V_{\mathbb{C}}$ be a finite subset, let $\Omega \subset V_{\mathbb{C}}$ be an open subset containing $S$ and let $\psi \in \mathcal{M}(\Omega, S, X)$. If $\mathcal{L} \in \mathcal{M}\left(V_{\mathbb{C}}, S, X\right)_{\text {laur }}^{*}$, we define the Laurent functional $m_{\psi}^{*}(\mathcal{L}) \in \mathcal{M}\left(V_{\mathbb{C}}, S, X\right)_{\text {laur }}^{*}$ by

$$
m_{\psi}^{*}(\mathcal{L})=\sum_{a \in S} m_{\psi_{a}}^{*}\left(\mathcal{L}_{a}\right) .
$$

On the other hand, multiplication by $\psi$ induces a linear endomorphism of $\mathcal{M}(\Omega, S, X)$, and it is immediate from the definitions that

$$
\begin{equation*}
m_{\psi}^{*}(\mathcal{L})(\varphi)=\mathcal{L}(\psi \varphi) \tag{10.7}
\end{equation*}
$$

for $\varphi \in \mathcal{M}(\Omega, S, X)$.
Lemma 10.15. Let $v \in S(V)$, then $v \varphi \in \mathcal{M}(a, X)$ for all $\varphi \in \mathcal{M}(a, X)$, and the transpose $\partial_{v}^{*}$ of the endomorphism $\partial_{v}: \varphi \mapsto v \varphi$ of $\mathcal{M}(a, X)$ leaves $\mathcal{M}(a, X)_{\text {laur }}^{*}$ invariant.

Proof. We may assume $v \in V$. Let $d \in \mathbb{N}^{X}$ and define $d^{\prime} \in \mathbb{N}^{X}$ by $d^{\prime}(\xi)=d(\xi)+1$ for all $\xi \in X$. Then $\pi_{a, d}$ divides $v\left(\pi_{a, d^{\prime}}\right)$, and hence

$$
\pi_{a, d^{\prime}} v \varphi=v\left(\pi_{a, d^{\prime}} \varphi\right)-v\left(\pi_{a, d^{\prime}}\right) \varphi \in \mathcal{O}_{a}
$$

for all $\varphi \in \pi_{a, d}^{-1} \mathcal{O}_{a}$. Thus $\partial_{v} \varphi=v \varphi \in \pi_{a, d^{\prime}}^{-1} \mathcal{O}_{a}$ for $\varphi \in \pi_{a, d}^{-1} \mathcal{O}_{a}$.
Now let $\mathcal{L} \in \mathcal{M}(a, X)_{\text {laur }}^{*}$, and let $u=u_{\mathcal{L}} \in S_{\leftarrow}(V, X)$. Then for $d, d^{\prime}$ and $\varphi$ as above

$$
\partial_{v}^{*} \mathcal{L}(\varphi)=\mathcal{L}(v \varphi)=u_{d^{\prime}}\left(\pi_{a, d^{\prime}} v \varphi\right)(a)=u_{d^{\prime}} v\left(\pi_{a, d^{\prime}} \varphi\right)(a)-u_{d^{\prime}}\left(v\left(\pi_{a, d^{\prime}}\right) \varphi\right)(a)
$$

Each term on the right-hand side of this equation has the form $u^{\prime}(p \varphi)(a)$ with $u^{\prime} \in S(V)$ and $p$ a polynomial which is divisible by $\pi_{a, d}$. Hence, by the Leibniz rule, $\partial_{v}^{*} \mathcal{L}(f)$ has the required form $u^{\prime \prime}\left(\pi_{a, d} \varphi\right)(a)$, where $u^{\prime \prime} \in S(V)$.

For $\mathcal{L} \in \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$ and $v \in S(V)$ we now define $\partial_{v}^{*} \mathcal{L} \in \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$ by

$$
\partial_{v}^{*} \mathcal{L}=\sum_{a \in \operatorname{supp} \mathcal{L}} \partial_{v}^{*} \mathcal{L}_{a}
$$

It is immediately seen that $\partial_{v}^{*} \mathcal{L}(\varphi)=\mathcal{L}\left(\partial_{v} \varphi\right)$ for each $\varphi \in \mathcal{M}(\Omega, \operatorname{supp} \mathcal{L}, X)$, where $\Omega$ is an arbitrary open neighborhood of $\operatorname{supp} \mathcal{L}$.

## 11. Laurent operators

In this section we discuss Laurent operators, originally introduced in [10], Section 5. However, the present context is the slightly more general one of meromorphic functions with values in a complete locally convex space, whose singular locus is contained in an $X$-configuration, not necessarily real.

Let $V$ and $X$ be as in the previous section, let $\mathcal{H}$ be an $X$-configuration and let $E$ be a complete locally convex space.

We define $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ to be the space of meromorphic functions $\varphi: V_{\mathbb{C}} \rightarrow E$ whose singular locus is contained in $\bigcup \mathcal{H}$. If $\mathcal{H}$ is real, we put $\mathcal{H}_{V}=\{H \cap V \mid H \in$ $\mathcal{H}\}$. Then $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right)=\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, \mathbb{C}\right)$ equals the space $\mathcal{M}\left(V, \mathcal{H}_{V}\right)$ introduced in [10].

It is convenient to select a minimal subset $X^{0}$ of $X$ that is proportional to $X$. Then for every $X$-hyperplane $H \subset V_{\mathbb{C}}$ there exists a unique $\alpha_{H} \in X^{0}$ and a unique first order polynomial $l_{H}$ of the form $z \mapsto\left\langle\alpha_{H}, z\right\rangle-c$, with $c \in \mathbb{C}$, such that $H=l_{H}^{-1}(0)$. Note that a different choice of $X^{0}$ causes only a change of $l_{H}$ by a nonzero factor.

Let $\mathbb{N}^{\mathcal{H}}$ denote the collection of maps $\mathcal{H} \rightarrow \mathbb{N}$.
Remark 11.1. If $d \in \mathbb{N}^{\mathcal{H}}$, then for convenience we agree to write $d(H)=0$ for any $X$-hyperplane $H$ not contained in $\mathcal{H}$.

If $\omega \subset V_{\mathbb{C}}$ is a bounded subset and $d \in \mathbb{N}^{\mathcal{H}}$ we define the polynomial function $\pi_{\omega, d}: V_{\mathbb{C}} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\pi_{\omega, d}=\prod_{\substack{H \in \mathcal{H} \\ H \cap \omega \neq \emptyset}} l_{H}^{d(H)} \tag{11.1}
\end{equation*}
$$

Note that a change of $X^{0}$ only causes this polynomial to be multiplied by a positive factor. Let $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ be the collection of meromorphic functions $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, E\right)$ such that $\pi_{\omega, d} \varphi \in \mathcal{O}(\omega, E)$ for every bounded open subset $\omega \subset V_{\mathbb{C}}$. We equip the space $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ with the weakest locally convex topology such
that for every bounded open subset $\omega \subset V_{\mathbb{C}}$ the $\operatorname{map} \varphi \mapsto \pi_{\omega, d} \varphi$ is continuous into $\mathcal{O}(\omega, E)$. This topology is complete; moreover, it is Fréchet if $E$ is Fréchet.

We now note that

$$
\begin{equation*}
\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)=\bigcup_{d \in \mathbb{N}^{\mathcal{H}}} \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right) \tag{11.2}
\end{equation*}
$$

We equip $\mathbb{N}^{\mathcal{H}}$ with the partial ordering $\preceq$ defined by $d^{\prime} \preceq d$ if and only if $d^{\prime}(H) \leq$ $d(H)$ for all $H \in \mathcal{H}$. If $d, d^{\prime}$ are elements of $\mathbb{N}^{\mathcal{H}}$ with $d^{\prime} \preceq d$, then $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d^{\prime}, E\right) \subset$ $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ and the inclusion map $i_{d^{\prime}, d}$ is continuous. Thus, the inclusion maps form a directed family and from (11.2) we see that the space $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ may be viewed as the direct limit of the spaces $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$. Accordingly, we equip $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ with the direct limit locally convex topology.

By an $X$-subspace of $V_{\mathbb{C}}$ we mean any nonempty intersection of $X$-hyperplanes; we agree that $V_{\mathbb{C}}$ itself is also an $X$-subspace. We denote the set of such affine subspaces by $\mathcal{A}=\mathcal{A}\left(V_{\mathbb{C}}, X\right)$. For $L \in \mathcal{A}$ there exists a unique real linear subspace $V_{L} \subset V$ such that $L=a+V_{L \mathbb{C}}$ for some $a \in V_{\mathbb{C}}$. The intersection $V_{L \mathbb{C}}^{\perp} \cap L$ consists of a single point, called the central point of $L$; it is denoted by $c(L)$. The space $L$ is said to be real if $c(L) \in V$; this means precisely that $L$ is the complexification of an affine subspace of $V$. Translation by $c(L)$ induces an affine isomorphism from $V_{L \mathbb{C}}$ onto $L$. Via this isomorphism we equip $L$ with the structure of a complex linear space together with a real form that is equipped with an inner product.

If $L \in \mathcal{A}$, the collection of $X$-hyperplanes containing $L$ is finite; we denote this collection by $\mathcal{H}(L, X)$. Moreover, we put $X(L):=X \cap V_{L}^{\perp}$ and $X^{0}(L):=X^{0} \cap V_{L}^{\perp}$. From the definition of $X^{0}$ it follows that the map $H \mapsto \alpha_{H}$ is a bijection from $\mathcal{H}(L, X)$ onto $X^{0}(L)$. Accordingly we shall identify the sets $\mathbb{N}^{\mathcal{H}(L, X)}$ and $\mathbb{N}^{X^{0}(L)}$. If $\mathcal{H}$ is any $X$-configuration and $d \in \mathbb{N}^{\mathcal{H}}$, we define the polynomial function $q_{L, d}$ by

$$
q_{L, d}:=\prod_{H \in \mathcal{H}(L, X)} l_{H}^{d(H)}
$$

see also Remark 11.1 Let $X_{r}$ be the orthogonal projection of $X \backslash X(L)$ onto $V_{L}$; then $X_{r}$ is a finite set of nonzero elements. Its image in $L$ under translation by $c(L)$ is denoted by $X_{L}$. If $\mathcal{H}$ is an $X$-configuration in $V_{\mathbb{C}}$, then the collection

$$
\mathcal{H}_{L}:=\{H \cap L \mid H \in \mathcal{H}, \emptyset \varsubsetneqq H \cap L \varsubsetneqq L\}
$$

is an $X_{L}$-configuration in $L$; here $L$ is viewed as a complex linear space in the way described above.

We now assume that $L \in \mathcal{A}$ and that $\mathcal{H}$ is an $X$-configuration in $V_{\mathbb{C}}$. In accordance with [10], Sect. 1.3, a linear map $R: \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right) \rightarrow \mathcal{M}\left(L, \mathcal{H}_{L}\right)$ is called a Laurent operator if for every $d \in \mathcal{H}^{\mathbb{N}}$ there exists an element $u_{d} \in S\left(V_{L}^{\perp}\right)$ such that

$$
\begin{equation*}
R \varphi=\left.u_{d}\left(q_{L, d} \varphi\right)\right|_{L} \quad \text { for all } \varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d\right) \tag{11.3}
\end{equation*}
$$

The space of such Laurent operators is denoted by $\operatorname{Laur}\left(V_{\mathbb{C}}, L, \mathcal{H}\right)$.
Now assume in addition that $\mathcal{H}$ contains $\mathcal{H}(L, X)$. Then as in loc. cit. it is seen that, for $R \in \operatorname{Laur}\left(V_{\mathbb{C}}, L, \mathcal{H}\right)$ and $d \in \mathbb{N}^{\mathcal{H}}$, the element $u_{d} \in S\left(V_{L}^{\perp}\right)$ such that (11.3) holds, is uniquely determined. Moreover, it only depends on the restriction of $d$ to $\mathcal{H}(L, X)$, and the associated string $u_{R}:=\left(u_{d} \mid d \in \mathbb{N}^{\mathcal{H}(L, X)}\right)$ belongs to $S_{\leftarrow}\left(V_{L}^{\perp}, X^{0}(L)\right)$. As in [10], Lemma 1.5, the map $R \mapsto u_{R}$ defines a linear isomorphism

$$
\begin{equation*}
\operatorname{Laur}\left(V_{\mathbb{C}}, L, \mathcal{H}\right) \simeq S_{\leftarrow}\left(V_{L}^{\perp}, X^{0}(L)\right) \tag{11.4}
\end{equation*}
$$

If $E$ is a complete locally convex space, and $R \in \operatorname{Laur}\left(V_{\mathbb{C}}, L, \mathcal{H}\right)$ a Laurent operator, we may define a linear operator $R_{E}$ from $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ to $\mathcal{M}\left(L, \mathcal{H}_{L}, E\right)$ by the formula (11.3), for $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ and with $u_{d}$ equal to the $d$-component of $u_{R}$. We shall often denote $R_{E}$ by $R$ as well.

Remark 11.2. Here we note that the algebraic tensor product $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right) \otimes E$ naturally embeds onto a subspace of $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ which is dense. Thus, $R_{E}$ is the unique continuous linear extension of $R \otimes I_{E}$. However, we shall not need this.

Lemma 11.3. Let $L \in \mathcal{A}$ and let $\mathcal{H}$ be an $X$-configuration in $V_{\mathbb{C}}$ containing $\mathcal{H}(L, X)$. Let $R \in \operatorname{Laur}\left(V_{\mathbb{C}}, L, \mathcal{H}\right)$. Then for every $d \in \mathbb{N}^{\mathcal{H}}$ there exists a $d^{\prime} \in \mathbb{N}^{\mathcal{H}_{L}}$ with the following property. For every complete locally convex space $E$ the operator $R_{E}$ maps $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ continuously into the space $\mathcal{M}\left(L, \mathcal{H}_{L}, d^{\prime}, E\right)$.
Proof. This is proved in a similar fashion as in [10], Lemma 1.10.
We shall now relate Laurent operators to the Laurent functionals introduced in the previous section. Let $X_{r}^{0}$ be a minimal subset of $X_{r}$ subject to the condition that it be proportional to $X_{r}$. Let $X_{L}^{0}$ be its image in $L$ under translation by $c(L)$. Thus, with respect to the linear structure of $L$, the set $X_{L}^{0}$ is an analogue for the pair $\left(L, X_{L}\right)$ of the set $X^{0}$ for the pair $(V, X)$.

Lemma 11.4. Let $L \in \mathcal{A}$ and let $\mathcal{H}$ be an $X$-configuration in $V_{\mathbb{C}}$ containing $\mathcal{H}(L, X)$. Let $E$ be a complete locally convex space.
(a) If $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$, then for $w \in L \backslash \bigcup \mathcal{H}_{L}$ the function $z \mapsto \varphi(w+z)$ is meromorphic on $V_{L \mathbb{C}}^{\perp}$, with a germ at 0 that belongs to $\mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, 0, X(L), E\right)$.
(b) If $\mathcal{L} \in \mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, 0, X(L)\right)_{\text {laur }}^{*}$ is an $X(L)$-Laurent functional in $V_{L \mathbb{C}}^{\perp}$, supported at the origin, then for $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ the function

$$
\begin{equation*}
\mathcal{L}_{*} \varphi: w \mapsto \mathcal{L}(\varphi(w+\cdot)) \tag{11.5}
\end{equation*}
$$

belongs to the space $\mathcal{M}\left(L, \mathcal{H}_{L}, E\right)$. The operator $\mathcal{L}_{*}: \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right) \rightarrow \mathcal{M}\left(L, \mathcal{H}_{L}\right)$, defined by (11.5) for $E=\mathbb{C}$, is a Laurent operator.
(c) The map $\mathcal{L} \mapsto \mathcal{L}_{*}$, defined by (11.5) for $E=\mathbb{C}$, is an isomorphism from the space $\mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, 0, X(L)\right)_{\text {laur }}^{*}$ onto the space Laur $\left(V_{\mathbb{C}}, L, \mathcal{H}\right)$. This isomorphism corresponds with the identity on $S_{\leftarrow}\left(V_{L}^{\perp}, X^{0}(L)\right)$, via the isomorphisms of Lemma 10.4 and (11.4).

Proof. See [11, Appendix B, Lemma B.3.
Remark 11.5. In the formulation of (c) we use that the spaces $\mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, 0, X(L)\right)_{\text {laur }}^{*}$ and $\mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, 0, X^{0}(L)\right)_{\text {laur }}^{*}$ are equal; see Lemma 10.3 ,

We now assume that $\mathcal{H}$ is an $X$-configuration, and that $L \in \mathcal{A}$. If $a \in V_{L \mathbb{C}}^{\perp}$, then by $\mathcal{H}_{L}(a)$ we denote the collection of hyperplanes $H^{\prime}$ in $L$ for which there exists a $H \in \mathcal{H}$ such that $H^{\prime}=L \cap[(-a)+H]$. Thus, $\mathcal{H}_{L}(a)=\left(T_{-a} \mathcal{H}\right)_{L}$ and we see that $\mathcal{H}_{L}(a)$ is an $X_{L}$-configuration. If $S \subset V_{L \mathbb{C}}^{\perp}$ is a finite subset, then

$$
\begin{equation*}
\mathcal{H}_{L}(S)=\bigcup_{a \in S} \mathcal{H}_{L}(a) \tag{11.6}
\end{equation*}
$$

is an $X_{L}$-configuration in $L$ as well. The corresponding set of regular points in $L$ equals

$$
L \backslash \bigcup \mathcal{H}_{L}(S)=\{w \in L \mid \forall a \in S \forall H \in \mathcal{H}: \quad a+w \in H \Rightarrow a+L \subset H\}
$$

Corollary 11.6. Let $L \in \mathcal{A}$ and let $\mathcal{H}$ be an $X$-configuration. Let $S \subset V_{L \mathbb{C}}^{\perp}$ be a finite subset and let $E$ be a complete locally convex space.
(a) For every $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ and each $w \in L \backslash \bigcup \mathcal{H}_{L}(S)$, there exists an open neighborhood $\Omega$ of $S$ in $V_{L \mathbb{C}}^{\perp}$ such that the function $\varphi(w+\cdot): z \mapsto \varphi(w+z)$ belongs to $\mathcal{M}(\Omega, X(L), E)$.
(b) Let $\mathcal{L} \in \mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, X(L)\right)_{\text {laur }}^{*}$ be a Laurent functional supported at $S$. For every $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ the function $\mathcal{L}_{*} \varphi: L \backslash \bigcup \mathcal{H}_{L}(S) \rightarrow E$ defined by

$$
\begin{equation*}
\mathcal{L}_{*} \varphi(w):=\mathcal{L}(\varphi(w+\cdot)) \tag{11.7}
\end{equation*}
$$

belongs to $\mathcal{M}\left(L, \mathcal{H}_{L}(S), E\right)$. Finally, $\mathcal{L}_{*}$ is a continuous linear map from $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ to $\mathcal{M}\left(L, \mathcal{H}_{L}(S), E\right)$. In fact, for every $d \in \mathbb{N}^{\mathcal{H}}$ there exists a $d^{\prime} \in \mathbb{N}^{\mathcal{H}_{L}(S)}$, independent of $E$, such that $\mathcal{L}_{*}$ maps $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ continuously into $\mathcal{M}\left(L, \mathcal{H}_{L}(S), d^{\prime}, E\right)$.

Proof. It suffices to prove the result for $S$ consisting of a single point $a$. Applying a translation by $-a$ if necessary, we may as well assume that $a=0$. Then $\mathcal{H}_{L}(S)=$ $\mathcal{H}_{L}(0)=\mathcal{H}_{L}$. Let $\mathcal{H}^{\prime}$ be the union of $\mathcal{H}$ with $\mathcal{H}(L, X)$. Then $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right) \subset$ $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}^{\prime}, E\right)$ and $\left(\mathcal{H}^{\prime}\right)_{L}=\mathcal{H}_{L}=\mathcal{H}_{L}(S)$, hence assertions (a) and (b) of Lemma 11.4 with $\mathcal{H}^{\prime}$ in place of $\mathcal{H}$ imply assertion (a) and (b), except for the final statement about the continuity.

For the final statement of (b), we note that by Lemma 11.4 b), $\mathcal{L}_{*}$ is a Laurent operator $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}^{\prime}\right) \rightarrow \mathcal{M}\left(L, \mathcal{H}_{L}(S)\right)$. Let $d: \mathcal{H} \rightarrow \mathbb{N}$ be a map. We extend $d$ to $\mathcal{H}^{\prime}$ by triviality on $\mathcal{H}^{\prime} \backslash \mathcal{H}$. Then according to Lemma 11.3 there exists a map $d^{\prime}: \mathcal{H}_{L}(S) \rightarrow \mathbb{N}$ such that for any complete locally convex space $E$ the map

$$
\mathcal{L}_{*}: \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}^{\prime}, d, E\right) \rightarrow \mathcal{M}\left(L, \mathcal{H}_{L}(S), d^{\prime}, E\right)
$$

is continuous linear. Since $d$ is zero on $\mathcal{H}^{\prime} \backslash \mathcal{H}$, the first of these spaces equals $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, d, E\right)$ and the asserted continuity follows.

Lemma 11.7. Let $L, \mathcal{H}, S$ and $\mathcal{L}$ be as in Corollary 11.6, and fix $w \in L \backslash \bigcup \mathcal{H}_{L}(S)$. There exists a Laurent functional (in general not unique) $\mathcal{L}^{\prime} \in \mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}$, supported in $w+S$, such that $\mathcal{L}^{\prime} \varphi=\mathcal{L}(\varphi(w+\cdot))$ for all $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right)$.

Proof. As in the proof of Corollary 11.6 we may assume that $S=\{0\}$. Let $\tilde{\mathcal{H}}=$ $\mathcal{H} \cup \mathcal{H}(w, X)$. Then $\mathcal{L}_{*}: \varphi \mapsto \mathcal{L}(\varphi(w+\cdot))$ is a Laurent operator in Laur $\left(V_{\mathbb{C}}, L, \tilde{\mathcal{H}}\right)$, according to Lemma 11.4 (b). On the other hand, it follows from Lemma 10.5 (see Remark (10.6) that there exists a (in general not unique) $X_{L}$-Laurent functional $\mathcal{L}^{\prime \prime}$ on $L$ such that $\psi(w)=\mathcal{L}^{\prime \prime}\left(\psi_{w}\right)$ for each $\psi \in \mathcal{O}_{w}(L)$. The functional $\psi \mapsto \mathcal{L}^{\prime \prime}\left(\psi_{w}\right)$ is defined for $\psi \in \mathcal{M}\left(L, \tilde{\mathcal{H}}_{L}\right)$, and it may be viewed as a Laurent operator in $\operatorname{Laur}\left(L,\{w\}, \tilde{\mathcal{H}}_{L}\right)$, which we denote by the same symbol $\mathcal{L}^{\prime \prime}$ (see 11, Appendix, Remark B.4). It now follows from [10], Lemma 1.8 that the composed map $\mathcal{L}^{\prime \prime} \circ \mathcal{L}_{*}$ belongs to Laur $\left(V_{\mathbb{C}},\{w\}, \tilde{\mathcal{H}}\right)$ and hence by [11], Appendix, Remark B. 4 it is given by an $X$-Laurent functional $\mathcal{L}^{\prime}$, supported at $w$. In particular, for $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right)$ we have from Lemma 11.4 (b) that $w \mapsto \mathcal{L}(\varphi(w+\cdot))$ is holomorphic in a neighborhood of $w$, hence its evaluation at $w$ is obtained from the application of $\mathcal{L}^{\prime \prime}$ to it. Thus $\mathcal{L}(\varphi(w+\cdot))=\mathcal{L}^{\prime} \varphi$ for $\varphi \in \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}\right)$.

Recall from Section 10 that $\mathcal{M}\left(V_{\mathbb{C}}, X, E\right)$ is the union of the spaces $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ with $\mathcal{H}$ an $X$-configuration.

Lemma 11.8. Let $L \in \mathcal{A}$ and let $\mathcal{L} \in \mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, X(L)\right)_{\text {laur }}^{*}$ be a Laurent functional. Then for any complete locally convex space $E$ there exists a unique linear operator

$$
\mathcal{L}_{*}: \mathcal{M}\left(V_{\mathbb{C}}, X, E\right) \rightarrow \mathcal{M}\left(L, X_{L}, E\right)
$$

that coincides on the subspace $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}, E\right)$ with the operator $\mathcal{L}_{*}$ defined in Corollary 11.6, for every $X$-configuration $\mathcal{H}$ in $V_{\mathbb{C}}$.
Proof. Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two $X$-configurations. Let $S=\operatorname{supp}(\mathcal{L})$ and let, for $j=1,2$, the continuous linear operator $\mathcal{L}_{*}^{j}: \mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}_{j}, E\right) \rightarrow \mathcal{M}\left(L, \mathcal{H}_{j L}(S), E\right)$ be defined as in Corollary 11.6 with $\mathcal{H}_{j}$ in place of $\mathcal{H}$. Then it suffices to show that $\mathcal{L}_{*}^{1}$ and $\mathcal{L}_{*}^{2}$ coincide on the intersection of $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}_{1}, E\right)$ and $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}_{2}, E\right)$. That intersection equals $\mathcal{M}\left(V_{\mathbb{C}}, \mathcal{H}_{1} \cap \mathcal{H}_{2}, E\right)$. Let $\varphi$ be a function in the latter space, then from the defining formula (11.7) it follows that $\mathcal{L}_{*}^{1} \varphi=\mathcal{L}_{*}^{2} \varphi$ on the intersection of the sets $L \backslash \bigcup \mathcal{H}_{j L}(S)$, for $j=1,2$. This implies that $\mathcal{L}_{*}^{1} \varphi$ and $\mathcal{L}_{*}^{2} \varphi$ coincide as elements of $\mathcal{M}(L)$.

We end this section with another useful consequence.
Lemma 11.9. Let $\mathcal{L} \in \mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, X(L)\right)_{\text {laur }}^{*}$. Let the finite subset $\widetilde{\sim}$ of $V \times V \backslash\{(0,0)\}$ be defined by $\widetilde{X}=(X \times\{0\}) \cup(\{0\} \times X)$. If $\Phi \in \mathcal{M}\left(V_{\mathbb{C}} \times V_{\mathbb{C}}, \widetilde{X}\right)$, then

$$
\Psi:\left(w_{1}, w_{2}\right) \mapsto \mathcal{L}\left(\Phi\left(\cdot+w_{1}, \cdot+w_{2}\right)\right)
$$

defines a function in $\mathcal{M}\left(L \times L, \widetilde{X}_{L}\right)$, where $\widetilde{X}_{L}=\left(X_{L} \times\{c(L)\}\right) \cup\left(\{c(L)\} \times X_{L}\right)$. In particular, the pull-back of $\Psi$ under the diagonal embedding $j: L \rightarrow L \times L$ belongs to the space $\mathcal{M}\left(L, X_{L}\right)$.
Proof. Equip $V_{L}^{\perp} \times V_{L}^{\perp}$ with one half times the direct sum inner product. Then the diagonal embedding $\iota: z \mapsto(z, z)$ is an isometry of $V_{L}^{\perp}$ into $V_{L}^{\perp} \times V_{L}^{\perp}$. Its adjoint is the map $p:\left(z_{1}, z_{2}\right) \mapsto \frac{1}{2}\left(z_{1}+z_{2}\right)$ from $V_{L}^{\perp} \times V_{L}^{\perp}$ onto $V_{L}^{\perp}$. The intersection $\widetilde{X}(L):=\widetilde{X} \cap\left(V_{L}^{\perp} \times V_{L}^{\perp}\right)$ equals $(X(L) \times\{0\}) \cup(\{0\} \times X(L))$. Its image under $p$ is given by $\widetilde{X}(L)_{0}=\frac{1}{2} X(L)$. Thus, according to Lemma 10.10 the space of $\widetilde{X}(L)_{0}$-Laurent functionals on $V_{L \mathbb{C}}^{\perp}$ is equal to the space of $X(L)$-Laurent functionals on $V_{L \mathbb{C}}^{\perp}$. Hence, according to Lemma 10.14 and the remark following its proof, we have an associated push-forward map $\iota_{*}$ from $\mathcal{M}\left(V_{L \mathbb{C}}^{\perp}, X(L)\right)_{\text {laur }}^{*}$ to $\mathcal{M}\left(V_{L \mathbb{C}}^{\perp} \times V_{L \mathbb{C}}^{\perp}, \widetilde{X}(L)\right)_{\text {laur }}^{*}$.

For generic $w_{1}, w_{2} \in L$ we define the meromorphic function $\Phi^{\left(w_{1}, w_{2}\right)}$ on $V_{L \mathbb{C}}^{\perp} \times$ $V_{L \mathbb{C}}^{\perp}$ by $\Phi^{\left(w_{1}, w_{2}\right)}\left(z_{1}, z_{2}\right)=\Phi\left(w_{1}+z_{1}, w_{2}+z_{2}\right)$. The definition of $\Psi$ may now be rewritten as $\Psi\left(w_{1}, w_{2}\right)=\mathcal{L}\left[\iota^{*}\left(\Phi^{\left(w_{1}, w_{2}\right)}\right)\right]$. By (10.6) it follows that $\Psi\left(w_{1}, w_{2}\right)=$ $\iota_{*}(\mathcal{L})\left(\Phi^{\left(w_{1}, w_{2}\right)}\right)$, or, equivalently, in the notation of Lemma 11.8 ,

$$
\Psi=\left[\iota_{*}(\mathcal{L})\right]_{*} \Phi .
$$

We now observe that $\widetilde{X}_{L}=(\widetilde{X})_{L \times L}$. Hence it follows by application of Lemma 11.8, that $\Psi \in \mathcal{M}\left(L \times L, \tilde{X}_{L}\right)$. There exists an $\tilde{X}_{L}$-configuration $\tilde{\mathcal{H}}$ in $L \times L$ such that $\Psi \in \mathcal{M}(L \times L, \tilde{\mathcal{H}})$. Any hyperplane $\tilde{H} \in \tilde{\mathcal{H}}$ is of the form $\tilde{H}=H \times L$ or $\tilde{H}=L \times H$, with $H$ an $X_{L}$-hyperplane in $L$. In both cases $j^{-1}(\tilde{H})=H$. It now follows that $j^{-1}(\tilde{\mathcal{H}})$ is an $X_{L}$-configuration in $L$, and that $j^{*} \Psi \in \mathcal{M}\left(L, X_{L}\right)$.

## 12. Analytic families of a special type

In this section we introduce a space $\mathcal{E}_{Q}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)$ of analytic families of $\mathbb{D}(\mathrm{X})$ finite $\tau$-spherical functions whose singular locus is a $\Sigma$-configuration. The definition of this space is motivated by the fact that it contains the families obtained from
applying Laurent functionals to partial Eisenstein integrals related to a minimal $\sigma$-parabolic subgroup, as we shall see in the following sections, and by the fact that the vanishing theorem is applicable, provided the condition of asymptotic globality is fulfilled; see Theorem 12.10 ,

In this section we fix a choice $\Sigma^{+}$of positive roots for $\Sigma$ and denote by $P_{0}$ the associated minimal standard $\sigma$-parabolic subgroup.

Definition 12.1. Let $Q \in \mathcal{P}_{\sigma}$ and let $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be a finite subset. We define

$$
\begin{equation*}
C_{Q, Y}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right) \tag{12.1}
\end{equation*}
$$

to be the space of functions $f: \mathfrak{a}_{Q q \mathrm{c}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$, meromorphic in the first variable, for which there exist a constant $k \in \mathbb{N}$, a $\Sigma_{r}(Q)$-hyperplane configuration $\mathcal{H}$ in $\mathfrak{a}_{Q q \mathrm{c}}^{*}$ and a function $d: \mathcal{H} \rightarrow \mathbb{N}$ such that the following conditions are fulfilled.
(a) The function $\lambda \mapsto f_{\lambda}$ belongs to the space $\mathcal{M}\left(\mathfrak{a}_{Q q \mathrm{c}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)$ defined below (11.1).
(b) For every $P \in \mathcal{P}_{\sigma}^{\min }$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ there exist functions $q_{s, \xi}(P, v \mid f)$ in $P_{k}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{q}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{0, v}: \tau_{\mathrm{M}}\right)\right)$, for $s \in W / W_{Q}$ and $\xi \in-s W_{Q} Y+$ $\mathbb{N} \Delta(P)$, with the following property. For all $\lambda \in \mathfrak{a}_{Q q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}, m \in \mathrm{X}_{0, v}$ and $a \in A_{\mathrm{q}}^{+}(P)$,

$$
\begin{equation*}
f_{\lambda}(m a v)=\sum_{s \in W / W_{Q}} a^{s \lambda-\rho_{P}} \sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} q_{s, \xi}(P, v \mid f, \log a)(\lambda, m), \tag{12.2}
\end{equation*}
$$

where the $\Delta(P)$-exponential polynomial series of each inner sum converges neatly on $A_{\mathrm{q}}^{+}(P)$.
(c) For every $P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $s \in W / W_{Q}$, the series

$$
\sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} q_{s, \xi}(P, v \mid f, \log a)
$$

converges neatly on $A_{\mathrm{q}}^{+}(P)$, as an exponential polynomial series with coefficients in the space $\mathcal{M}\left(\mathfrak{a}_{Q q \mathrm{c}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{0, v}: \tau_{\mathrm{M}}\right)\right)$ (see below (11.1) ).
Finally, we define

$$
\begin{equation*}
C_{0}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right):=C_{P_{0},\{0\}}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right) . \tag{12.3}
\end{equation*}
$$

Remark 12.2. Note the analogy between the above definition and Definition 7.1 In fact, let $\Omega=\mathfrak{a}_{Q q \mathrm{c}}^{*} \backslash \bigcup \mathcal{H}$, then it follows immediately from the definitions that the restriction of $f$ to $\Omega \times \mathrm{X}_{+}$belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. Moreover, it follows from Lemma 7.3 that the functions $q_{s, \mu}(P, v \mid f)$ introduced above are unique, and that the notation used here is consistent with the notation in Definition 7.1. The precise relation between the definitions is given in Lemma 12.5 below.
Remark 12.3. In analogy with Remark 7.2 we note that the space (12.1) depends on $Q$ through its $\sigma$-split component $A_{Q q}$. Moreover, it suffices in the above definition to require conditions (b) and (c) for a fixed $P \in \mathcal{P}_{\sigma}^{\min }$ and all $v$ in a given set $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of representatives for $W / W_{K \cap H}$. Alternatively, it suffices to require those conditions for a fixed given $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and each $P \in \mathcal{P}_{\sigma}^{\min }$.

Finally, we note that $\mathfrak{a}_{P_{0} q}=\mathfrak{a}_{q}$, hence ${ }^{*} \mathfrak{a}_{P_{0}}=\{0\}$. Thus, if $Q=P_{0}$, we only need to consider the finite set $Y=\{0\}$. This explains the limitation in (12.3).

It follows from Remark 12.2 that the following definition of the notion of asymptotic degree is in accordance with the definition of the similar notion in Definition 7.1.

Definition 12.4. Let $f \in C_{Q, Y}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$. We define the asymptotic degree of $f$, denoted $\operatorname{deg}_{\mathrm{a}}(f)$, to be the smallest integer $k$ for which there exist $\mathcal{H}, d$ such that the conditions of Definition 12.1 are fulfilled. Moreover, we denote by $\mathcal{H}_{f}$ the smallest $\Sigma_{r}(Q)$-configuration in $\mathfrak{a}_{Q q \mathrm{C}}^{*}$ such that the conditions of Definition 12.1 are fulfilled with $k=\operatorname{deg}_{\mathrm{a}}(f)$ and for some $d: \mathcal{H}_{f} \rightarrow \mathbb{N}$. These choices being fixed, we denote by $d_{f}$ the $\preceq$-minimal map $\mathcal{H}_{f} \rightarrow \mathbb{N}$ for which the conditions of the definition are fulfilled. Finally, we put $\operatorname{reg}_{\mathrm{a}}(f):=\mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}_{f}$.

If $Q \in \mathcal{P}_{\sigma}$, we denote by $\Sigma_{r 0}(Q)$ the set of indivisible roots in $\Sigma_{r}(Q)$, i.e., the roots $\alpha \in \Sigma_{r}(Q)$ with $\left.] 0,1\right] \alpha \cap \Sigma_{r}(Q)=\{\alpha\}$. Moreover, we put $\Sigma_{0}^{+}=\Sigma_{r 0}\left(P_{0}\right)$. Let $\mathcal{H}$ be a $\Sigma_{r}(Q)$-configuration in $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ and $d: \mathcal{H} \rightarrow \mathbb{N}$ a map. If $\omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ is a bounded subset, we define $\pi_{\omega, d}$ as in (11.1) with $V=\mathfrak{a}_{Q \mathrm{q}}^{*}, X=\Sigma_{r}(Q)$ and $X^{0}=\Sigma_{r 0}(Q)$.
Lemma 12.5. Let $Q \in \mathcal{P}_{\sigma}, Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset, $\mathcal{H}$ a $\Sigma_{r}(Q)$-configuration in $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ and $d \in \mathbb{N}^{\mathcal{H}}$. Assume that $f \in \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)$. Then the following two conditions are equivalent.
(a) The function $f$ belongs to $C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$ and satisfies $\mathcal{H}_{f} \subset \mathcal{H}$ and $d_{f} \preceq d$.
(b) For every nonempty bounded open subset $\omega \subset \mathfrak{a}_{Q \mathrm{qC}}^{*}$, the function $f_{\pi_{\omega, d}}:(\lambda, x)$ $\mapsto \pi_{\omega, d}(\lambda) f(\lambda, x), \omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \omega\right)$.
Moreover, if one of the above equivalent conditions is fulfilled, then for every nonempty bounded open subset $\omega \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ and all $P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right), s \in W / W_{Q}$ and $\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)$,

$$
\begin{equation*}
q_{s, \xi}\left(P, v \mid f_{\pi_{\omega, d}}\right)=\pi_{\omega, d} q_{s, \xi}(P, v \mid f) \tag{12.4}
\end{equation*}
$$

where on the right-hand side we have identified $\pi_{\omega, d}$ with the function $1 \otimes \pi_{\omega, d} \otimes 1$ in $P\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes \mathcal{O}(\omega) \otimes C^{\infty}\left(\mathrm{X}_{0, v}: \tau\right)$.

Proof. Assume that (a) holds and that $\omega \subset \mathfrak{a}_{Q q \mathrm{c}}^{*}$ is a nonempty bounded open subset. Put $\pi=\pi_{\omega, d}$ and $f_{\pi}=f_{\pi_{\omega, d}}$. It follows from Definition 12.1 (a) that $f_{\pi}: \omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ is smooth and that $f_{\pi \lambda}$ is $\tau$-spherical for every $\lambda \in \omega$. Thus, it remains to verify conditions (b) and (c) of Definition 7.1 for $f_{\pi}$. Let $P \in \mathcal{P}_{\sigma}^{\min }$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. For $s \in W / W_{Q}$ and $\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)$ we define

$$
q_{s, \xi}^{\prime}\left(P, v \mid f_{\pi}, X, \lambda, m\right):=\pi(\lambda) q_{s, \xi}(P, v \mid f, X, \lambda, m)
$$

Then conditions (b) and (c) of Definition [7.1, with $k=\operatorname{deg}_{\mathrm{a}} f$ and with $q_{s, \xi}^{\prime}$ in place of $q_{s, \xi}$, follow from the similar conditions of Definition 12.1. Thus, it follows that $f_{\pi} \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \omega\right)$ and that (12.4) holds for all $P \in \mathcal{P}_{\sigma}^{\min }, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right), s \in W$ and $\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)$.

Now assume that (b) holds, then it suffices to show that (a) holds. Let $\omega$ be a bounded nonempty open subset of $\mathfrak{a}_{Q q \mathrm{c}}^{*}$. Then it follows from Definition 7.1 that the function $f_{\pi}=f_{\pi_{\omega, d}}: \omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ is smooth; moreover, from condition (a) of the mentioned definition it follows that $f_{\pi, \lambda}$ is $\tau$-spherical for every $\lambda \in \omega$. Hence the map $\lambda \mapsto f_{\pi}$ belongs to $\mathcal{O}\left(\omega, C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)$. Since $\omega$ was arbitrary, this implies that $\lambda \mapsto f_{\lambda}$ belongs to $\mathcal{M}\left(\mathfrak{a}_{Q q \mathrm{c}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)$. Hence $f$ satisfies condition (a) of Definition 12.1. Now let $P \in \mathcal{P}_{\sigma}^{\min }$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then it remains to establish conditions (b) and (c) of that definition.

If $\omega$ is a nonempty bounded open subset of $\mathfrak{a}_{Q q \mathrm{C}}^{*}$, then obviously the restriction to $\omega \backslash \bigcup \mathcal{H}$ of the function $f_{\pi}$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \omega \backslash \bigcup \mathcal{H}\right)$. Moreover, since $\pi_{\omega, d}$ is nowhere zero on $\omega \backslash \bigcup \mathcal{H}$, it follows from division by $\pi_{\omega, d}$ that the restriction $\left.f\right|_{(\omega \backslash \cup \mathcal{H}) \times \mathrm{X}_{+}}$belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \omega \backslash \bigcup \mathcal{H}\right)$. Hence, in view of Lemma 7.5, the function $f$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, where $\Omega:=\mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}$. Let $k=\operatorname{deg}_{\mathrm{a}} f$.

It follows from the division by $\pi_{\omega, d}$, that for every $s \in W$ and $\xi \in-s W_{Q} Y+$ $\mathbb{N} \Delta(P)$,

$$
\pi_{\omega, d}(\lambda) q_{s, \xi}(P, v \mid f, \cdot, \lambda)=q_{s, \xi}\left(P, v \mid f_{\pi}, \cdot, \lambda\right), \quad(\lambda \in \omega \backslash \bigcup \mathcal{H})
$$

In particular, the function $(X, \lambda) \mapsto \pi_{\omega, d}(\lambda) q_{s, \xi}(P, v \mid f, X, \lambda)$ belongs to the space $P_{k}\left(\mathfrak{a}_{\mathrm{q}}\right) \otimes \mathcal{O}\left(\omega, C^{\infty}\left(\mathrm{X}_{0, v}: \tau_{\mathrm{M}}\right)\right)$. Since $\omega$ is arbitrary, this implies that $f$ satisfies condition (b) of Definition 12.1.

From condition (c) of Definition 7.1 with $f_{\pi}$ and $\omega$ in place of $f$ and $\Omega$, respectively, it follows that, for $s \in W$, the series

$$
\sum_{\xi \in-s W_{Q} Y+\mathbb{N} \Delta(P)} a^{-\xi} \pi_{\omega, d}(\lambda) q_{s, \xi}(P, v \mid f, \log a, \lambda)
$$

converges neatly on $A_{\mathrm{q}}^{+}(P)$ as a $\Delta(P)$-exponential polynomial series with coefficients in $\mathcal{O}\left(\omega, C^{\infty}\left(\mathrm{X}_{0, v}: \tau\right)\right)$. Since $\omega$ was arbitrary, it follows from the definition of the topology on $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{0, v}: \tau_{\mathrm{M}}\right)\right.$ ) (see Section 11) that $f$ satisfies condition (c) of Definition 12.1.
Lemma 12.6. Let $f \in C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$ and $D \in \mathbb{D}(\mathrm{X})$. Then $D f \in C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$. Moreover, $\mathcal{H}_{D f} \subset \mathcal{H}_{f}, d_{D f} \preceq d_{f}$ and $\operatorname{deg}_{\mathrm{a}} D f \leq \operatorname{deg}_{\mathrm{a}} f$.
Proof. This follows from a straightforward combination of Lemma 12.5with Proposition 7.6

If $f \in C_{Q, Y}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$, then by Remark 12.2 the function $f$ belongs to $C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, with $\Omega=\operatorname{reg}_{\mathrm{a}} f$. Let $k=\operatorname{deg}_{\mathrm{a}} f$. For $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right), \sigma \in$ $W / \sim_{P \mid Q}$ and $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$, let $q_{\sigma, \xi}(P, v \mid f) \in P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{O}\left(\Omega, C^{\infty}\left(\mathrm{X}_{P, v,+}\right.\right.$ : $\left.\tau_{P}\right)$ ) be the function defined in Theorem 7.7.
Lemma 12.7. Let $Q \in \mathcal{P}_{\sigma}$ and $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset. Assume that $f \in$ $C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$ and put $k=\operatorname{deg}_{\mathrm{a}} f$. Let $P \in \mathcal{P}_{\sigma}$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then, for every $\lambda \in \operatorname{reg}_{\mathrm{a}} f$, the set $\operatorname{Exp}\left(P, v \mid f_{\lambda}\right)$ is contained in $\left.W(\lambda+Y)\right|_{\mathfrak{a}_{P q}}-\rho_{P}-\mathbb{N} \Delta_{r}(P)$. Moreover, let $\sigma \in W / \sim_{P \mid Q}$. Then
(a) for every $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$,

$$
q_{\sigma, \xi}(P, v \mid f) \in P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}_{f}, d_{f}, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)
$$

(b) for every $R>1$, the series

$$
\sum_{\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)} a^{-\xi} q_{\sigma, \xi}(P, v \mid f, \log a)
$$

converges neatly on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$ as a $\Delta_{r}(P)$-exponential polynomial series with coefficients in $\mathcal{M}\left(\mathfrak{a}_{\mathrm{q}}^{*}, \mathcal{H}_{f}, d_{f}, C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tau_{P}\right)\right)$.
Proof. Let $\Omega=\operatorname{reg}_{\mathrm{a}} f$. Then $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$. It follows from Theorem 7.7 that the assertion about the $(P, v)$-exponents of $f_{\lambda}$ holds. That (a) and (b) hold can be seen as in the last part of the proof of Lemma 12.5 with the reference to Definition 7.1 replaced by reference to Theorem 7.7.

The following definition is the analogue for $C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$ of Definitions 9.1 and 9.5 .

Definition 12.8. Let $Q \in \mathcal{P}_{\sigma}$ and $\delta \in \mathrm{D}_{Q}$ (see (9.1)). Then for $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset we define

$$
\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)
$$

to be the space of functions $f \in C_{Q, Y}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$ (see Definition 12.1) such that, for all $\lambda \in \operatorname{reg}_{\mathrm{a}}(f)$, the function $f_{\lambda}: x \mapsto f(\lambda, x)$ is annihilated by the cofinite ideal $I_{\delta, \lambda}$. Moreover, we define

$$
\mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right):=\bigcup_{Y \subset \subset^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}} \text { finite } \mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)
$$

The spaces

$$
\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {glob }}, \quad \mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {glob }}
$$

are defined to be the spaces of functions $f$ in $\mathcal{E}_{Q, Y}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)$, resp. $\mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)$, for which the condition in Definition 9.5 is satisfied by the restriction to $\Omega=\operatorname{reg}_{\mathrm{a}} f$.

Finally, we define

$$
\mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right):=\mathcal{E}_{P_{0}}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right), \quad \mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\mathrm{glob}}:=\mathcal{E}_{P_{0}}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\mathrm{glob}}
$$

for $\delta \in D_{P_{0}}$.
Remark 12.9. Combining Lemmas 12.5 and 9.4 we see that, in the above definition of $\mathcal{E}_{Q, Y}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)$, it suffices to require that $I_{\delta, \lambda}$ annihilates $f_{\lambda}$ for $\lambda$ in a nonempty open subset of $\operatorname{reg}_{\mathrm{a}}(f)$.

We now come to a special case of Theorem 9.10 that will be particularly useful in the following. Let ${ }^{Q} \mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be a complete set of representatives for $W_{Q} \backslash W / W_{K \cap H}$.

Theorem 12.10 (A special case of the vanishing theorem). Let $Q \in \mathcal{P}_{\sigma}$ and let $\delta \in D_{Q}$. Let $f \in \mathcal{E}_{Q}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {glob }}$ and let $\Omega^{\prime}$ be a nonempty open subset of $\operatorname{reg}_{\mathrm{a}} f$. If

$$
\lambda-\rho_{Q} \notin \operatorname{Exp}\left(Q, u \mid f_{\lambda}\right)
$$

for each $u \in{ }^{Q} \mathcal{W}$ and all $\lambda \in \Omega^{\prime}$, then $f=0$.
Proof. Put $\Omega=\operatorname{reg}_{a}(f)$. It follows immediately from the definitions that the restriction $f_{\Omega}$ of $f$ to $\Omega$ is a family in $\mathcal{E}_{Q}\left(\mathrm{X}_{+}: \tau: \Omega: \delta\right)_{\text {glob }}$. Moreover, being the complement of a locally finite collection of hyperplanes, $\Omega$ is $Q$-distinguished in $\mathfrak{a}_{Q q \mathrm{q}}^{*}$. It follows that $f_{\Omega}$ satisfies all hypothesis of Theorem 9.10 hence $f_{\Omega}=0$ and hence $f=0$.

## 13. Action of Laurent functionals on analytic families

Let $Q \in \mathcal{P}_{\sigma}$ be fixed. We shall discuss the application of a Laurent functional $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$, to the $\lambda$-variable of a family $f \in C_{0}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$ (see (12.3) $)$. More precisely, we want to set up a natural condition on $f$ under which the family $\mathcal{L}_{*} f$ obtained from applying $\mathcal{L}$ to $f$ belongs to the proper function space so that Theorem 12.10 is applicable. We first show, in Lemma 13.5 that if $f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)$ (see Definition 12.8), then $\mathcal{L}_{*} f \in \mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta^{\prime}\right)$ for some $\delta^{\prime}$. Thus, an extra
condition is needed only to ensure the asymptotic globality of $\mathcal{L}_{*} f$. The condition, called holomorphic globality, is given in Definition 13.6, and the appropriate space of functions is then defined in Definition 13.10, The statement that makes Theorem 12.10 applicable is finally given in Theorem 13.12,

Given a $\Sigma$-configuration $\mathcal{H}$ in $\mathfrak{a}_{\mathrm{qC}}^{*}$ and a finite subset $S \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ we define the $\Sigma_{r}(Q)$-configuration $\mathcal{H}_{Q}(S)=\mathcal{H}_{\mathfrak{a}_{Q \mathrm{qC}}^{*}}(S)$ as in (11.6), with $V=\mathfrak{a}_{\mathrm{qc}}^{*}, X=\Sigma$, and $L=\mathfrak{a}_{Q \mathrm{qc}}^{*}$. Thus, for $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ we have

$$
\nu \notin \bigcup \mathcal{H}_{Q}(S) \Longleftrightarrow\left[\forall \lambda \in S \forall H \in \mathcal{H}: \quad \lambda+\nu \in H \Rightarrow \lambda+\mathfrak{a}_{Q \mathrm{qc}}^{*} \subset H\right]
$$

We recall from Lemma 11.8 that a Laurent functional $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ induces a linear operator

$$
\begin{equation*}
\mathcal{L}_{*}: \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma, U\right) \rightarrow \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{r}(Q), U\right) \tag{13.1}
\end{equation*}
$$

for any complete locally convex space $U$.
Lemma 13.1. Let $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ and put $Y=\operatorname{supp} \mathcal{L}$. Let $\mathcal{H}$ be a $\Sigma$ configuration in $\mathfrak{a}_{\mathrm{qC}}^{*}$, and let $\mathcal{H}^{\prime}=\mathcal{H}_{Q}(Y)$. Then for every map d: $\mathcal{H} \rightarrow \mathbb{N}$ there exists a map $d^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathbb{N}$ such that, for every complete locally convex space $U$, the linear map (13.1) restricts to a continuous linear operator

$$
\mathcal{L}_{*}: \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, U\right) \rightarrow \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, U\right)
$$

Proof. This follows immediately from Corollary 11.6.
For the formulation of the next result it will be convenient to introduce a particular linear map. Let $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ and let $\lambda_{0} \in Y:=\operatorname{supp} \mathcal{L}$. Let $\mathcal{L}_{\lambda_{0}} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ be the Laurent functional supported at $\lambda_{0}$, defined as in Remark 10.9, and let $U$ be a complete locally convex space. If $P \in \mathcal{P}_{\sigma}$ and $s \in W_{P} \backslash W$, then we define the linear operator $\mathcal{L}_{\lambda_{0} *}^{P, s}$ from $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \Sigma, U\right)$ into $C\left(\mathfrak{a}_{P \mathrm{q}}, \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{q}}^{*}, \Sigma_{r}(Q), U\right)\right)$ by the formula

$$
\begin{equation*}
\mathcal{L}_{\lambda_{0} *}^{P, s} \varphi(X, \nu)=e^{-s\left(\lambda_{0}+\nu\right)(X)} \mathcal{L}_{\lambda_{0} *}\left[e^{s(\cdot)(X)} \varphi(\cdot)\right](\nu) \tag{13.2}
\end{equation*}
$$

for $\varphi \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, U\right), X \in \mathfrak{a}_{P \mathrm{q}}$ and $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}_{Q}(Y)$.
If $f \in C_{0}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$, then $f$, viewed as the function $\lambda \mapsto f_{\lambda}$, belongs to the complete locally convex space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}_{f}, d_{f}, C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)$. Accordingly,

$$
\begin{equation*}
\mathcal{L}_{*} f \in \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right) \tag{13.3}
\end{equation*}
$$

where $\mathcal{H}^{\prime}=\mathcal{H}_{f Q}(Y)$ and $d^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathbb{N}$ is associated with $\mathcal{L}, \mathcal{H}_{f}$ and $d_{f}$ as in Lemma 13.1. We note that by definition

$$
\begin{equation*}
\mathcal{L}_{*} f(\nu, x)=\mathcal{L}[f(\cdot+\nu, x)], \quad\left(\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}^{\prime}, x \in \mathrm{X}_{+}\right) \tag{13.4}
\end{equation*}
$$

Proposition 13.2. Let $Q \in \mathcal{P}_{\sigma}$ and let $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{q}}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ be a Laurent functional with support contained in the finite subset $Y \subset{ }^{*} \mathfrak{a}_{Q q \mathrm{cc}}^{*}$. Assume that $f \in$ $C_{0}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$, and let $k=\operatorname{deg}_{\mathrm{a}} f$.
(a) The function $\mathcal{L}_{*} f$, defined as in (13.4), belongs to the space $C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$. Moreover, $\mathcal{H}_{\mathcal{L}_{*} f} \subset \mathcal{H}^{\prime}=\mathcal{H}_{f Q}(Y)$ and $\operatorname{deg}_{\mathrm{a}} \mathcal{L}_{*} f \leq k+k^{\prime}$, with $k^{\prime} \in \mathbb{N} a$ constant only depending on $\mathcal{L}, \mathcal{H}_{f}$ and $d_{f}$.
(b) Let $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{q}\right)$. Then, for $\sigma \in W / \sim_{P \mid Q}$ and $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$,

$$
\begin{align*}
& q_{\sigma, \xi}\left(P, v \mid \mathcal{L}_{*} f, X, \nu\right) \\
& \quad=\sum_{\lambda \in Y} \sum_{\substack{s \in W_{P} \backslash W,[s]=\sigma \\
s \lambda \mid \mathfrak{a}_{P q}+\xi \in \mathbb{N} \Delta_{r}(P)}} \mathcal{L}_{\lambda *}^{P, s}\left[q_{s,\left.s \lambda\right|_{a_{P q}}+\xi}(P, v \mid f)(X, \cdot)\right](\nu, X), \tag{13.5}
\end{align*}
$$

for all $X \in \mathfrak{a}_{P \mathrm{q}}$ and $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}^{\prime}$. In particular,

$$
\begin{aligned}
& \operatorname{Exp}\left(P, v \mid\left(\mathcal{L}_{*} f\right)_{\nu}\right) \\
& \quad \subset\left\{\left.s(\nu+\lambda)\right|_{\mathfrak{a}_{P q}}-\rho_{P}-\mu \mid s \in W, \lambda \in Y, \mu \in \mathbb{N} \Delta_{r}(P), q_{s, \mu}(P, v \mid f) \neq 0\right\}
\end{aligned}
$$

Remark 13.3. Note that the index set of the inner sum in 13.5 may be empty. We agree that such a sum should be interpreted as zero.

The following lemma prepares for the proof of the proposition.
Lemma 13.4. Let $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ be a Laurent functional with support contained in the finite set $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$. Let $\mathcal{H}$ be a $\Sigma$-configuration in $\mathfrak{a}_{\mathrm{qc}}^{*}$ and $d: \mathcal{H} \rightarrow$ $\mathbb{N}$ a map. Let $\mathcal{H}^{\prime}=\mathcal{H}_{Q}(Y)$ and $d^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathbb{N}$ be as in Lemma 13.1. There exists a natural number $k^{\prime} \in \mathbb{N}$ with the following property.

For every $\lambda_{0} \in Y$, every $P \in \mathcal{P}_{\sigma}$, each $s \in W_{P} \backslash W$ and any complete locally convex space $U$, the operator $\mathcal{L}_{\lambda_{0} *}^{P, s}$ restricts to a continuous linear map

$$
\mathcal{L}_{\lambda_{0} *}^{P, s}: \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, U\right) \rightarrow P_{k^{\prime}}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, U\right)
$$

Proof. For a fixed $X \in \mathfrak{a}_{P \mathrm{q}}$, multiplication by the holomorphic function $e^{s(\cdot)(X)}: \mathfrak{a}_{\mathrm{qc}}^{*}$ $\rightarrow \mathbb{C}$ yields a continuous linear endomorphism of the space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, U\right)$; similarly, multiplication by the holomorphic function $e^{-s\left(\lambda_{0}+\cdot\right)(X)}: \mathfrak{a}_{Q \mathrm{qc}}^{*} \rightarrow \mathbb{C}$ yields a continuous linear endomorphism of $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, U\right)$. It now follows from (13.2) that for a fixed $X \in \mathfrak{a}_{P \mathrm{q}}$, the function $\mathcal{L}_{\lambda_{0} *}^{P, s} \varphi(X)$ belongs to the space $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, U\right)$ and depends continuously on $\varphi$. Thus, it remains to establish the polynomial dependence on $X$.

For any $\Sigma$-hyperplane $H \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ we denote by $\alpha_{H}$ the root from $\Sigma_{0}^{+}$such that $H$ is a translate of $\alpha_{H \mathrm{C}}^{\perp}$. Let $\Sigma_{Q, 0}^{+}:=\Sigma_{Q} \cap \Sigma_{0}^{+}$and let $d_{0}: \Sigma_{Q, 0}^{+} \rightarrow \mathbb{N}$ be defined by $d_{0}(\alpha)=$ $d\left(\alpha^{\perp}+\lambda_{0}\right)$; thus $d_{0}(\alpha)=0$ if $\alpha^{\perp}+\lambda_{0} \notin \mathcal{H}$. We define $\pi_{0}=\pi_{\lambda_{0}, d_{0}}$ as in (10.1) with ${ }^{*} \mathfrak{a}_{Q \mathrm{q}}^{*}, \lambda_{0}, \Sigma_{Q, 0}^{+}$and $d_{0}$ in place of $V, a, X$ and $d$, respectively. If $\varphi \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, U\right)$, then for $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}^{\prime}$, the germ of the function $\varphi^{\nu}: \lambda \mapsto \varphi(\lambda+\nu)$ at $\lambda_{0}$ belongs to $\pi_{0}^{-1} \mathcal{O}_{\lambda_{0}}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, U\right)$. Hence there exists a constant coefficient differential operator $u_{0} \in S\left({ }^{*} \mathfrak{a}_{Q q}^{*}\right)$, independent of $U$, such that

$$
\begin{equation*}
\mathcal{L}_{\lambda_{0} *} \varphi(\nu)=u_{0}\left[\pi_{0}(\cdot) \varphi(\cdot+\nu)\right]\left(\lambda_{0}\right), \quad\left(\nu \in \mathfrak{a}_{Q \mathrm{q}}^{*} \backslash \bigcup \mathcal{H}^{\prime}\right) \tag{13.6}
\end{equation*}
$$

for any $\varphi \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, U\right)$. Inserting (13.6) in (13.2) we find that

$$
\begin{aligned}
\mathcal{L}_{\lambda_{0} *}^{P, s} \varphi(X, \nu) & =e^{-s\left(\lambda_{0}+\nu\right)(X)} u_{0}\left[e^{s(\cdot+\nu)(X)} \pi_{0}(\cdot) \varphi(\cdot+\nu)\right]\left(\lambda_{0}\right) \\
& =e^{-s\left(\lambda_{0}\right)(X)} u_{0}\left[e^{s(\cdot)(X)} \pi_{0}(\cdot) \varphi(\cdot+\nu)\right]\left(\lambda_{0}\right)
\end{aligned}
$$

By application of the Leibniz rule it finally follows that this expression is polynomial in the variable $X$ of degree at most $k^{\prime}:=\operatorname{order}\left(u_{0}\right)$.

Proof of Proposition 13.2. By linearity we may assume that $\operatorname{supp} \mathcal{L}$ consists of a single point $\lambda_{0} \in^{*} \mathfrak{a}_{Q q \mathrm{q}}^{*}$. Let $\mathcal{H}=\mathcal{H}_{f}$ and $d=d_{f}$, and let $d^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathbb{N}$ and $k^{\prime} \in \mathbb{N}$ be associated as in Lemmas 13.1 and 13.4. We will establish parts (a), (b) and (c) of Definition 12.1 for $\mathcal{L}_{*} f$ with $k, \mathcal{H}$ and $d$ replaced by $k+k^{\prime}, \mathcal{H}^{\prime}$ and $d^{\prime}$. Note that part (a) was observed already in (13.3). Put $\Omega:=\mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}^{\prime}$. Then, in particular, the function $\mathcal{L}_{*} f: \Omega \times \mathrm{X}_{+} \rightarrow V_{\tau}$ is smooth.

We will establish parts (b) and (c) of Definition 12.1by obtaining an exponential polynomial expansion for $\left(\mathcal{L}_{*} f\right)_{\nu}$, for $\nu \in \Omega$, along $P \in \mathcal{P}_{\sigma}^{\min }$. However, having the proof of (13.5) in mind, we assume only $P \in \mathcal{P}_{\sigma}$ at present. Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then $f \in C_{P_{0},\{0\}}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \mathfrak{a}_{\mathrm{qC}}^{*} \backslash \bigcup \mathcal{H}\right)$ by Remark 12.2 Hence by Lemma 12.7 and (7.13) we obtain, for $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*} \backslash \bigcup \mathcal{H}$,

$$
\begin{equation*}
f(\lambda, m a v)=\sum_{s \in W_{P} \backslash W} f_{s}(\lambda, a, m), \quad\left(m \in \mathrm{X}_{P, v,+}, a \in A_{P \mathrm{q}}^{+}\left(R_{P, v}(m)^{-1}\right)\right) \tag{13.7}
\end{equation*}
$$

where the functions $f_{s}$ on the right-hand side are defined by

$$
\begin{equation*}
f_{s}(\lambda, a, m)=a^{s \lambda-\rho_{P}} \sum_{\mu \in \mathbb{N}_{r}(P)} a^{-\mu} q_{s, \mu}(P, v \mid f)(\log a, \lambda, m) \tag{13.8}
\end{equation*}
$$

Here the functions $q_{s, \mu}(P, v \mid f)$ belong to the space

$$
P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)
$$

By Lemma 12.7 (b), for every $R>1$ the series in (13.8) converges neatly on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$ as a series with coefficients in $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tau_{P}\right)\right)$. By (13.2) we have, for $\nu \in \Omega, m \in \mathrm{X}_{P, v,+}[R]$ and $a \in A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$

$$
\mathcal{L}_{*}\left(f_{s}\right)(\nu, a, m)=a^{s\left(\lambda_{0}+\nu\right)-\rho_{P}} \mathcal{L}_{\lambda_{0} *}^{P, s}\left[\sum_{\mu \in \mathbb{N} \Delta_{r}(P)} a^{-\mu} q_{s, \mu}(P, v \mid f)(\log a, \cdot, m)\right](\log a, \nu)
$$

It follows from Lemma 13.4 that $\mathcal{L}_{\lambda_{0} *}^{P, s}$ may be applied term by term to the series. Moreover, the resulting series is neatly convergent on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$ as a $\Delta_{r}(P)$-exponential polynomial series with coefficients in $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tau_{P}\right)\right)$.

The application of $\mathcal{L}_{*}$ thus leads to the following identity,

$$
\begin{equation*}
\mathcal{L}_{*}\left(f_{s}\right)(\nu, a, m)=a^{s\left(\lambda_{0}+\nu\right)-\rho_{P}} \sum_{\mu \in \mathbb{N} \Delta_{r}(P)} a^{-\mu} q_{s, \mu}^{\mathcal{L}}(P, v \mid f)(\log a, \nu, m) \tag{13.9}
\end{equation*}
$$

where the function $q_{s, \mu}^{\mathcal{L}}(P, v \mid f): \mathfrak{a}_{P \mathrm{q}} \times \Omega \rightarrow C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)$ is given by

$$
\begin{equation*}
q_{s, \mu}^{\mathcal{L}}(P, v \mid f)(\log a, \nu)=\mathcal{L}_{\lambda_{0} *}^{P, s}\left[q_{s, \mu}(P, v \mid f, \log a, \cdot)\right](\log a, \nu) \tag{13.10}
\end{equation*}
$$

Using Lemma 13.4 we deduce that

$$
q_{s, \mu}^{\mathcal{L}}(P, v \mid f) \in P_{k+k^{\prime}}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right)
$$

Combining (13.9) with (13.7) we obtain an exponential polynomial expansion along $(P, v)$ for the $\tau$-spherical function $\left(\mathcal{L}_{*} f\right)_{\nu}$ as

$$
\begin{equation*}
\left(\mathcal{L}_{*} f\right)_{\nu}(\operatorname{mav})=\sum_{s \in W_{P} \backslash W} a^{s\left(\lambda_{0}+\nu\right)-\rho_{P}} \sum_{\mu \in \mathbb{N} \Delta_{r}(P)} a^{-\mu} q_{s, \mu}^{\mathcal{L}}(P, v \mid f)(\log a, \nu, m) \tag{13.11}
\end{equation*}
$$

If $s \in W_{P} \backslash W$ and $\nu \in \mathfrak{a}_{Q \mathrm{q}}^{*}$, then $\left.s \nu\right|_{\mathfrak{a}_{P \mathrm{q}}}=\left.[s] \nu\right|_{\mathfrak{a}_{P \mathrm{q}}}$, where $[s]$ denotes the class of $s$ in $W / \sim_{P \mid Q}$. It follows that the series in (13.11) may be rewritten as

$$
\sum_{\sigma \in W / \sim_{P \mid Q}} a^{\sigma \nu-\rho_{P}} \sum_{\substack{s \in W_{P} \backslash W,[s]=\sigma \\ \mu \in \mathbb{N} \Delta_{r}(P)}} a^{s \lambda_{0}-\mu} q_{s, \mu}^{\mathcal{L}}(P, v \mid f)(\log a, \nu, m)
$$

The exponents $s \lambda_{0}-\mu$ as $s \in W_{P} \backslash W,[s]=\sigma$ and $\mu \in \mathbb{N} \Delta_{r}(P)$, are all of the form $-\xi$, with $\xi \in-\sigma \cdot\left\{\lambda_{0}\right\}+\mathbb{N} \Delta_{r}(P)$. Thus, we see that, for $\nu \in \Omega, m \in \mathrm{X}_{P, v,+}[R]$ and $a \in A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$,

$$
\begin{equation*}
\left(\mathcal{L}_{*} f\right)_{\nu}(m a v)=\sum_{\sigma \in W / \sim_{P \mid Q}} a^{\sigma \nu-\rho_{P}} \sum_{\xi \in-\sigma \cdot\left\{\lambda_{0}\right\}+\mathbb{N} \Delta_{r}(P)} a^{-\xi} \widetilde{q}_{\sigma, \xi}(\log a, \nu, m) \tag{13.12}
\end{equation*}
$$

with

$$
\begin{align*}
\widetilde{q}_{\sigma, \xi} & =\sum_{\substack{s \in W_{P} \backslash W,[s]=\sigma \\
s \lambda_{0} \mid \mathfrak{a}_{P q}+\xi \in \mathbb{N} \Delta_{r}(P)}} q_{s,\left.s \lambda_{0}\right|_{a_{P q}}+\xi}^{\mathcal{L}}(P, v \mid f)  \tag{13.13}\\
& \in P_{k+k^{\prime}}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{q}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right) .
\end{align*}
$$

From what we said earlier about the convergence of the series in (13.9), it follows that, for every $R>1$, the inner series on the right-hand side of (13.12) converges neatly on $A_{P \mathrm{q}}^{+}\left(R^{-1}\right)$ as a $\Delta_{r}(P)$-exponential polynomial series with coefficients in the space $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, C^{\infty}\left(\mathrm{X}_{P, v,+}[R]: \tau_{P}\right)\right)$.

If $P$ is minimal, then $\mathrm{X}_{P, v,+}[R]=\mathrm{X}_{0, v}$ and we see that $\mathcal{L}_{*} f$ satisfies conditions (b) and (c) of Definition 12.1 with $q_{\sigma, \xi}\left(P, v \mid \mathcal{L}_{*} f\right)=\tilde{q}_{\sigma, \xi}$ for $\sigma \in W / \sim_{P \mid Q}=W / W_{Q}$. This establishes part (a) of the proposition.

For general $P$ we now see that the functions $\tilde{q}_{\sigma, \xi}$ introduced above coincide with functions $q_{\sigma, \xi}\left(P, v \mid \mathcal{L}_{*} f\right)$ introduced in Theorem 7.7. Finally, combining (13.13) and (13.10) we see that we have established part (b) of the proposition as well.

Lemma 13.5. Let $\delta \in D_{P_{0}}$ and $f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)$ (see Definition 12.8). Let $Q \in \mathcal{P}_{\sigma}$ and $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$, and put $Y=\operatorname{supp} \mathcal{L}$. There exists a $\delta^{\prime} \in \mathrm{D}_{Q}$ such that

$$
\mathcal{L}_{*} f \in \mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta^{\prime}\right)
$$

Proof. It follows from Proposition 13.2 that $\mathcal{L}_{*} f \in C_{Q, Y}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$. Moreover, $\operatorname{reg}_{\mathrm{a}} \mathcal{L}_{*} f \supset \Omega=\mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \mathcal{H}_{f Q}(Y)$. Then in view of Definition 12.8 and Remark 12.9 it suffices to establish the existence of a $\delta^{\prime} \in \mathrm{D}_{Q}$ such that, for every $\nu \in \Omega$, the function $\left(\mathcal{L}_{*} f\right)_{\nu}$ is annihilated by the cofinite ideal $I_{\delta^{\prime}, \nu}$.

By linearity we may assume that $\operatorname{supp} \mathcal{L}$ consists of a single point $\lambda_{0} \in{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$. Then $\mathcal{L}=\mathcal{L}_{\lambda_{0}}$.

Let $\pi_{0}, u_{0}$ be as in the proof of Lemma 13.4 Then from (13.6) we see that

$$
\left(\mathcal{L}_{*} f\right)_{\nu}(x)=u_{0}\left[\pi_{0}(\cdot) f(\cdot+\nu, x)\right]\left(\lambda_{0}\right)
$$

for $x \in \mathrm{X}_{+}, \nu \in \Omega$. Moreover, since $(\lambda, x) \mapsto \pi_{0}(\lambda) f_{\lambda+\nu}(x)$ is smooth in a neighborhood of $\left\{\lambda_{0}\right\} \times \mathrm{X}_{+}$, it follows that, for $D \in \mathbb{D}(\mathrm{X}), \nu \in \Omega$ and $x \in \mathrm{X}_{+}$,

$$
\begin{equation*}
D\left(\mathcal{L}_{*} f\right)_{\nu}(x)=u_{0}\left[\pi_{0}(\cdot) D(f \cdot+\nu)(x)\right]\left(\lambda_{0}\right) \tag{13.14}
\end{equation*}
$$

Put $l=\operatorname{order}\left(u_{0}\right)$ and define $\delta^{\prime} \in D_{Q}$ by $\operatorname{supp} \delta^{\prime}=\left\{\lambda_{0}\right\}+\operatorname{supp} \delta$ and $\delta^{\prime}\left(\lambda_{0}+\Lambda\right)=$ $\delta(\Lambda)+l$ for $\Lambda \in \operatorname{supp} \delta$. It suffices to prove the following. Let elements $D_{i}^{\Lambda} \in \mathbb{D}(\mathrm{X})$
be given for $i=1, \ldots, \delta(\Lambda)+l$, for each $\Lambda \in \operatorname{supp} \delta$, and define the differential operator

$$
\begin{equation*}
D_{\nu}:=\prod_{\Lambda \in \operatorname{supp} \delta} \prod_{i=1}^{\delta(\Lambda)+l}\left(D_{i}^{\Lambda}-\gamma\left(D_{i}^{\Lambda}, \lambda_{0}+\Lambda+\nu\right)\right) \in \mathbb{D}(\mathrm{X}) \tag{13.15}
\end{equation*}
$$

for $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$. Then $D_{\nu}$ annihilates $\left(\mathcal{L}_{*} f\right)_{\nu}$ for each $\nu \in \Omega$.
It follows from (13.4) and (13.14) that

$$
\begin{equation*}
D_{\nu}\left(\mathcal{L}_{*} f\right)_{\nu}(x)=u_{0}\left[\pi_{0}(\cdot) D_{\nu} f \cdot+\nu(x)\right]\left(\lambda_{0}\right) \tag{13.16}
\end{equation*}
$$

where the dots indicate a variable in ${ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$. We write each factor in $D_{\nu}$ as

$$
\begin{aligned}
& D_{i}^{\Lambda}-\gamma\left(D_{i}^{\Lambda}, \lambda_{0}+\Lambda+\nu\right) \\
& \quad=\left[D_{i}^{\Lambda}-\gamma\left(D_{i}^{\Lambda}, \cdot+\Lambda+\nu\right)\right]+\left[\gamma\left(D_{i}^{\Lambda}, \cdot+\Lambda+\nu\right)-\gamma\left(D_{i}^{\Lambda}, \lambda_{0}+\Lambda+\nu\right)\right]
\end{aligned}
$$

also with variables in ${ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ indicated by dots. Inserting this into (13.15) and (13.16) we obtain an expression for $D_{\nu}\left(\mathcal{L}_{*} f\right)_{\nu}(x)$ as a sum of terms each of the form

$$
\begin{equation*}
u_{0}\left[\pi_{0}(\cdot) \prod_{\Lambda \in \operatorname{supp} \delta} p^{\Lambda}(\cdot) D^{\Lambda}(\cdot) f \cdot+\nu(x)\right]\left(\lambda_{0}\right) \tag{13.17}
\end{equation*}
$$

where

$$
D^{\Lambda}(\lambda)=\prod_{i \in S_{\Lambda}}\left[D_{i}^{\Lambda}-\gamma\left(D_{i}^{\Lambda}, \lambda+\Lambda+\nu\right)\right]
$$

and

$$
p^{\Lambda}(\lambda)=\prod_{i \in S_{\Lambda}^{c}}\left[\gamma\left(D_{i}^{\Lambda}, \lambda+\Lambda+\nu\right)-\gamma\left(D_{i}^{\Lambda}, \lambda_{0}+\Lambda+\nu\right)\right]
$$

with $S_{\Lambda}$ a subset of $\{1, \ldots, \delta(\Lambda)+l\}$ and $S_{\Lambda}^{c}$ its complement in this set. On the one hand, if $S_{\Lambda}$ has fewer than $\delta(\Lambda)$ elements for some $\Lambda$, there are at least $l+1$ factors in the corresponding product $p^{\Lambda}$. Since each of these factors vanish at $\lambda_{0}$, it follows from the Leibniz rule that then (13.17) vanishes. On the other hand, if for each $\Lambda$ the set $S_{\Lambda}$ has at least $\delta(\Lambda)$ elements, then the differential operator $\prod_{\Lambda} D^{\Lambda}(\lambda)$ annihilates $f_{\lambda+\nu}$, again causing (13.17) to vanish. It follows that $D_{\nu}\left(\mathcal{L}_{*} f\right)_{\nu}(x)=0$.

In the following definition we introduce a notion of asymptotic globality that is somewhat stronger than the one in Definition8.4. It is motivated by the fact that it carries over by the application of Laurent functionals, as we shall see in Proposition 13.9

Definition 13.6. Let $Q \in \mathcal{P}_{\sigma}$, and let $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ be finite. Let $P \in \mathcal{P}_{\sigma}, v \in$ $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\sigma \in W / \sim_{P \mid Q}$.
(a) Let $\Omega \subset \mathfrak{a}_{Q q \mathrm{q}}^{*}$ be an open subset. A family $f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$ (see Definition (7.1) is called holomorphically $\sigma$-global along $(P, v)$ if there exists a full open subset $\Omega^{*}$ of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ such that, for every $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$, the function $\lambda \mapsto q_{\sigma, \xi}(P, v \mid f, \cdot)(\lambda)$ is a holomorphic $P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)$-valued function on $\Omega^{*} \cap \Omega$, for some $k \in \mathbb{N}$.
(b) A family $f \in C_{Q, Y}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$ (see Definition 12.1) is called holomorphically $\sigma$-global along $(P, v)$ if its restriction to $\Omega=\operatorname{reg}_{\mathrm{a}} f$ is holomorphically $\sigma$-global along $(P, v)$, according to (a).

It is easily seen that the property of holomorphic globality according to (a) of the above definition implies the globality in Definition 8.4. We have the following analogue of Lemma 8.7] describing how the property of holomorphic globality transforms under the action of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Lemma 13.7. Let $Q, Y, P, v$ and $\sigma$ be as above, and let $f \in C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$.
If $f$ is holomorphically $\sigma$-global along $(P, v)$, then $f$ is holomorphically u $\sigma$-global along $\left(u P u^{-1}, u v\right)$, for every $u \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Proof. The proof is completely analogous to the proof of Lemma 8.7, involving an application of Lemma 7.10

Proposition 13.8. Let $Q \in \mathcal{P}_{\sigma}, Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$ a finite subset and let $P \in \mathcal{P}_{\sigma}, v \in$ $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\sigma \in W / \sim_{P \mid Q}$. Let $f \in C_{Q, Y}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$ and put $\mathcal{H}=\mathcal{H}_{f}, d=d_{f}$ and $k=\operatorname{deg}_{\mathrm{a}} f$.

The family $f$ is holomorphically $\sigma$-global along $(P, v)$ if and only if, for every element $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$, the function $\lambda \mapsto q_{\sigma, \xi}(P, v \mid f, \cdot)(\lambda)$ belongs to the $\operatorname{space} \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}, d, P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)\right)$.
Proof. The 'if'-statement is obvious. Assume that $f$ is holomorphically $\sigma$-global along $(P, v)$, and let $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$. According to Lemma 12.7 the function

$$
\begin{equation*}
\lambda \mapsto q_{\sigma, \xi}(P, v \mid f, \cdot, \lambda) \tag{13.18}
\end{equation*}
$$

belongs to the space

$$
\begin{equation*}
\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{q}}^{*}, \mathcal{H}, d, P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes C^{\infty}\left(\mathrm{X}_{P, v,+}: \tau_{P}\right)\right) \tag{13.19}
\end{equation*}
$$

Let $\Omega=\operatorname{reg}_{\mathrm{a}}(f)$ and let $\Omega^{*}$ be a full open subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ satisfying the properties of Definition 13.6 (a) for the restriction of $f$ to $\Omega$. Then the function (13.18) not only belongs to the space (13.19), but also to the space $\mathcal{O}\left(\Omega^{*} \cap \Omega, P_{l}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes\right.$ $C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)$ ), for some $l \in \mathbb{N}$. In particular, we see that this is true with $l=k$.

Now let $X \in \mathfrak{a}_{P \mathrm{q}}$ be fixed. Then it suffices to show that the function (13.18), with $X$ substituted for the dot, belongs to the space $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)\right)$. To prove the latter, we fix an arbitrary bounded nonempty open set $\omega \subset \mathfrak{a}_{Q \mathrm{qc}}^{*}$ and put $\pi:=\pi_{\omega, d}$; see above Lemma 12.5 Then the function $F: \omega \times \mathrm{X}_{P, v,+} \rightarrow V_{\tau}$, defined by

$$
F(\lambda, m)=\pi(\lambda) q_{\sigma, \xi}(P, v \mid f, X, \lambda)(m)
$$

is $C^{\infty}$ and holomorphic in its first variable. Moreover, let $\omega_{0}$ be the full open subset $\omega \cap \Omega^{*} \cap \Omega$ of $\omega$. Then by what we said above, the restricted function $\left.F\right|_{\omega_{0} \times \mathrm{X}_{P, v,+}}$ admits a smooth extension to the manifold $\omega_{0} \times \mathrm{X}_{P, v}$. It now follows from Corollary 18.2 that $F$ has a unique smooth extension to $\omega \times \mathrm{X}_{P, v}$; this extension is holomorphic in the first variable. It follows that the function $\lambda \mapsto \pi(\lambda) q_{\sigma, \xi}(P, v \mid f, X, \lambda)$ belongs to $\mathcal{O}\left(\omega, C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)\right)$. Since $\omega$ was arbitrary, this completes the proof.

Proposition 13.9. Let $f \in C_{0}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$, let $Q \in \mathcal{P}_{\sigma}$ and let $\mathcal{L}$ be a Laurent functional in $\mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$. Put $Y=\operatorname{supp} \mathcal{L}$. Let $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\sigma \in W / \sim_{P \mid Q}$.

If $f$ is holomorphically s-global along $(P, v)$ for every $s \in W_{P} \backslash W$ with $[s]=\sigma$, then $\mathcal{L}_{*} f \in C_{Q, Y}^{\mathrm{ep}, \text { hyp }}\left(\mathrm{X}_{+}: \tau\right)$ is holomorphically $\sigma$-global along $(P, v)$.

Proof. It follows from Proposition 13.2 (a) that $\mathcal{L}_{*} f \in C_{Q, Y}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$. Assume that $f$ satisfies the globality assumptions. Then it remains to establish the assertion on $\sigma$-globality for $\mathcal{L}_{*} f$.

Let $k=\operatorname{deg}_{\mathrm{a}} f$. Let $\mathcal{H}=\mathcal{H}_{f}, d=d_{f}$ and $\mathcal{H}^{\prime}=\mathcal{H}_{Q}(Y)$. Moreover, let $d^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathbb{N}$ be associated with these data as in Lemma 13.1 and let $k^{\prime} \in \mathbb{N}$ be associated as in Proposition 13.2 (a). According to the latter proposition, the set $\Omega^{\prime}=\mathfrak{a}_{Q q \mathrm{c}}^{*} \backslash \bigcup \mathcal{H}^{\prime}$ is contained in $\operatorname{reg}_{\mathrm{a}}\left(\mathcal{L}_{*} f\right)$.

Let $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$. Moreover, let $s \in W_{P} \backslash W$ be such that $[s]=\sigma$ and let $\lambda_{0} \in Y$ be such that $\eta:=\left.s \lambda_{0}\right|_{\mathfrak{a}_{P \mathrm{q}}}+\xi$ belongs to $\mathbb{N} \Delta_{r}(P)$. Then by Proposition 13.8, the function

$$
\lambda \mapsto q_{s, \eta}(P, v \mid f, \cdot, \lambda)
$$

belongs to $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}, d, P_{k}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)\right)$. Using Lemma 13.4 with $C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)$ in place of $U$, we see that, for $X \in \mathfrak{a}_{P \mathrm{q}}$, the function

$$
\varphi_{X}:=\mathcal{L}_{\lambda_{0} *}^{P, s}\left[q_{s, \eta}(P, v \mid f, X, \cdot)\right]
$$

belongs to $\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, P_{k^{\prime}}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)\right)$. Moreover, it depends on $X \in$ $\mathfrak{a}_{P \mathrm{q}}$ as a polynomial function of degree at most $k$. It follows that the function $(\nu, X) \mapsto \varphi_{X}(\nu)(X)$ belongs to the space

$$
\begin{equation*}
\mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, P_{k+k^{\prime}}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes C^{\infty}\left(\mathrm{X}_{P, v}: \tau_{P}\right)\right) \tag{13.20}
\end{equation*}
$$

Each term in the finite sum (13.5) is of this form. Hence the function

$$
(\nu, X) \mapsto q_{\sigma, \xi}\left(P, v \mid \mathcal{L}_{*} f, X, \nu\right)
$$

belongs to the space (13.20) as well. This holds for all $\xi \in-\sigma \cdot Y+\mathbb{N} \Delta_{r}(P)$. Therefore the restriction of $\mathcal{L}_{*} f$ to $\operatorname{reg}_{\mathrm{a}}\left(\mathcal{L}_{*} f\right)$ satisfies Definition 13.6(a) with $\Omega^{*}=$ $\Omega^{\prime}$.

The following definition is an analogue of the final part of Definition 12.8 replacing the globality condition by a condition of holomorphic globality.

Definition 13.10. Let $Q \in \mathcal{P}_{\sigma}$ and let $\delta \in \mathrm{D}_{Q}$. We define

$$
\mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\mathrm{hglob}}
$$

to be the space of functions $f \in \mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)$ satisfying the following condition.
For each $s \in W$ and every $P \in \mathcal{P}_{\sigma}^{1}$ with $s\left(\mathfrak{a}_{Q_{\mathrm{q}}}\right) \not \subset \mathfrak{a}_{P \mathrm{q}}$, the family $f$ is holomorphically [ $s$ ]-global along $(P, v)$, for all $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$; here $[s]$ denotes the image of $s$ in $W / \sim_{P \mid Q}=W_{P} \backslash W / W_{Q}$.
If $Y \subset{ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}$ is a finite subset, we define

$$
\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\mathrm{hglob}}=\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right) \cap \mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\mathrm{hglob}}
$$

It is easily seen that $\mathcal{E}_{Q}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {hglob }} \subset \mathcal{E}_{Q}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {glob. As in Lemma }}$. As 9.7 the above condition allows a reduction to a smaller set of $(s, P)$.

Lemma 13.11. Let $Q \in \mathcal{P}_{\sigma}$ be standard, let $\delta \in \mathrm{D}_{Q}$ and $f \in \mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)$. Then $f$ belongs to $\mathcal{E}_{Q}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\mathrm{hglob}}$ if and only if the following condition is fulfilled. For each $s \in W$ and every $\alpha \in \Delta$ with $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$, the family $f$ is holomorphically $[s]$-global along $\left(P_{\alpha}, v\right)$, for all $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Proof. The proof is similar to the proof of Lemma 9.7, involving Lemma 13.7instead of Lemma 8.7.

We now come to the main result of this section, which provides a source of functions to which the vanishing theorem (Theorem 12.10) can be applied.

Theorem 13.12. Let $\delta \in D_{P_{0}}$ and $f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {hglob }}:=\mathcal{E}_{P_{0}}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {hglob }}$ (see Definition 13.10), let $Q \in \mathcal{P}_{\sigma}$ be a standard $\sigma$-parabolic subgroup and let $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$. Put $Y=\operatorname{supp} \mathcal{L}$. Then there exists a $\delta^{\prime} \in \mathrm{D}_{Q}$ such that

$$
\mathcal{L}_{*} f \in \mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta^{\prime}\right)_{\mathrm{hglob}} .
$$

Proof. From Lemma 13.5 it follows that $\mathcal{L}_{*} f$ is a family in $\mathcal{E}_{Q, Y}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta^{\prime}\right)$ for some $\delta^{\prime} \in \mathrm{D}_{Q}$. Let $s \in W$ and $\alpha \in \Delta$ be such that $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$. Then every $t \in W_{\alpha} s W_{Q}$ also satisfies the condition $\left.t^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$; hence $t\left(\mathfrak{a}_{Q q}\right) \not \subset \mathfrak{a}_{\alpha \mathrm{q}}$. Thus, from the hypothesis, it follows that $f$ is holomorphically $W_{\alpha} t$-global along ( $P_{\alpha}, v$ ) for every $t$ in the double coset $W_{\alpha} s W_{Q}$. According to Lemma 6.5 (see also Remark 9.6) the latter set equals the class $[s]$ of $s$ for the equivalence relation $\sim_{P_{\alpha} \mid Q}$ in $W$. It now follows from Proposition 13.9 that $\mathcal{L}_{*} f$ is holomorphically [s]-global along $\left(P_{\alpha}, v\right)$. We conclude that $\mathcal{L}_{*} f$ satisfies the conditions of Lemma 13.11, hence belongs to $\mathcal{E}_{Q, Y}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta^{\prime}\right)_{\text {hglob }}$.

## 14. Partial Eisenstein integrals

Let $P \in \mathcal{P}_{\sigma}^{\min }$ be a minimal $\sigma$-parabolic subgroup and let $\left(\tau, V_{\tau}\right)$ be a finite dimensional unitary representation of $K$. In this section we will define partial Eisenstein integrals $E_{+, s}(P: \lambda)$ associated with $P, \tau$ and an element $s \in W$. It will be shown (in Lemma 14.3) that for each $s \in W$ the family $\lambda \mapsto E_{+, s}(P: \lambda)$ belongs to the space $\mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right.$ ) (see Definition 12.8) for some $\delta$. In order to be able to apply the vanishing theorem, as explained in the introduction to the previous section, we need to establish holomorphic globality (see Definition 13.6). In general this condition fails for the individual partial Eisenstein integrals, but it will hold when they are suitably grouped together. This is established in Corollary 14.8

We start by recalling some properties of Eisenstein integrals. Let $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be a fixed set of representatives for $W / W_{K \cap H}$. Following [9], (5.1), we define the complex linear space ${ }^{\circ} \mathcal{C}={ }^{\circ} \mathcal{C}(\tau)$ as the following formal direct sum of finite dimensional linear spaces

$$
\begin{equation*}
{ }^{\circ} \mathcal{C}:=\bigoplus_{w \in \mathcal{W}} C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right) \tag{14.1}
\end{equation*}
$$

Every summand in the above sum, as $w \in \mathcal{W}$, is a finite dimensional subspace of the Hilbert space $L^{2}\left(\mathrm{X}_{0, w}, V_{\tau}\right)$; here the $L^{2}$-inner product is defined relative to the normalized $M$-invariant measure of the compact space $\mathrm{X}_{0, w}=M / M \cap w H w^{-1}$ and the Hilbert structure of $V_{\tau}$. Thus, every summand is a finite dimensional Hilbert space of its own right. The formal direct sum ${ }^{\circ} \mathcal{C}$ is equipped with the direct sum inner product, turning (14.1) into an orthogonal direct sum.

For $\psi \in{ }^{\circ} \mathcal{C}, \lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$ and $x \in \mathrm{X}$, the Eisenstein integral $E(\psi: \lambda: x)=$ $E(P: \psi: \lambda: x)$ and its normalized version $E^{\circ}(\psi: \lambda: x)=E^{\circ}(P: \psi: \lambda: x)$ are defined as in [9], §5. The Eisenstein integrals are $\tau$-spherical functions of $x$, depend meromorphically on $\lambda$ and linearly on $\psi$. We view $E^{\circ}(\lambda: x):=E^{\circ}(\cdot: \lambda: x)$ (and similarly its unnormalized version) as an element of $\operatorname{Hom}\left({ }^{\circ} \mathcal{C}, V_{\tau}\right) \simeq V_{\tau} \otimes{ }^{\circ} \mathcal{C}^{*}$. Thus,
for generic $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}, E^{\circ}(\lambda)$ is a $\tau \otimes 1$-spherical function on X . The connection between the unnormalized and the normalized Eisenstein integral is now given by the identity

$$
\begin{equation*}
E^{\circ}(\lambda: x)=E(\lambda: x) \circ C(1: \lambda)^{-1}, \quad(x \in \mathrm{X}) \tag{14.2}
\end{equation*}
$$

for generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$. Here $C(1: \lambda):=C_{P \mid P}(1: \lambda)$ is a meromorphic $\operatorname{End}\left({ }^{\circ} \mathcal{C}\right)$-valued function of $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*} ;$ see 9], p. 283.

The Eisenstein integral is $\mathbb{D}(\mathrm{X})$-finite. In fact, we recall from [9], (5.11), that there exists a homomorphism $\mu$ from $\mathbb{D}(\mathrm{X})$ to the algebra of $\operatorname{End}\left({ }^{\circ} \mathcal{C}\right)$-valued polynomial functions on $\mathfrak{a}_{\mathrm{qC}}^{*}$ such that

$$
D E^{\circ}(\lambda)=\left[I \otimes \mu(D: \lambda)^{*}\right] E^{\circ}(\lambda), \quad(D \in \mathbb{D}(\mathrm{X}))
$$

It now follows from Lemma 5.3 that, for generic $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$, the Eisenstein integral $E^{\circ}(\lambda)$ belongs to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau \otimes 1\right)$. It therefore has expansions of the form (2.13). These expansions have been determined explicitly in [8. We recall some of the results of that paper.

In [8], (15), we define a function $\Phi_{P}(\lambda: \cdot)$ on $A_{\mathrm{q}}^{+}(P)$ by an exponential polynomial series with coefficients in $\operatorname{End}\left(V_{\tau}^{M \cap K \cap H}\right)$ of the form

$$
\begin{equation*}
\Phi_{P}(\lambda: a)=a^{\lambda-\rho_{P}} \sum_{\nu \in \Delta(P)} a^{-\nu} \Gamma_{P, \nu}(\lambda), \quad\left(a \in A_{\mathrm{q}}^{+}(P)\right) \tag{14.3}
\end{equation*}
$$

Note that here $P$ replaces the $Q$ of [ 8 ], Sect. 5; also, in [ 8$]$ we suppressed the $Q$ in the notation. The coefficients in the expansion (14.3) are defined by recursive relations (see [8], (18) and Prop. 5.2); it follows from these that the coefficients depend meromorphically on $\lambda$, and that the expansion (14.3) converges to a smooth function on $A_{\mathrm{q}}^{+}(P)$, depending meromorphically on $\lambda$. In fact, we have the following stronger result.

Let $\Pi_{\Sigma, \mathbb{R}}$ be the collection of polynomial functions $\mathfrak{a}_{\mathrm{qC}}^{*} \rightarrow \mathbb{C}$ that can be written as finite products of linear factors of the form $\lambda \mapsto\langle\lambda, \alpha\rangle-c$, with $\alpha \in \Sigma$ and $c \in \mathbb{R}$. For $R \in \mathbb{R}$, we define the set

$$
\mathfrak{a}_{\mathrm{q}}^{*}(P, R):=\left\{\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*} \mid \operatorname{Re}\langle\lambda, \alpha\rangle<R \quad \forall \alpha \in \Sigma(P)\right\} .
$$

Lemma 14.1. Let $R \in \mathbb{R}$. Then there exists a polynomial function $p \in \Pi_{\Sigma, \mathbb{R}}$ such that the functions $p \Gamma_{P, \nu}$, for $\nu \in \mathbb{N} \Delta(P)$, are all regular on $\mathfrak{a}_{\mathrm{q}}^{*}(P, R)$. Moreover, if $p$ is a polynomial function with the above property, then the series

$$
\begin{equation*}
\sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} p(\cdot) \Gamma_{P, \nu}(\cdot) \tag{14.4}
\end{equation*}
$$

converges neatly on $A_{\mathrm{q}}^{+}(P)$ as an exponential series with coefficients in $\mathcal{O}\left(\mathfrak{a}_{\mathrm{q}}^{*}(P, R)\right)$ $\otimes \operatorname{End}\left(V_{\tau}^{M \cap K \cap H}\right)$. In particular, the function $(a, \lambda) \mapsto p(\lambda) \Phi_{P}(\lambda: a)$ is smooth on $A_{\mathrm{q}}^{+}(P) \times \mathfrak{a}_{\mathrm{q}}^{*}(P, R)$, and in addition holomorphic in its second variable.
Proof. Let $p_{R}$ be the polynomial function described in [8], Thm. 9.1. As in the proof of that theorem, it follows from the estimates in [8, Thm. 7.4, that the power series

$$
\Psi(\lambda: z)=\sum_{\nu \in \mathbb{N} \Delta(P)} z^{-\nu} p_{R}(\lambda) \Gamma_{P, \nu}(\lambda)
$$

converges absolutely locally uniformly in the variables $z \in D^{\Delta(P)}$ and $\lambda \in \mathfrak{a}_{\mathrm{q}}^{*}(P, R)$. Here we have used the notation of Section 1 of the present paper. Since
$p_{R}(\lambda) \Phi_{P}(\lambda: a)=a^{\lambda-\rho_{P}} \Psi(\lambda: \underline{z}(a))$, for $a \in A_{\mathrm{q}}^{+}(P)$, this implies all assertions of the lemma with $p_{R}$ in place of $p$.

This is not immediately good enough, since $p_{R}$ is a finite product of linear factors of the form $\lambda \mapsto\langle\lambda, \nu\rangle-c$, with $\nu \in \mathbb{N} \Delta(P)$ and $c \in \mathbb{R}$; see [ 8$]$, the equation preceding Lemma 7.3. To overcome this, we invoke [8], Prop. 9.4. It follows from that result and its proof that there exists a $p \in \Pi_{\Sigma, \mathbb{R}}$ such that $p \Gamma_{P, \nu}$ is regular on $\mathfrak{a}_{\mathrm{q}}^{*}(P, R)$, for every $\nu \in \mathbb{N} \Delta(P)$. Let $p$ be any polynomial with this property, and let ' $p$ be the least common multiple of $p$ and $p_{R}$. Then all assertions of the lemma hold with ' $p$ in place of $p$. Let $q$ be the quotient of ' $p$ by $p$. Denote the image of the linear endomorphism $m_{q}: \varphi \mapsto q \varphi$ of $\mathcal{O}\left(\mathfrak{a}_{\mathrm{q}}^{*}(P, R)\right)$ by $\mathcal{F}$, and equip this space with the locally convex topology induced from $\mathcal{O}\left(\mathfrak{a}_{\mathrm{q}}^{*}(P, R)\right)$. It follows from an easy application of the Cauchy integral formula that $m_{q}$ is a topological linear isomorphism from $\mathcal{O}\left(\mathfrak{a}_{\mathrm{q}}^{*}(P, R)\right)$ onto $\mathcal{F}$; see also [9], Lemma 20.7. As said above, all assertions of the lemma hold with ' $p$ in place of $p$; on the other hand, by the hypothesis the series (14.4) with ' $p$ in place of $p$ has coefficients in $\mathcal{F}$. Applying the continuous linear map $m_{q}^{-1}$ to that series, we infer that all assertions of the lemma are true with the polynomial $q^{-1 〕} p=p$.

Following [8], Sect. 11, we define the function

$$
\Phi_{P, w}: \mathfrak{a}_{\mathrm{qC}}^{*} \times A_{\mathrm{q}}^{+}(P) \rightarrow \operatorname{End}\left(V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)
$$

for $w \in \mathcal{W}$, by

$$
\begin{equation*}
\Phi_{P, w}(\lambda: a)=\tau(w) \circ \Phi_{w^{-1} P w}\left(w^{-1} \lambda: w^{-1} a w\right) \circ \tau(w)^{-1} \tag{14.5}
\end{equation*}
$$

Following [9], p. 283, we define normalized $C$-functions $C^{\circ}(s: \lambda)=C_{P \mid P}^{\circ}(s: \lambda)$, for $s \in W$, by

$$
\begin{equation*}
C^{\circ}(s: \lambda)=C(s: \lambda) \circ C(1: \lambda)^{-1} \tag{14.6}
\end{equation*}
$$

these are $\operatorname{End}\left({ }^{\circ} \mathcal{C}\right)$-valued meromorphic functions of $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$. From (14.2) and [8], (54), we now obtain the following description of the normalized Eisenstein integral in terms of the functions $\Phi_{P, w}$. Let $\psi \in{ }^{\circ} \mathcal{C}$ and $w \in \mathcal{W}$. Then, for $a \in A_{\mathrm{q}}^{+}(P)$,

$$
\begin{equation*}
E^{\circ}(\lambda: a w) \psi=\sum_{s \in W} \Phi_{P, w}(s \lambda: a)\left[C^{\circ}(s: \lambda) \psi\right]_{w}(e) \tag{14.7}
\end{equation*}
$$

as a meromorphic identity in $\lambda \in \mathfrak{a}_{\mathrm{q}}^{*}$.
From (14.5) and (14.3) it follows that, for $w \in \mathcal{W}$, the function $\Phi_{P, w}$ is given by the series

$$
\begin{equation*}
\Phi_{P, w}(\lambda: a)=a^{\lambda-\rho_{P}} \sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \Gamma_{P, w, \nu}(\lambda) \tag{14.8}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
\Gamma_{P, w, \nu}(\lambda)=\tau(w) \circ \Gamma_{w^{-1} P w, w^{-1} \nu}\left(w^{-1} \lambda\right) \circ \tau(w)^{-1} \tag{14.9}
\end{equation*}
$$

We now have the following result on the convergence of the series (14.8).
Corollary 14.2. Let $w \in \mathcal{W}$. Then there exists a locally finite real $\Sigma$-hyperplane configuration $\mathcal{H}=\mathcal{H}_{w}$ in $\mathfrak{a}_{\mathrm{qC}}^{*}$ and a map $d=d_{w}: \mathcal{H} \rightarrow \mathbb{N}$, such that the functions
$\Gamma_{P, w, \nu}$ belong to $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, \operatorname{End}\left(V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)\right)$, for every $\nu \in \mathbb{N} \Delta(P)$. Moreover, the series

$$
\begin{equation*}
\sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \Gamma_{P, w, \nu} \tag{14.10}
\end{equation*}
$$

converges neatly on $A_{\mathrm{q}}^{+}(P)$ as an exponential polynomial series with coefficients in the space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, \operatorname{End}\left(V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)\right)$. In particular, the function $\lambda$ $\mapsto \Phi_{P, w}(\lambda: \cdot)$ belongs to the space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d, C^{\infty}\left(A_{\mathrm{q}}^{+}(P)\right) \otimes \operatorname{End}\left(V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)\right)$.

Proof. For $w=1$ the assertion of the corollary follows immediately from Lemma 14.1. For arbitrary $w \in \mathcal{W}$ it then follows by application of (14.9).

For $s \in W$ we define the so-called partial Eisenstein integral $E_{+, s}(\lambda)=E_{+, s}(P: \lambda)$ as the $\tau \otimes 1$-spherical function $\mathrm{X}_{+} \rightarrow V_{\tau} \otimes{ }^{\circ} \mathcal{C}^{*}$ determined by

$$
\begin{equation*}
E_{+, s}(\lambda: a w) \psi=\Phi_{P, w}(s \lambda: a)\left[C^{\circ}(s: \lambda) \psi\right]_{w}(e) \tag{14.11}
\end{equation*}
$$

for $\psi \in{ }^{\circ} \mathcal{C}, w \in \mathcal{W}, a \in A_{\mathrm{q}}^{+}(P)$ and generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$ (use the isomorphism (2.9)). It follows from Corollary 14.2 that $E_{+, s}$ is a meromorphic $C^{\infty}\left(\mathrm{X}_{+}: \tau \otimes 1\right)$-valued function on $\mathfrak{a}_{\mathrm{qc}}^{*}$. By sphericality it follows from (14.7) and (14.11) that

$$
\begin{equation*}
E^{\circ}(\lambda)=\sum_{s \in W} E_{+, s}(\lambda) \quad \text { on } \quad \mathrm{X}_{+} \tag{14.12}
\end{equation*}
$$

It follows from the definitions and the isomorphism (2.10) that, for generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$, the function $E_{+, s}(\lambda) \psi$ belongs to $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau \otimes 1\right)$ for each $\psi \in{ }^{\circ} \mathcal{C}$. Moreover,

$$
\begin{equation*}
\operatorname{Exp}\left(P, v \mid E_{+, s}(\lambda) \psi\right) \subset s \lambda-\rho_{P}-\mathbb{N} \Delta(P) \tag{14.13}
\end{equation*}
$$

for every $v \in \mathcal{W}$ and hence also for every $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Thus, we see that (14.12) is the splitting of Lemma 2.2 applied to the Eisenstein integral. We abbreviate $E_{+}(\lambda)=E_{+, 1}(\lambda)$. Then from (14.11) and (14.6) we see that

$$
E_{+}(\lambda)(a w) \psi=\Phi_{P, w}(\lambda: a) \psi_{w}(e)
$$

for $\psi \in{ }^{\circ} \mathcal{C}, w \in \mathcal{W}, a \in A_{\mathrm{q}}^{+}(P)$ and generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$. Moreover, the following holds as a meromorphic identity in $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$

$$
\begin{equation*}
E_{+, s}(\lambda: x)=E_{+}(s \lambda: x) C^{\circ}(s: \lambda) \tag{14.14}
\end{equation*}
$$

In the next lemma we will need the following notation. If $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}$, we denote by ${ }^{\circ} \mathcal{C}[\Lambda]$ the subspace of ${ }^{\circ} \mathcal{C}$ consisting of elements $\psi$ satisfying $\mu(D: \lambda) \psi=$ $\gamma(D: \Lambda+\lambda) \psi$ for all $D \in \mathbb{D}(\mathrm{X}), \lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$. We recall from [9], (5.14), that ${ }^{\circ} \mathcal{C}$ is a finite direct sum

$$
{ }^{\circ} \mathcal{C}=\bigoplus_{\Lambda}{ }^{\circ} \mathcal{C}[\Lambda]
$$

where $\Lambda$ ranges over a finite subset $L_{\tau}$ of $\mathfrak{b}_{\mathrm{kc}}^{*}$. For each $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}$, we define

$$
\begin{equation*}
\mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right):=\mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta_{\Lambda}\right) \tag{14.15}
\end{equation*}
$$

(see Definition 12.8) where $\delta_{\Lambda} \in D_{P}$ is the characteristic function of $\{\Lambda\}$. Likewise, we define (cf. Definition 13.10 )

$$
\begin{equation*}
\mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)_{\mathrm{hglob}}:=\mathcal{E}_{P_{0}}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta_{\Lambda}\right)_{\mathrm{hglob}} . \tag{14.16}
\end{equation*}
$$

Lemma 14.3. Let $P \in \mathcal{P}_{\sigma}^{\min }, t \in W$ and $\psi \in{ }^{\circ} \mathcal{C}[\Lambda]$, where $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}$. Define the family $f=f_{\{t\}}: \mathfrak{a}_{\mathrm{qC}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$, by

$$
f(\lambda, x)=E_{+, t}(P: \lambda: x) \psi
$$

Then $f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$ and $\operatorname{deg}_{\mathrm{a}} f=0$.
Proof. According to Definition 12.8 and Remark 12.9 , in order to prove that $f \in$ $\mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$ we must establish that $f \in C_{0}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$ and that $f_{\lambda}$ is annihilated by $I_{\Lambda+\lambda}$ for $\lambda$ in a nonempty open subset of rega $_{\mathrm{a}} f$.

We first assume that $t=1$. Then $f(\lambda, x)=E_{+}(\lambda: x) \psi$. It follows immediately from [8], Cor. 9.3 and the hypothesis on $\psi$ that $f_{\lambda}$ is annihilated by $I_{\Lambda+\lambda}$ for generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$. We will now show that $f \in C_{0}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$. Let $\mathcal{H}$ be the union of the hyperplane configurations $\mathcal{H}_{w}, w \in \mathcal{W}$, of Corollary 14.2, and let $d: \mathcal{H} \rightarrow \mathbb{N}$ be defined by $d=\max _{w \in \mathcal{W}} d_{w}$ (see Remark 11.1). Then for every complete locally convex space $U$, the spaces $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}_{w}, d_{w}, U\right)$ are included in the space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, U\right)$, with continuous inclusion maps. Hence for each $w \in \mathcal{W}$ the series (14.10) converges as a $\Delta(P)$-exponential polynomial series on $A_{\mathrm{q}}^{+}(P)$, with coefficients in the space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, \operatorname{End}\left(V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)\right)$. Moreover, the function $\lambda \mapsto \Phi_{P, w}(\lambda: \cdot)$ is contained in $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, C^{\infty}\left(A_{\mathrm{q}}^{+}(P)\right) \otimes \operatorname{End}\left(V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)\right)$.

On the other hand, from (14.11) and (14.6) with $s=1$, it follows that

$$
\begin{equation*}
T_{P, w}^{\downarrow}\left(f_{\lambda}\right)(a)=f(\lambda, a w)=\Phi_{P, w}(\lambda: a) \psi_{w}(e) \tag{14.17}
\end{equation*}
$$

for all $w \in \mathcal{W}, a \in A_{\mathrm{q}}^{+}(P)$ and $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*} \backslash \bigcup \mathcal{H}$. Hence the function $\lambda \mapsto T_{P, w}^{\downarrow}\left(f_{\lambda}\right)$ belongs to the space $\mathcal{M}\left(\mathfrak{a}_{\mathrm{q}}^{*}, \mathcal{H}, d, C^{\infty}\left(A_{\mathrm{q}}^{+}(P), V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}\right)\right)$. In view of the isomorphism (2.9), it now follows that the function $\lambda \mapsto f_{\lambda}$ belongs to $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}, d\right.$, $\left.C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)$. This establishes condition (a) of Definition 12.1, with $Q=P_{0}$ and $Y=\{0\}$.

The evaluation map $\psi \mapsto \psi(e)$ is a linear isomorphism from $C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)$ onto $V_{\tau}^{K_{\mathrm{M}} \cap w H w^{-1}}$. Thus, for $w \in \mathcal{W}$ and $\nu \in \mathbb{N} \Delta(P)$ we may define a function $\tilde{q}_{1, \nu}(P, w \mid f): \mathfrak{a}_{\mathrm{qC}}^{*} \rightarrow C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)$ by

$$
\begin{equation*}
\tilde{q}_{1, \nu}(P, w \mid f, \lambda, e)=\Gamma_{P, w, \nu}(\lambda) \psi_{w}(e) \tag{14.18}
\end{equation*}
$$

for $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$. Then $\tilde{q}_{1, \nu}(P, w \mid f) \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{q}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)\right)$. Moreover, from what we said earlier about the convergence of the series (14.10), it follows that, for $w \in \mathcal{W}$, the series

$$
\sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \tilde{q}_{1, \nu}(P, w \mid f)
$$

converges neatly as a $\Delta(P)$-exponential polynomial series on $A_{\mathrm{q}}^{+}(P)$, with coefficients in $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}, d, C^{\infty}\left(\mathrm{X}_{0, w}: \tau_{\mathrm{M}}\right)\right)$.

From (14.17), (14.8) and (14.18) it follows by sphericality that, for $w \in \mathcal{W}$, $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*} \backslash \bigcup \mathcal{H}, m \in \mathrm{X}_{0, w}$ and $a \in A_{\mathrm{q}}^{+}(P)$,

$$
f_{\lambda}(m a w)=a^{\lambda-\rho_{P}} \sum_{\nu \in \mathbb{N} \Delta(P)} a^{-\nu} \tilde{q}_{1, \nu}(P, w \mid f)(\lambda, m)
$$

This establishes assertions (b) and (c) of Definition 12.1 with a fixed $P$, arbitrary $v \in \mathcal{W}$, and, for $\nu \in \mathbb{N} \Delta(P), X \in \mathfrak{a}_{\mathrm{q}}$,

$$
q_{s, \nu}(P, v \mid f, X)= \begin{cases}\tilde{q}_{1, \nu}(P, v \mid f) & \text { for } \quad s=1 \\ 0 & \text { for } \quad s \in W \backslash\{1\}\end{cases}
$$

In view of Remark 12.3 we have shown that $f \in C_{0}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$. Moreover, $\operatorname{deg}_{\mathrm{a}} f=$ 0 . This completes the proof for $t=1$.

Now let $t \in W$ be arbitrary and let $\tilde{t} \in W_{0}(\mathfrak{b})$ be such that $\left.\tilde{t}\right|_{\mathfrak{a}_{\mathrm{q}}}=t$; see the text preceding Lemma 5.5. From (14.14) we see that

$$
\begin{equation*}
f(\lambda, x)=E_{+}(t \lambda: x) C^{\circ}(t: \lambda) \psi \tag{14.19}
\end{equation*}
$$

It follows from 9], Lemma 20.6, that there exists a $\Sigma$-configuration $\mathcal{H}^{\prime}$ in $\mathfrak{a}_{\mathrm{qC}}^{*}$ and a map $d^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathbb{N}$, such that

$$
\begin{equation*}
C^{\circ}(t: \cdot) \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}^{\prime}, d^{\prime}, \operatorname{End}\left({ }^{\circ} \mathcal{C}\right)\right) \tag{14.20}
\end{equation*}
$$

From [9], (5.13), it follows that $C^{\circ}(t: \lambda)$ maps ${ }^{\circ} \mathcal{C}[\Lambda]$ into ${ }^{\circ} \mathcal{C}[\tilde{t} \Lambda]$. Fix a basis $\psi_{1}, \ldots, \psi_{s}$ for ${ }^{\circ} \mathcal{C}[\tilde{t} \Lambda]$. Then there exist unique functions $c_{j} \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}^{\prime}, d^{\prime}\right)$ such that

$$
\begin{equation*}
C^{\circ}(t: \lambda) \psi=\sum_{j=1}^{r} c_{j}(\lambda) \psi_{j} \tag{14.21}
\end{equation*}
$$

For $1 \leq j \leq r$ we define the family $g_{j}: \mathfrak{a}_{\mathrm{qc}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$ by

$$
\begin{equation*}
g_{j}(\lambda, x)=E_{+}(\lambda: x) \psi_{j} \tag{14.22}
\end{equation*}
$$

Then by the first part of the proof, each $g_{j}$ belongs to $\mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \tilde{t} \Lambda\right)$. Moreover, for every $1 \leq j \leq r$, the family $g_{j}$ satisfies the conditions of Definition 12.1 with $Q=P_{0}$ and $Y=\{0\}$, with $\mathcal{H}$ and $d$ as in the first part of the proof, and with $k=0$.

For $1 \leq j \leq r$ we define the family $f_{j}: \mathfrak{a}_{\mathrm{qC}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$ by $f_{j}(\lambda, x)=g_{j}(t \lambda, x)$. Then we readily see that $f_{j}$ satisfies the conditions of Definition 12.1 with $t^{-1} \mathcal{H}$ and $d \circ t$ in place of $\mathcal{H}$ and $d$, respectively, and with $k=0$. Hence $f_{j} \in C_{0}^{\mathrm{ep}, \mathrm{hyp}}\left(\mathrm{X}_{+}: \tau\right)$. Since $I_{\tilde{t} \Lambda+t \lambda}=I_{\Lambda+\lambda}$ we see that $f_{j} \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$. Moreover, $\operatorname{deg}_{\mathrm{a}} f_{j}=0$.

Combining (14.19) and (14.21) with (14.22) and the definition of $f_{j}$, we find that

$$
f(\lambda, x)=\sum_{j=1}^{r} c_{j}(\lambda) f_{j}(\lambda, x)
$$

Let $\mathcal{H}^{\prime \prime}=t^{-1} \mathcal{H} \cup \mathcal{H}^{\prime}$ and define $d^{\prime \prime}: \mathcal{H}^{\prime \prime} \rightarrow \mathbb{N}$ by $d^{\prime \prime}(H)=d(t H)+d^{\prime}(H)$ (see Remark 11.1). Then by linearity it readily follows that $f$ satisfies all conditions of Definition 12.1, with $k=0$ and with $\mathcal{H}^{\prime \prime}$ and $d^{\prime \prime}$ in place of $\mathcal{H}$ and $d$, respectively. Hence $f \in C_{0}^{\text {ep,hyp }}\left(\mathrm{X}_{+}: \tau\right)$ and $\operatorname{deg}_{\mathrm{a}} f=0$. Moreover, for generic $\lambda, f_{\lambda}$ is annihilated by $I_{\Lambda+\lambda}$, and hence $f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$.
Corollary 14.4. Let assumptions be as in Lemma 14.3 and let $Q$ be a $\sigma$-parabolic subgroup. Let $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$. Then $\mathcal{L}_{*} f \in \mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)$ for $Y=\operatorname{supp} \mathcal{L}$ and $\delta$ a suitable element in $\mathrm{D}_{Q}$. Moreover,

$$
\operatorname{Exp}\left(P, v \mid\left(\mathcal{L}_{*} f\right)_{\nu}\right) \subset t(\nu+Y)-\rho_{P}-\mathbb{N} \Delta(P)
$$

for $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $\nu \in \operatorname{reg}_{\mathrm{a}} \mathcal{L}_{*} f$.
Proof. This follows immediately from Lemmas 14.3 and [13.5, and from (14.13) combined with the final statement in Proposition 13.2 (b).

Lemma 14.5. Let $\psi \in{ }^{\circ} \mathcal{C}[\Lambda]$ where $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}$. Then the family $f: \mathfrak{a}_{\mathrm{qc}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$, defined by

$$
f(\lambda, x)=E^{\circ}\left(P_{0}: \lambda: x\right) \psi
$$

belongs to $\mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$. Moreover, $\operatorname{deg}_{\mathrm{a}} f=0$ and for all $P \in \mathcal{P}_{\sigma}, v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and every $s \in W_{P} \backslash W$, the family $f$ is holomorphically s-global along $(P, v)$ (see Definition 13.6).

Proof. The function $f$ equals the sum, for $t \in W$, of the functions $f_{\{t\}}$ defined in Lemma 14.3 with $P_{0}$ in place of $P$. Hence $f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$ and $\operatorname{deg}_{\mathrm{a}} f=0$. Moreover, for each $\lambda \in \operatorname{reg}_{\mathrm{a}} f$, the function $f_{\lambda}$ is asymptotically global along all pairs $(P, v)$ by Proposition 8.8. Thus, it remains to prove the assertion on holomorphic globality. In view of Lemma 13.7, it suffices to do this for arbitrary $P \in \mathcal{P}_{\sigma}$ and the special value $v=e$.

In the rest of this proof we shall use notation of the paper [7]. According to [7], Lemma 14, there exists a locally finite collection $\mathcal{H}$ of $\Sigma$-hyperplanes such that $\lambda \mapsto f_{\lambda}$ is holomorphic on $\Omega_{0}:=\mathfrak{a}_{\mathrm{qC}}^{*} \backslash \bigcup \mathcal{H}$, with values in $C^{\infty}(\mathrm{X}: \tau)$. According to the same mentioned lemma it follows that $f \in \mathcal{E}_{*}\left(G / H, V_{\tau}, \Omega_{0}\right)$. According to [7], p. 562 , Cor. 1 , for generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$ the function $f_{\lambda}$ has an asymptotic expansion of the form

$$
\begin{equation*}
f_{\lambda}(x \exp t X) \sim \sum_{\substack{s \in W_{P} \backslash W \\ \nu \in \mathbb{N} \Delta_{r}(P)}} p_{P, \nu}\left(f_{\lambda}: s: \lambda\right)(x) e^{\left(s \lambda-\rho_{P}-\nu\right)(t X)} \quad(t \rightarrow \infty) \tag{14.23}
\end{equation*}
$$

for $X \in \mathfrak{a}_{P \mathrm{q}}$ at every $X_{0} \in \mathfrak{a}_{P \mathrm{q}}^{+}$. Proposition 10 of [7] is valid with $\mathcal{E}_{*}\left(G / H, V_{\tau}, \Omega_{0}\right)$ in place of $\mathcal{E}_{*}\left(G / H, \Lambda, \Omega_{0}\right)$, by the remarks in the beginning of [7], Sect. 12. In particular, there exists a full open subset ${ }^{\prime} \mathfrak{a}_{\mathrm{qC}}^{*}$ of $\mathfrak{a}_{\mathrm{qC}}^{*}$ such that, for all $s \in W_{P} \backslash W$ and $\nu \in \mathbb{N} \Delta_{r}(P)$, the coefficient $p_{P, \nu}\left(f_{\lambda}: s: \lambda\right)$ is holomorphic as a $C^{\infty}\left(G, V_{\tau}\right)$ valued function of $\lambda$ on the full open set $\Omega_{0} \cap{ }^{\prime \prime} \mathfrak{a}_{\mathrm{qc}}^{*}$.

On the other hand, since $f \in \mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$, and $\operatorname{deg}_{\mathrm{a}} f=0$, the expansion (12.2) holds, with $k=0$ and $Y=\{0\}$, for all $\lambda \in \Omega:=\operatorname{reg}_{\mathrm{a}} f$. Thus, if $\lambda \in$ $\Omega \cap \mathfrak{a}_{\mathrm{qC}}^{* 0}(P,\{0\})$ is generic, then it follows from comparing the expansions (14.23) and (12.2), and using Lemma 6.2 and uniqueness of asymptotics (see the proof of Lemma 1.7), that

$$
\begin{equation*}
q_{s, \nu}(P, e \mid f, X, \lambda)(m)=p_{P, \nu}\left(f_{\lambda}: s: \lambda\right)(m) \tag{14.24}
\end{equation*}
$$

for all $s \in W_{P} \backslash W, \nu \in \mathbb{N} \Delta_{r}(P), X \in \mathfrak{a}_{P \mathrm{q}}$ and $m \in M_{P,+}$; here we have written $M_{P,+}$ for the preimage of $\mathrm{X}_{P, e,+}$ in $M_{P}$.

By analytic continuation the equality (14.24) holds for all $\lambda$ in the full, hence connected, open subset $\Omega^{\prime}:=\Omega \cap \Omega_{0} \cap$ " $\mathfrak{a}_{\mathrm{qC}}^{*}$ of $\mathfrak{a}_{\mathrm{qC}}^{*}$. In particular, it follows that $\lambda \mapsto q_{s, \nu}(P, e \mid f, \lambda)$ is holomorphic on $\Omega^{\prime}$ as a function with values in $P_{0}\left(\mathfrak{a}_{P \mathrm{q}}\right) \otimes$ $C^{\infty}\left(\mathrm{X}_{P, e}: \tau_{P}\right)$, for all $s \in W_{P} \backslash W$ and $\nu \in \mathbb{N} \Delta_{r}(P)$. This establishes the assertion on holomorphic globality; see Definition 13.6.

Lemma 14.6. Let $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}, \psi \in{ }^{\circ} \mathcal{C}[\Lambda], S \subset W$ and define $f_{S}: \mathfrak{a}_{\mathrm{qc}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$ by

$$
f_{S}(\lambda, x):=\sum_{s \in S} E_{+, s}\left(P_{0}: \lambda: x\right) \psi
$$

Then the family $f_{S}$ belongs to $\mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$. Moreover, let $t \in W$ and $\alpha \in \Delta$, and assume that either $W_{\alpha} t \subset S$ or $W_{\alpha} t \cap S=\emptyset$, where $W_{\alpha}=\left\{1, s_{\alpha}\right\}$. Then the family $f_{S}$ is holomorphically $W_{\alpha} t$-global along $\left(P_{\alpha}, v\right)$, for every $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

Proof. The first assertion is an immediate consequence of Lemma 14.3 with $P_{0}$ in place of $P$.

Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. It follows from (14.13) and Theorem 3.5 that

$$
\left.\operatorname{Exp}\left(P_{\alpha}, v \mid f_{\{s\} \lambda}\right) \subset s \lambda\right|_{\mathfrak{a}_{\alpha \mathrm{q}}}-\rho_{\alpha}-\mathbb{N} \Delta_{r}\left(P_{\alpha}\right)
$$

for each $s \in W$. For $\lambda$ in the full open subset $\mathfrak{a}_{P_{\alpha} q \mathrm{C}}^{* 0}\left(P_{0},\{0\}\right)$ of $\mathfrak{a}_{\alpha \mathrm{qC}}^{*}$ the sets $\left.s \lambda\right|_{\mathfrak{a}_{\alpha \mathrm{q}}}-\rho_{\alpha}-\mathbb{N} \Delta_{r}\left(P_{\alpha}\right)$ are mutually disjoint for different $[s]=W_{\alpha} s$ from $W_{\alpha} \backslash W$; see Lemmas 6.2 and 6.5. Hence

$$
\begin{equation*}
q_{[t], \xi}\left(P_{\alpha}, v \mid f_{\{s\}}\right)=0 \tag{14.25}
\end{equation*}
$$

for all $s \in W \backslash W_{\alpha} t$ and all $\xi \in \Delta_{r}\left(P_{\alpha}\right)$.
First assume that $W_{\alpha} t \cap S=\emptyset$. Then it follows from (14.25) that $q_{[t], \xi}\left(P_{\alpha}, v \mid\right.$ $\left.f_{S}\right)=0$ for all $\xi \in \Delta_{r}\left(P_{\alpha}\right)$. Hence $f_{S}$ is holomorphically $[t]$-global along $\left(P_{\alpha}, v\right)$.

Next assume that $W_{\alpha} t \subset S$. Let $S^{c}=W \backslash S$. Then $f_{S}=f_{W}-f_{S^{c}}$, and it follows from Lemma 14.5 and what was just proved, that $f_{S}$ is holomorphically [ $t$ ]-global along $\left(P_{\alpha}, v\right)$.

If $Q \in \mathcal{P}_{\sigma}$ is standard, then we define the subset $W^{Q}$ of $W$ by

$$
\begin{equation*}
W^{Q}=\left\{s \in W \mid s\left(\Delta_{Q}\right) \subset \Sigma^{+}\right\} \tag{14.26}
\end{equation*}
$$

It is well known (see e.g. [16, Thm. 2.5.8) that the multiplication map $W^{Q} \times W_{Q} \rightarrow$ $W$ is bijective. Moreover, if $s \in W^{Q}$ and $t \in W_{Q}$, then $l(s t)=l(s)+l(t)$; here $l: W \rightarrow \mathbb{N}$ denotes the length function relative to $\Delta$. In particular, this means that $W^{Q}$ consists of the minimal length representatives in $W$ of the cosets in $W / W_{Q}$.

Lemma 14.7. Let $s \in W, \alpha \in \Delta$ and assume that $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$. Let $t \in W_{Q}$. Then $s \in W^{Q} t$ if and only if $s_{\alpha} s \in W^{Q} t$.

Proof. The hypothesis $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$ is also satisfied by the elements $s_{1}=s t^{-1}$ and $s_{2}=s_{\alpha} s t^{-1}$. Hence we need only prove the implication $s \in W^{Q} \Rightarrow s_{\alpha} s \in W^{Q}$.

Assume that $s \in W^{Q}$. Then $s\left(\Delta_{Q}\right) \subset \Sigma^{+}$. From the hypothesis it follows that $s^{-1} \alpha \notin \Delta_{Q}$, hence $\alpha \notin s\left(\Delta_{Q}\right)$. Since $\alpha$ is simple, it follows that $s_{\alpha}\left(s\left(\Delta_{Q}\right)\right) \subset \Sigma^{+}$. Hence $s_{\alpha} s \in W^{Q}$.

Corollary 14.8. Let $\psi \in{ }^{\circ} \mathcal{C}[\Lambda]$ where $\Lambda \in \mathfrak{b}_{\mathrm{kc}}^{*}$ and let $Q \in \mathcal{P}_{\sigma}$ be a standard parabolic subgroup. Fix $t \in W_{Q}$, and let the family $f: \mathfrak{a}_{\mathrm{qC}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau}$ be defined by

$$
f(\lambda, x)=\sum_{s \in W^{Q}} E_{+, s t}\left(P_{0}: \lambda: x\right)(\psi)
$$

Then $f \in \mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \Lambda\right)_{\text {hglob }}($ see (14.16) $)$. If $\mathcal{L} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$, then the family $\mathcal{L}_{*} f$ belongs to the space $\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {hglob }}$ (see Definition 13.10), where $Y=\operatorname{supp} \mathcal{L}$, and where $\delta$ is a suitable element of $\mathrm{D}_{Q}$.
Proof. Let $S=W^{Q} t$. Then, $f=f_{S}$, where we have used the notation of Lemma 14.6. It follows from the mentioned lemma that $f \in \mathcal{E}_{0}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \Lambda\right)$. Moreover, let $s \in W$ and $\alpha \in \Delta$ be such that $\left.s^{-1} \alpha\right|_{\mathfrak{a}_{Q q}} \neq 0$. Then it follows from Lemma 14.7 that either $W_{\alpha} s \subset S$ or $W_{\alpha} s \cap S$ is empty. Hence it follows from Lemma 14.6 that $f$ is holomorphically $W_{\alpha} s$-global along $\left(P_{\alpha}, v\right)$, for every $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Thus
$f \in \mathcal{E}_{0}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \Lambda\right)_{\text {hglob }}$ by Lemma 13.11. The remaining assertion now follows from Theorem 13.12 ,

## 15. Asymptotics of partial Eisenstein integrals

Let $P \in \mathcal{P}_{\sigma}^{\min }$ and let $Q$ be a $\sigma$-parabolic subgroup containing $P$. For the application of the asymptotic vanishing theorem, Theorem 12.10 in the next section we need to determine the coefficient of the leading exponent in the $(Q, v)$-expansion of the Eisenstein integral $E^{\circ}(P: \lambda)$, for every $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. This is done in Proposition 15.1, where the coefficient is expressed by means of an Eisenstein integral for $\mathrm{X}_{Q}$. A similar result is derived in Proposition 15.3 for the partial Eisenstein integral $E_{+, s}(P: \lambda)$ and in Proposition 15.4 for the family obtained by applying a Laurent functional to $E_{+, s}(P: \lambda)$ (cf. Corollary 14.4).

We first need some notation related to the parabolic subgroup $Q$, in addition to what was introduced in Section 3. Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and select a complete set of representatives $\mathcal{W}_{Q, v}$ in $N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ for $W_{Q} / W_{K_{Q} \cap v H v^{-1}}$. We define ${ }^{\circ} \mathcal{C}(Q, v)=$ ${ }^{\circ} \mathcal{C}(Q, v, \tau)$ to be the analogue of the space ${ }^{\circ} \mathcal{C}$ for the data $\mathrm{X}_{1 Q, v}, \tau_{Q}$. Thus

$$
\begin{equation*}
{ }^{\circ} \mathcal{C}(Q, v)=\bigoplus_{u \in \mathcal{W}_{Q, v}} C^{\infty}\left(M / M \cap u v H(u v)^{-1}: \tau\right) \tag{15.1}
\end{equation*}
$$

with an orthogonal direct sum. Note that ${ }^{\circ} \mathcal{C}(Q, v)$ is also the analogue of ${ }^{\circ} \mathcal{C}$ for the data $\mathrm{X}_{Q, v}, \tau_{Q}$.

One readily checks that the map $\mathcal{W}_{Q, v} \rightarrow W / W_{K \cap H}$ given by $u \mapsto \operatorname{Ad}(u v) \mid \mathfrak{a}_{\mathrm{q}}$ is injective. Hence we may extend $\mathcal{W}_{Q, v} v$ to a complete set $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of representatives for $W / W_{K \cap H}$. If $w \in \mathcal{W}$, then $w \in \mathcal{W}_{Q, v} v \Longleftrightarrow w v^{-1} \in K_{Q}$. With such choices made we have a natural isometric embedding $\mathrm{i}_{Q, v}:{ }^{\circ} \mathcal{C}(Q, v) \hookrightarrow{ }^{\circ} \mathcal{C}$, defined by

$$
\left(\mathrm{i}_{Q, v} \psi\right)_{w}= \begin{cases}\psi_{w v^{-1}} & \text { if } w \in \mathcal{W}_{Q, v} v  \tag{15.2}\\ 0 & \text { otherwise }\end{cases}
$$

The adjoint of the embedding $\mathrm{i}_{Q, v}$ is denoted by $\operatorname{pr}_{Q, v}:{ }^{\circ} \mathcal{C} \rightarrow{ }^{\circ} \mathcal{C}(Q, v)$. It is given by the following formula, for $\psi \in{ }^{\circ} \mathcal{C}$,

$$
\begin{equation*}
\left(\operatorname{pr}_{Q, v} \psi\right)_{u}=\psi_{u v}, \quad\left(u \in \mathcal{W}_{Q, v}\right) \tag{15.3}
\end{equation*}
$$

The normalized Eisenstein integral associated with the data $\mathrm{X}_{1 Q, v}, \tau_{Q}$ and ${ }^{*} P:=$ $P \cap M_{1 Q}$ is denoted by $E^{\circ}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \nu\right)$, for $\nu \in \mathfrak{a}_{\mathrm{qC}}^{*}$. Similarly, the partial Eisenstein integrals associated with these data are denoted by $E_{+, s}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \nu\right)$, for $s \in W_{Q}$ and $\nu \in \mathfrak{a}_{\mathrm{qc}}^{*}$. Note that all of these are $\left(\tau_{Q} \otimes 1\right)$-spherical smooth functions on $\mathrm{X}_{1 Q, v,+}$ with values in $\operatorname{Hom}\left({ }^{\circ} \mathcal{C}(Q, v), V_{\tau}\right) \simeq V_{\tau} \otimes{ }^{\circ} \mathcal{C}(Q, v)^{*}$.

Proposition 15.1. Let $P \in \mathcal{P}_{\sigma}^{\min }, Q \in \mathcal{P}_{\sigma}$ and assume that $Q \supset P$. Let $v \in$ $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, and choose $\mathcal{W}_{Q, v}, \mathcal{W}$ as above such that $\mathcal{W}_{Q, v} \subset \mathcal{W} v^{-1}$. Let $\psi \in{ }^{\circ} \mathcal{C}$ and let the family $f: \mathfrak{a}_{\mathrm{qc}}^{*} \times \mathrm{X} \rightarrow V_{\tau}$ be defined by

$$
f(\lambda, x)=E^{\circ}(P: \lambda: x) \psi
$$

Then, for $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$ generic, and for all $X \in \mathfrak{a}_{Q \mathrm{q}}$ and $m \in \mathrm{X}_{Q, v,+}$,

$$
\begin{equation*}
q_{\left.\lambda\right|_{a_{Q q}}-\rho_{Q}}\left(Q, v \mid f_{\lambda}, X, m\right)=E^{\circ}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \lambda: m\right) \operatorname{pr}_{Q, v} \psi \tag{15.4}
\end{equation*}
$$

Proof. We first assume that $v=e$. Then $\mathrm{X}_{1 Q, v}=\mathrm{X}_{1 Q, e}=M_{1 Q} / M_{1 Q} \cap H$. Moreover, the set $\mathcal{W}_{Q}:=\mathcal{W}_{Q, e}$ is contained in $\mathcal{W}$. From [7], p. 563, Thm. 4, it follows that

$$
q_{\left.\lambda\right|_{a_{Q q}}-\rho_{Q}}\left(Q, e \mid f_{\lambda}, X, m\right)=E^{\circ}\left(\mathrm{X}_{1 Q, e}:{ }^{*} P: \lambda: m\right) \operatorname{pr}_{Q} \psi
$$

for generic $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$ and all $X \in \mathfrak{a}_{Q \mathrm{q}}$ and $m \in \mathrm{X}_{Q, e,+}$. Here $\mathrm{pr}_{Q}$ is the natural projection map from ${ }^{\circ} \mathcal{C}$ onto ${ }^{\circ} \mathcal{C}_{Q}(\tau)=\bigoplus_{v \in \mathcal{W}_{Q}} C^{\infty}\left(M / M \cap v H v^{-1}: \tau_{\mathrm{M}}\right)$; see [7], pp. 544 and 547. Thus, $\mathrm{pr}_{Q}$ equals the map $\mathrm{pr}_{Q, e}$ defined above and it follows that (15.4) holds with $v=e$. To establish the result for arbitrary $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, we first need a lemma.

From Remark 3.1 we recall that $\mathrm{X}_{v}=\mathrm{X}_{1 G, v}=G / v H v^{-1}$. The set $\mathcal{W}_{G, v}:=\mathcal{W} v^{-1}$ is a complete set of representatives for $W / W_{K \cap v H v^{-1}}$. Accordingly, the analogue ${ }^{\circ} \mathcal{C}(G, v)={ }^{\circ} \mathcal{C}(G, v, \tau)$ of the space ${ }^{\circ} \mathcal{C}$ is given by (15.1) with $G$ in place of $Q$. The associated map $\mathrm{i}_{G, v}:{ }^{\circ} \mathcal{C}(G, v) \rightarrow{ }^{\circ} \mathcal{C}$ is now a bijective isometry; moreover, its adjoint $\mathrm{pr}_{G, v}$ is its two-sided inverse.

We recall from the end of Section 3 that right translation by $v$ induces a topological linear isomorphism $R_{v}$ from $C^{\infty}(\mathrm{X}: \tau)$ onto $C^{\infty}\left(\mathrm{X}_{v}: \tau\right)$. In the following lemma we will relate the right translate of $E^{\circ}(P: \lambda)$ to the normalized Eisenstein integral associated with $\mathrm{X}_{v}, \mathcal{W} v^{-1}$ and $P$.
Lemma 15.2. Let $\psi \in{ }^{\circ} \mathcal{C}$. Then, for generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$,

$$
\begin{equation*}
R_{v}\left(E^{\circ}(\mathrm{X}: P: \lambda) \psi\right)=E^{\circ}\left(\mathrm{X}_{v}: P: \lambda\right)\left[\operatorname{pr}_{G, v} \psi\right] . \tag{15.5}
\end{equation*}
$$

The formula remains valid if the normalized Eisenstein integrals are replaced by their unnormalized versions.
Proof. We first prove the formula for the unnormalized Eisenstein integrals. Let $\lambda \in{\underset{\sim}{\mathrm{qc}}}_{\mathfrak{a}}^{*}$ be such that $\left\langle\operatorname{Re} \lambda+\rho_{P}, \alpha\right\rangle<0$ for all $\alpha \in \Sigma(P)$. Define the function $\tilde{\psi}(\lambda): G \rightarrow V_{\tau}$ as in [7], (19). Then $E(P: \lambda: x) \psi=\int_{\tilde{\sim}} \tau(k) \tilde{\psi}\left(\lambda:{\underset{\sim}{e}}^{-1} x\right) d k$. Hence $E(P: \lambda: x v) \psi=\int_{K} \tau(k) \tilde{\psi}_{G, v}\left(\lambda: k^{-1} x\right) d k$, where $\tilde{\psi}_{G, v}(\lambda: x)=\tilde{\psi}(\lambda: x v)$. One now readily checks that $\tilde{\psi}_{G, v}(\lambda)$ is the analogue of $\tilde{\psi}(\lambda)$, associated with the data $\mathrm{X}_{v}, \mathcal{W} v^{-1}$ and with the element $\psi_{G, v}:=\operatorname{pr}_{G, v} \psi$ of ${ }^{\circ} \mathcal{C}(G, v)$. From this we obtain the equality (15.5) for the present $\lambda$. For general $\lambda$, the result follows by meromorphic continuation.

Let $Q \in \mathcal{P}_{\sigma}^{\min }$. Then it follows, by application of Lemma 3.7 and the definition of the $\mathbf{c}$-functions (cf. [7], §4), that, for every $s \in W$, each $u \in \mathcal{W} v^{-1}$ and generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$, we have $\left[C_{Q \mid P}(\mathrm{X}: s: \lambda) \psi\right]_{u v}=\left[C_{Q \mid P}\left(\mathrm{X}_{v}: s: \lambda\right) \operatorname{pr}_{G, v} \psi\right]_{u}$. In other words,

$$
\operatorname{pr}_{G, v} \circ C_{Q \mid P}(\mathrm{X}: s: \lambda)=C_{Q \mid P}\left(\mathrm{X}_{v}: s: \lambda\right) \circ \operatorname{pr}_{G, v}
$$

The proof is completed by combining this equation, after substitution of $P$ and 1 for $Q$ and $s$, respectively, with the unnormalized version of (15.5) and the definitions of the normalized Eisenstein integrals (cf. [7], (49)).
Completion of the proof of Proposition 15.1. Let $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ be arbitrary. Then from Lemmas 3.7, 15.2 and equation (15.4) with $\mathrm{X}_{v}, e$ and $\mathrm{pr}_{G, v} \psi$ in place of X, $v$ and $\psi$, respectively, it follows that, for $X \in \mathfrak{a}_{Q q}$ and $m \in \mathrm{X}_{Q, v,+}$,

$$
\begin{aligned}
q_{\left.\lambda\right|_{a_{Q q}}-\rho_{Q}}\left(Q, v \mid f_{\lambda}, X, m\right) & =q_{\left.\lambda\right|_{a_{Q q}}-\rho_{Q}}\left(Q, e \mid R_{v}\left(f_{\lambda}\right), X, m\right) \\
& =E^{\circ}\left(\tilde{\mathrm{X}}_{1 Q, e}:{ }^{*} P: \lambda: m\right) \tilde{\mathrm{pr}}_{Q, e} \operatorname{pr}_{G, v} \psi
\end{aligned}
$$

In the last expression the two tildes over objects indicate that the analogues of the objects for the symmetric space $\mathrm{X}_{v}$ are taken. We now observe that $\tilde{\mathrm{X}}_{1 Q, e}$ equals
the space $M_{1 Q} / M_{1 Q} \cap e v H v^{-1} e=\mathrm{X}_{1 Q, v}$. Hence, to establish (15.4), it suffices to show that $\tilde{\mathrm{pr}}_{Q, e} \operatorname{pr}_{G, v} \psi=\operatorname{pr}_{Q, v} \psi$. For this we note that $\tilde{\mathrm{pr}}_{Q, e}$ is the projection from ${ }^{\circ} \mathcal{C}(G, v)$ onto the sum of the components parametrized by the elements $u$ of $M_{1 Q} \cap \mathcal{W} v^{-1}=\mathcal{W}_{Q, v}$. Moreover, for $u \in \mathcal{W}_{Q, v}$,

$$
\left[\tilde{\mathrm{pr}}_{Q, e} \operatorname{pr}_{G, v} \psi\right]_{u}=\left[\operatorname{pr}_{G, v} \psi\right]_{u}=\psi_{u v}=\left[\operatorname{pr}_{Q, v} \psi\right]_{u}
$$

The result just proved generalizes to partial Eisenstein integrals.
Proposition 15.3. Let $P \in \mathcal{P}_{\sigma}^{\min }$. Let $\psi \in{ }^{\circ} \mathcal{C}$, let $S \subset W$ and let the family $f=f_{S}$ be defined by

$$
f(\lambda, x)=\sum_{s \in S} E_{+, s}(P: \lambda: x) \psi
$$

see Lemma 14.6. Assume that $Q \in \mathcal{P}_{\sigma}$ contains $P$ and that $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Then, for generic $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$, and all $X \in \mathfrak{a}_{Q \mathrm{q}}$ and $m \in \mathrm{X}_{Q, v,+}$,

$$
\begin{equation*}
q_{\left.\lambda\right|_{a_{Q q}}-\rho_{Q}}\left(Q, v \mid f_{\lambda}, X, m\right)=\sum_{s \in S \cap W_{Q}} E_{+, s}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \lambda: m\right) \operatorname{pr}_{Q, v} \psi \tag{15.6}
\end{equation*}
$$

In particular, if $S \cap W_{Q}=\emptyset$, then $\left.\lambda\right|_{\mathfrak{a}_{Q q}}-\rho_{Q} \notin \operatorname{Exp}\left(Q, v \mid f_{\lambda}\right)$.
Proof. For $S=W$ this result is precisely Proposition 15.1. We shall use transitivity of asymptotics to derive the result for arbitrary $S$ from it.

It suffices to prove the above identity for $m=b u \in \mathrm{X}_{Q, v,+}$, with $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$ arbitrary.

According to Lemma 14.3 and Remark 12.2, the function $f_{S}$ belongs to $C_{0,\{0\}}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, for the full open subset $\Omega:=\operatorname{reg}_{\mathrm{a}} f_{S}$ of $\mathfrak{a}_{\mathrm{qC}}^{*}$.

Hence, according to Theorem 7.8 with $P_{0}, Q$ and $P$ in place of $Q, P$ and $P_{1}$, respectively, for $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$ generic the following holds, with [1] the class of $1 \in W$ in $W / \sim_{Q \mid P_{0}}=W_{Q} \backslash W$,

$$
\begin{aligned}
& q_{\left.\lambda\right|_{a_{Q q}}-\rho_{Q}}\left(Q, v \mid f_{S \lambda}, X, b u\right)=q_{[1], 0}\left(Q, v \mid f_{S}, X\right)(\lambda, b u) \\
& \quad=\sum_{s \in W_{Q}} \sum_{\mu \in \mathbb{N} \Delta_{Q}(P)} b^{s \lambda-\rho_{P}-\mu} q_{s, \mu}\left(P, u v \mid f_{S}, X+\log b\right)(\lambda, e)
\end{aligned}
$$

Now, for all $s, t \in W, \mu \in \mathbb{N} \Delta$ and $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ it follows from (14.13) and Lemma 6.2 that $q_{s, \mu}\left(P, v \mid f_{\{t\}}\right)=0$ if $s \neq t$. Hence

$$
q_{s, \mu}\left(P, v \mid f_{S}\right)= \begin{cases}q_{s, \mu}\left(P, v \mid f_{W}\right) & \text { if } s \in S \\ 0 & \text { otherwise }\end{cases}
$$

Thus, we obtain that

$$
\begin{align*}
& q_{\left.\lambda\right|_{\mathrm{a}_{Q q}}-\rho_{Q}}\left(Q, v \mid f_{S \lambda}, X, b u\right) \\
& \quad=\sum_{s \in S \cap W_{Q}} \sum_{\mu \in \mathbb{N} \Delta_{Q}(P)} b^{s \lambda-\rho-\mu} q_{s, \mu}\left(P, u v \mid f_{W}, X+\log b\right)(\lambda, e) . \tag{15.7}
\end{align*}
$$

This equation is valid for any subset $S$ of $W$; in particular, it is valid for $S=W$. Using (15.4) we now obtain that, for any $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and all $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$,

$$
\begin{align*}
& E^{\circ}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \lambda: b u\right) \operatorname{pr}_{Q, v} \psi \\
& \quad=\sum_{s \in W_{Q}} \sum_{\mu \in \mathbb{N} \Delta_{Q}(P)} b^{s \lambda-\rho-\mu} q_{s, \mu}\left(P, u v \mid f_{W}, X+\log b\right)(\lambda, e) \tag{15.8}
\end{align*}
$$

This is the $\Delta_{Q}(P)$-exponential polynomial expansion of the Eisenstein integral along $\left({ }^{*} P, u\right)$. In view of (14.12) and the remark following (14.13), with $\mathrm{X}_{1 Q, v}$ in place of X, we infer from (15.8) that, for each $s \in W_{Q}$, and every $u \in N_{K_{Q}}\left(\mathfrak{a}_{\mathrm{q}}\right)$ and $b \in{ }^{*} A_{Q \mathrm{q}}^{+}\left({ }^{*} P\right)$,

$$
\begin{align*}
& E_{+, s}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \lambda: b u\right) \operatorname{pr}_{Q, v} \psi \\
& \quad=\sum_{\mu \in \mathbb{N}_{Q}(P)} b^{s \lambda-\rho-\mu} q_{s, \mu}\left(P, u v \mid f_{W}, X+\log b\right)(\lambda, e) . \tag{15.9}
\end{align*}
$$

Finally, (15.6) with $m=b u$ follows by combining (15.7) and (15.9).
We end this section with a generalization of Proposition [15.3, involving the application of a Laurent functional.
Proposition 15.4. Let assumptions be as in Proposition 15.3 and let $\mathcal{L} \in$ $\mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$. Then the family $\mathcal{L}_{*} f$ defined by $\mathcal{L}_{*} f(\nu, x)=\mathcal{L}[f(\cdot+\nu, x)]$, for generic $\nu \in \mathfrak{a}_{Q \mathrm{qC}}^{*}$ and $x \in \mathrm{X}_{+}$, belongs to $\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)$, with $Y=\operatorname{supp} \mathcal{L}$ and for a suitable $\delta \in \mathrm{D}_{Q}$.

Moreover, for generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ and all $X \in \mathfrak{a}_{Q \mathrm{q}}$ and $m \in \mathrm{X}_{Q, v,+}$,

$$
\begin{align*}
& q_{\nu-\rho_{Q}}\left(Q, v \mid\left(\mathcal{L}_{*} f\right)_{\nu}, X, m\right) \\
& \quad=\mathcal{L}\left[\sum_{s \in S \cap W_{Q}} E_{+, s}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \cdot+\nu: m\right) \operatorname{pr}_{Q, v} \psi\right] . \tag{15.10}
\end{align*}
$$

In particular, if $S \cap W_{Q}=\emptyset$, then $\nu-\rho_{Q} \notin \operatorname{Exp}\left(Q, v \mid\left(\mathcal{L}_{*} f\right)_{\nu}\right)$.
Proof. The first assertion follows from Corollary 14.4 For the second assertion, we note that $\mathcal{L}_{*} f \in C_{Q, Y}^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau: \Omega\right)$, where $\Omega$ is the full open subset $\mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}_{\mathcal{L}_{*} f}$ of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$; see Remark 12.2 The set $\Omega_{*}:=\Omega \cap \mathfrak{a}_{Q \mathrm{qc}}^{* \circ}(P,\{0\})$ is a full open subset of $\mathfrak{a}_{Q q \mathrm{c}}^{*}$. Moreover, from (7.14) it follows that, for $\nu \in \Omega_{*}$,

$$
\begin{equation*}
q_{\nu-\rho_{Q}}\left(Q, v \mid\left(\mathcal{L}_{*} f\right)_{\nu}, X\right)=q_{[1], 0}\left(Q, v \mid \mathcal{L}_{*} f, X\right)(\nu), \quad\left(X \in \mathfrak{a}_{Q \mathrm{q}}\right) ; \tag{15.11}
\end{equation*}
$$

here [1] denotes the image of the identity element of $W$ in $W / \sim_{Q \mid Q}$. The expression on the right-hand side of the above equation is given by (13.5), with $P=Q, \sigma=$ $[1] \in W / \sim_{Q \mid Q}$ and $\xi=0$. Note that an element $s \in W$ satisfies $[s]=[1]$ if and only if $s \in W_{Q}$. It follows from this that [1] $\cdot Y=\{0\}$. Hence from (13.5) and (13.2) we conclude, with $\overline{1}$ denoting the image of $1 \in W$ in $W_{Q} \backslash W$,

$$
\begin{align*}
q_{[1], 0}\left(Q, v \mid \mathcal{L}_{*} f, X\right)(\nu) & =\sum_{\lambda \in Y} \mathcal{L}_{\lambda *}^{Q, \overline{1}}\left[q_{\overline{1}, 0}(Q, v \mid f)(X, \cdot)\right](\nu, X)  \tag{15.12}\\
& =\sum_{\lambda \in Y} e^{-(\lambda+\nu)(X)} \mathcal{L}_{\lambda *}\left[e^{(\cdot)(X)} q_{\overline{1}, 0}(Q, v \mid f)(X, \cdot)\right](\nu)
\end{align*}
$$

for $X \in \mathfrak{a}_{Q \mathrm{q}}$ and generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$. From $(\lambda+\nu)(X)=\nu(X)$ we deduce that the last expression in (15.12) equals $\sum_{\lambda \in Y} \mathcal{L}_{\lambda *}\left[q_{\overline{1}, 0}(Q, v \mid f)(X, \cdot)\right](\nu)$. Hence from (15.11) and (15.12) we obtain

$$
\begin{equation*}
q_{\nu-\rho_{Q}}\left(Q, v \mid\left(\mathcal{L}_{*} f\right)_{\nu}, X\right)=\mathcal{L}_{*}\left[q_{\overline{1}, 0}(Q, v \mid f)(X, \cdot)\right](\nu) . \tag{15.13}
\end{equation*}
$$

It follows from (15.6) and (7.14) that, for $X \in \mathfrak{a}_{Q \mathrm{q}}, m \in \mathrm{X}_{Q, v,+}$,

$$
\begin{equation*}
q_{\overline{\mathrm{I}}, 0}(Q, v \mid f)(X, \lambda, m)=\sum_{s \in S \cap W_{Q}} E_{+, s}\left(\mathrm{X}_{1 Q, v}:{ }^{*} P: \lambda: m\right) \operatorname{pr}_{Q, v} \psi, \tag{15.14}
\end{equation*}
$$

as a meromorphic identity in $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$. The equality (15.10) now follows by combining (15.13) with (15.14).

## 16. Induction of relations

After the preparations of the previous sections we are now able to apply the vanishing theorem, Theorem [12.10, to families obtained from applying Laurent functionals to partial Eisenstein integrals. This will lead to what we call induction of relations; see Theorem 16.1 The subsequent Corollaries 16.216 .5 are reformulations, which are useful for the applications. The lifting principle in Theorem 16.10 is also a reformulation. As mentioned in the introduction, a similar principle was stated by Casselman for the group case in [1].

We retain the notation of the previous section. Moreover, we assume that $Q \in \mathcal{P}_{\sigma}$ is a standard parabolic subgroup. Thus ${ }^{*} P_{0}:=M_{Q} \cap P_{0}$ is the standard minimal $\sigma$-parabolic subgroup of $M_{Q}$, relative to the positive system $\Sigma_{Q}^{+}:=\Sigma_{Q} \cap \Sigma$.

We assume that ${ }^{Q} \mathcal{W}$ is a complete set of representatives in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ for the double coset space $W_{Q} \backslash W / W_{K \cap H}$. We also assume that for each $v \in{ }^{Q} \mathcal{W}$ a set $\mathcal{W}_{Q, v}$ as above (15.1) is chosen. Then one readily verifies that

$$
\begin{equation*}
\mathcal{W}=\bigcup_{v \in Q \mathcal{W}} \mathcal{W}_{Q, v} v \quad \text { (disjoint union). } \tag{16.1}
\end{equation*}
$$

is a complete set of representatives for $W / W_{K \cap H}$ in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. Combining this with (15.2) and (15.3) we find that

$$
\sum_{v \in^{\mathcal{Q}}} \mathrm{i}_{Q, v} \circ \operatorname{pr}_{Q, v}=I_{\circ} \mathcal{C} .
$$

Combining (16.1) with (15.2) and (15.3), it also follows, for $u, v \in{ }^{Q} \mathcal{W}$, that

$$
\operatorname{pr}_{Q, u} \circ \mathrm{i}_{Q, v}= \begin{cases}I_{\circ} \mathcal{C}(Q, v) & \text { if } u=v ;  \tag{16.2}\\ 0 & \text { otherwise. }\end{cases}
$$

Theorem 16.1 (Induction of relations). Let $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{\text {Qqc }}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathrm{C}$ be given for each $t \in W_{Q}$. If, for each $v \in{ }^{Q} \mathcal{W}$,

$$
\begin{equation*}
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot: m\right) \circ \mathrm{pr}_{Q, v}\right]=0, \quad\left(m \in \mathrm{X}_{Q, v,+}\right), \tag{16.3}
\end{equation*}
$$

then for each $s \in W^{Q}$ the following holds as a meromorphic identity in $\nu \in \mathfrak{a}_{Q q \mathrm{q}}^{*}$ :

$$
\begin{equation*}
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right)\right]=0, \quad\left(x \in \mathrm{X}_{+}\right) \tag{16.4}
\end{equation*}
$$

Conversely, if the identity (16.4) holds for some $s \in W^{Q}$ and all $\nu$ in a nonempty open subset of $\mathfrak{a}_{Q q \mathrm{c}}^{*}$, then (16.3) holds for each $v \in{ }^{Q} \mathcal{W}$.

Proof. Define for each $w \in W$ the family $g_{w}: \mathfrak{a}_{Q \mathrm{qc}}^{*} \times \mathrm{X}_{+} \rightarrow V_{\tau} \otimes{ }^{\circ} \mathcal{C}^{*}$ by

$$
g_{w}(\nu, x)=\mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right)\right]
$$

for generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ and every $x \in \mathrm{X}_{+}$; the elements $s \in W^{Q}, t \in W_{Q}$ are determined by the unique product decomposition $w=s t$ (see below (14.26)).

It follows from Corollary 14.4 that there exist $\delta_{w} \in \mathrm{D}_{Q}$ such that $g_{w} \in$ $\mathcal{E}_{Q, Y_{w}}^{\text {hyp }}\left(\mathrm{X}_{+}: \tau: \delta_{w}\right) ;$ here $Y_{w}=\operatorname{supp} \mathcal{L}_{t}$, where $t \in W_{Q}$ is determined as above. If we put $Y=\bigcup Y_{w}$ and $\delta=\max \left(\delta_{w}\right)$, then $g_{w}$ belongs to $\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)$ for all $w \in W$. Moreover, for generic $\nu \in \mathfrak{a}_{Q \mathrm{qC}}^{*}$,

$$
\begin{equation*}
\operatorname{Exp}\left(P_{0}, v \mid\left(g_{w}\right)_{\nu}\right) \subset w(\nu+Y)-\rho-\mathbb{N} \Delta \tag{16.5}
\end{equation*}
$$

In view of Proposition 15.4 it also follows for $X \in \mathfrak{a}_{Q \mathrm{q}}, m \in \mathrm{X}_{Q, v,+}$ and generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ that

$$
\begin{align*}
& q_{\nu-\rho_{Q}}\left(Q, v \mid\left(g_{t}\right)_{\nu}, X, m\right)  \tag{16.6}\\
& \quad=\mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot+\nu: m\right) \circ \operatorname{pr}_{Q, v}\right] \quad\left(t \in W_{Q}\right)
\end{align*}
$$

and

$$
\begin{equation*}
q_{\nu-\rho_{Q}}\left(Q, v \mid\left(g_{w}\right)_{\nu}, X, m\right)=0 \quad\left(w \notin W_{Q}\right) \tag{16.7}
\end{equation*}
$$

According to Corollary 14.8 the family $\sum_{s \in W^{Q}} g_{s t}$ belongs to the space $\mathcal{E}_{Q, Y}^{\mathrm{hyp}}\left(\mathrm{X}_{+}: \tau: \delta\right)_{\text {glob }}$ for each $t \in W_{Q}$. Hence so does the family $g=\sum_{w \in W} g_{w}=$ $\sum_{t \in W_{Q}, s \in W^{Q}} g_{s t}$. Moreover, by (16.6) and (16.7)

$$
\begin{aligned}
& q_{\nu-\rho_{Q}}\left(Q, v \mid(g)_{\nu}, X, m\right) \\
& \quad=\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot+\nu: m\right) \circ \operatorname{pr}_{Q, v}\right] \quad\left(m \in \mathrm{X}_{Q, v,+}\right)
\end{aligned}
$$

From Theorem 12.10 we now see that (16.3) holds for each $v \in{ }^{Q} \mathcal{W}$ if and only if $g=0$ 。

On the other hand, let $g^{s}=\sum_{t \in W_{Q}} g_{s t}$ for $s \in W^{Q}$. It follows from (16.5) that

$$
\operatorname{Exp}\left(P_{0}, v \mid\left(g^{s}\right)_{\nu}\right) \subset s \nu+W Y-\rho-\mathbb{N} \Delta
$$

Since the latter sets are mutually disjoint as $s$ runs over $W^{Q}$, for $\nu$ in a full open subset (see Lemma 6.2), we conclude that for such $\nu$,

$$
(s \nu+W Y-\rho-\mathbb{N} \Delta) \cap \operatorname{Exp}\left(P_{0}, v \mid g_{\nu}\right)=\operatorname{Exp}\left(P_{0}, v \mid\left(g^{s}\right)_{\nu}\right)
$$

Hence $g=0$ implies that $g^{s}=0$ for each $s \in W^{Q}$. Conversely it follows from Corollary 9.15 that $g=0$ if $g^{s}=0$ for some $s \in W^{Q}$. The theorem follows immediately.

Corollary 16.2. Let $v \in{ }^{Q} \mathcal{W}$ and let $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}(Q, v)$ be given for each $t \in W_{Q}$. If

$$
\begin{equation*}
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot m\right)\right]=0, \quad\left(m \in \mathrm{X}_{Q, v,+}\right) \tag{16.8}
\end{equation*}
$$

then for each $s \in W^{Q}$ the following holds as a meromorphic identity in $\nu \in \mathfrak{a}_{Q q \mathrm{Cc}}^{*}$ :

$$
\begin{equation*}
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right) \circ \mathrm{i}_{Q, v}\right]=0, \quad\left(x \in \mathrm{X}_{+}\right) \tag{16.9}
\end{equation*}
$$

Conversely, if the identity (16.9) holds for some $s \in W^{Q}$ and all $\nu$ in a nonempty open subset of $\mathfrak{a}_{Q q \mathrm{C}}^{*}$, then (16.8) holds.
Proof. For $t \in W_{Q}$ we define the functional $\mathcal{L}_{t}^{\circ} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q q \mathrm{c}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}$ by $\mathcal{L}_{t}^{\circ}=$ $\left[I \otimes \mathrm{i}_{Q, v}\right]\left(\mathcal{L}_{t}\right)$. Then for $F \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}, \Sigma_{Q}\right) \otimes{ }^{\circ} \mathcal{C}^{*}$ we have

$$
\begin{equation*}
\mathcal{L}_{t}^{\circ} F=\mathcal{L}_{t}\left[F(\cdot) \mathrm{i}_{Q, v}\right] . \tag{16.10}
\end{equation*}
$$

Let $u \in{ }^{Q} \mathcal{W}$. Then from (16.2) and (16.8) we deduce that (16.3) holds with $u$ and $\mathcal{L}_{t}^{\circ}$ in place of $v$ and $\mathcal{L}_{t}$, respectively. It follows that (16.4) holds with $\mathcal{L}_{t}^{\circ}$ in place of $\mathcal{L}_{t}$. In view of (16.10) this implies (16.9). The converse statement is seen similarly.

Another useful formulation of the principle of induction of relations is the following.
Corollary 16.3. Let $v \in{ }^{Q} \mathcal{W}$. Let $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ and $\varphi_{t} \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \Sigma\right) \otimes$ ${ }^{\circ} \mathcal{C}(Q, v)$ be given for each $t \in W_{Q}$. Assume that

$$
\begin{equation*}
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot m\right) \varphi_{t}(\cdot+\nu)\right]=0, \quad\left(m \in \mathrm{X}_{Q, v,+}\right) \tag{16.11}
\end{equation*}
$$

for generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$. Define $\psi_{t}=\left(I \otimes \mathrm{i}_{Q, v}\right) \varphi_{t} \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right) \otimes{ }^{\circ} \mathcal{C}$, for $t \in W_{Q}$. Then, for each $s \in W^{Q}$,

$$
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right) \psi_{t}(\cdot+\nu)\right]=0, \quad\left(x \in \mathrm{X}_{+}\right)
$$

as an identity of $V_{\tau}$-valued meromorphic functions in the variable $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$.
Proof. Let $\mathcal{H}$ be a $\Sigma$-configuration such that $\operatorname{sing}\left(\varphi_{t}\right) \subset \bigcup \mathcal{H}$, for each $t \in W_{Q}$. Moreover, let $Y=\bigcup_{t \in W_{Q}} \operatorname{supp} \mathcal{L}_{t} \subset{ }^{*} \mathfrak{a}_{Q \mathbf{q c}}^{*}$. Fix $t \in W_{Q}$. Let $\mathcal{H}^{\prime}:=\mathcal{H}_{\mathfrak{a}_{Q q}}(Y)$ be the $\Sigma_{r}(Q)$-configuration in $\mathfrak{a}_{Q \mathrm{qc}}^{*}$ defined as in Corollary 11.6. Let $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}^{\prime}$; then the function $\varphi_{t}^{\nu}: \lambda \mapsto \varphi_{t}(\lambda+\nu)$ belongs to $\mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, Y, \Sigma_{Q}\right)$. It follows from (10.7) that the functional $\mathcal{L}_{t}^{\nu} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)^{*} \otimes{ }^{\circ} \mathcal{C}(Q, v)$ defined by

$$
\mathcal{L}_{t}^{\nu}[F(\cdot)]:=\mathcal{L}_{t}\left[F(\cdot) \varphi_{t}(\cdot+\nu)\right]
$$

for $F \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right) \otimes{ }^{\circ} \mathcal{C}(Q, v)^{*}$, is a ${ }^{\circ} \mathcal{C}(Q, v)$-valued $\Sigma_{Q}$-Laurent functional on ${ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}$. The hypothesis (16.11) may be rewritten as (16.8) with $\mathcal{L}_{t}^{\nu}$ in place of $\mathcal{L}_{t}$, for each $t \in W_{Q}$. By application of Corollary 16.2 we therefore obtain, for $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*} \backslash \bigcup \mathcal{H}^{\prime}$, that

$$
\begin{equation*}
\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\mu: x\right) \psi_{t}(\cdot+\nu)\right]=0 \tag{16.12}
\end{equation*}
$$

as an identity of $V_{\tau}$-valued meromorphic functions in the variable $\mu \in \mathfrak{a}_{Q q \mathrm{qc}}^{*}$. According to Lemma 11.9 the expression in this equation defines a meromorphic $V_{\tau}$-valued function on $\mathfrak{a}_{Q \mathrm{qC}}^{*} \times \mathfrak{a}_{Q \mathrm{qC}}^{*}$ whose restriction to the diagonal is a meromorphic function on $\mathfrak{a}_{Q \mathrm{qc}}^{*}$. Thus, if we substitute $\nu$ for $\mu$ in (16.12), we obtain an identity of $V_{\tau}$-valued meromorphic functions in the variable $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$.
Corollary 16.4. Let $\mathcal{L}_{1}, \mathcal{L}_{2} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes^{\circ} \mathcal{C}$. If, for each $v \in{ }^{Q} \mathcal{W}$,

$$
\begin{align*}
& \mathcal{L}_{1}\left[E_{+}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot: m\right) \circ \mathrm{pr}_{Q, v}\right] \\
& \quad=\mathcal{L}_{2}\left[E^{\circ}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot m\right) \circ \mathrm{pr}_{Q, v}\right], \quad\left(m \in \mathrm{X}_{Q, v,+}\right) \tag{16.13}
\end{align*}
$$

then the following holds as a $V_{\tau}$-valued meromorphic identity in $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ :

$$
\begin{align*}
& \mathcal{L}_{1}\left[\sum_{s \in W^{Q}} E_{+, s}\left(\mathrm{X}: P_{0}: \cdot \nu: x\right)\right]  \tag{16.14}\\
& \quad=\mathcal{L}_{2}\left[E^{\circ}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right)\right], \quad\left(x \in \mathrm{X}_{+}\right)
\end{align*}
$$

In particular, for regular values of $\nu$, the expression on the left extends smoothly in the variable $x$ to all of $X$.

Conversely, if the identity (16.14) holds for $\nu$ in a nonempty open subset of $\mathfrak{a}_{Q \mathrm{qc}}^{*}$, then (16.13) holds for each $v \in{ }^{Q} \mathcal{W}$.
Proof. It follows from (14.12) that $E^{\circ}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \lambda\right)=\sum_{t \in W_{Q}} E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \lambda\right)$. Define $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathbf{q}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}$ for $t \in W_{Q}$ as follows. If $t=e$, then $\mathcal{L}_{t}:=$ $\mathcal{L}_{2}-\mathcal{L}_{1}$, and otherwise $\mathcal{L}_{t}:=\mathcal{L}_{2}$. Then the hypothesis (16.3) in Theorem 16.1 follows from (16.13). Hence the conclusion (16.4) holds for each $s \in W^{Q}$. By summation over $s$ this implies that

$$
\begin{equation*}
\sum_{s \in W^{Q}} \sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right)\right]=0, \quad\left(x \in \mathrm{X}_{+}\right) \tag{16.15}
\end{equation*}
$$

which, by the definition of the operators $\mathcal{L}_{t}$ is equivalent to (16.14).
For the converse, let $g^{s}(\nu, x)$ denote the expression in (16.4), as in the proof of Theorem 16.1, with $\mathcal{L}_{t}$ specified as above. Then it was seen in the mentioned proof that if the sum $g$ of the $g^{s}$ vanishes, then so does each $g^{s}$ separately. Now (16.14) implies (16.15) which exactly reads that $g=0$. Thus (16.4) holds for each $s \in W^{Q}$, so that the converse statement in Theorem 16.1 can be applied.

The result just proved allows a straightforward corollary similar to Corollary 16.2, in which the maps $\mathrm{i}_{Q, v}$ are used instead of the maps $\operatorname{pr}_{Q, v}$. We omit the details. The following result is derived from Corollary 16.3 in exactly the same way as the first part of Corollary 16.4 was derived from Theorem 16.1 .
Corollary 16.5. Let $v \in{ }^{Q} \mathcal{W}$. Let $\mathcal{L}_{1}, \mathcal{L}_{2} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*}$ be $\Sigma_{Q}$-Laurent functionals on ${ }^{*} \mathfrak{a}_{Q \mathrm{qC}}^{*}$, and let $\varphi_{1}, \varphi_{2} \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right) \otimes{ }^{\circ} \mathcal{C}(Q, v)$. Assume that

$$
\mathcal{L}_{1}\left(E_{+}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot m\right) \varphi_{1}(\cdot+\nu)\right)=\mathcal{L}_{2}\left(E^{\circ}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot: m\right) \varphi_{2}(\cdot+\nu)\right)
$$

for all $m \in \mathrm{X}_{Q, v,+}$ and generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$. Define $\psi_{j}=\left(I \otimes \mathrm{i}_{Q, v}\right) \varphi_{j} \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right) \otimes^{\circ} \mathcal{C}$, for $j=1,2$. Then, for every $x \in \mathrm{X}_{+}$,
$\mathcal{L}_{1}\left(\sum_{s \in W^{Q}} E_{+, s}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right) \psi_{1}(\cdot+\nu)\right)=\mathcal{L}_{2}\left(E^{\circ}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right) \psi_{2}(\cdot+\nu)\right)$, as an identity of $V_{\tau}$-valued meromorphic functions in the variable $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$.

Corollary 16.6. Let $v \in{ }^{Q} \mathcal{W}$ and let $\psi_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{q}}^{*}, \Sigma_{Q}\right) \otimes{ }^{\circ} \mathcal{C}(Q, v)$ be given for each $t \in W_{Q}$. Let $\lambda_{0} \in{ }^{*} \mathfrak{a}_{Q q \mathrm{q}}^{*}$. Assume that for each $m \in \mathrm{X}_{Q, v,+}$, the meromorphic $V_{\tau}$-valued function on $\mathfrak{a}_{Q \mathrm{qc}}^{*}$, given by

$$
\lambda \mapsto \sum_{t \in W_{Q}} E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \lambda: m\right) \psi_{t}(\lambda)
$$

is regular at $\lambda_{0}$. Then for $s \in W^{Q}, x \in \mathrm{X}_{+}$and generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ the meromorphic function

$$
\begin{equation*}
\lambda \mapsto \sum_{t \in W_{Q}} E_{+, s t}\left(\mathrm{X}: P_{0}: \lambda+\nu: x\right) \mathrm{i}_{Q, v} \psi_{t}(\lambda) \tag{16.16}
\end{equation*}
$$

is also regular at $\lambda_{0}$.

Proof. The function in (16.16) has a germ at $\lambda_{0}$ in $\mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \lambda_{0}, \Sigma_{Q}\right)$. By Lemma 10.7 it suffices to show that it is annihilated by $\mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \lambda_{0}, \Sigma_{Q}\right)_{\text {laur }}^{* \mathcal{O}}$. Let $\mathcal{L} \in$ $\mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \lambda_{0}, \Sigma_{Q}\right)_{\text {laur }}^{* \mathcal{O}}$ and define $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}$ for $t \in W_{Q}$ by $\mathcal{L}_{t}=$ $m_{\psi_{t}}^{*} \mathcal{L}$; see (10.7). The desired conclusion now follows from Corollary 16.2.

We shall now give an equivalent formulation of the induction of relations. We call it the lifting principle. For the group case a similar principle was formulated by Casselman (see [1], Thm. II.4.1), however, with Eisenstein integrals that carry a different normalization.

Definition 16.7. The space $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ is defined as the space of functions

$$
x \mapsto \mathcal{L}\left[E_{+}\left(P_{0}: \cdot: x\right)\right] \in V_{\tau}
$$

where $\mathcal{L} \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \Sigma\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}$. It is a linear subspace of $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$.
It follows from Corollary 14.4 with $Q=G$ that $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ consists of $\mathbb{D}(\mathrm{X})$ finite functions in $C^{\mathrm{ep}}\left(\mathrm{X}_{+}: \tau\right)$.

Remark 16.8. Let $\mathcal{L} \in \mathcal{M}\left(\mathfrak{a}_{\text {qC }}^{*}, \Sigma\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}$. Then $\mathcal{L}\left[\varphi(\cdot) E_{+}\left(P_{0}: \cdot\right)\right] \in \mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ for all $\varphi \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right)$ (see 10.7) ). In particular, it follows from (14.20) that $C^{\circ}(s: \cdot) \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right) \otimes \operatorname{End}\left({ }^{\circ} \mathcal{C}\right)$. Hence it follows from the identity (14.14) that $\mathcal{L}\left[E_{+, s}\left(P_{0}: \cdot\right)\right] \in \mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ for each $s \in W$. Moreover, by similar reasoning it can be seen that the space $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ does not depend on the choice of $P_{0} \in \mathcal{P}_{\sigma}^{\min }$.
Remark 16.9. Let $\lambda_{0} \in \mathfrak{a}_{\mathrm{qC}}^{*}$ and $\varphi \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right) \otimes{ }^{\circ} \mathcal{C}$, and assume that $\lambda \mapsto$ $E_{+}\left(P_{0}: \lambda\right) \varphi(\lambda)$ is regular at $\lambda_{0}$. Then the function $\left.x \mapsto u\left[E_{+}\left(P_{0}: \lambda: x\right) \varphi(\lambda)\right]\right|_{\lambda=\lambda_{0}}$ belongs to $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ for each $u \in S\left(\mathfrak{a}_{\mathrm{q}}^{*}\right)$ (see the previous remark and Lemma 10.15). Moreover, it follows easily from the definition of $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right)_{\text {laur }}^{*}$ that $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ is spanned by functions of this form.

Theorem 16.10 (Lifting principle). Let $Q \in \mathcal{P}_{\sigma}$ be a standard parabolic subgroup, and let $s \in W^{Q}$ be fixed.
(a) There exists for each $v \in{ }^{Q} \mathcal{W}$ a unique linear map

$$
F_{+, s, v}: \mathcal{A}_{\text {laur }}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right) \rightarrow \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{r}(Q), C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right)
$$

with the following property. If $\varphi \in \mathcal{A}_{\text {laur }}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$ is given by

$$
\begin{equation*}
\varphi(m)=\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \cdot m\right)\right] \quad\left(m \in \mathrm{X}_{Q, v,+}\right) \tag{16.17}
\end{equation*}
$$

for some $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{Q \mathrm{qc}}^{*}, \Sigma_{Q}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}(Q, v), t \in W_{Q}$, then

$$
\begin{equation*}
F_{+, s, v}(\varphi)(\nu, x)=\sum_{t \in W_{Q}} \mathcal{L}_{t}\left[E_{+, s t}\left(\mathrm{X}: P_{0}: \cdot+\nu: x\right) \mathrm{i}_{Q, v}\right] \tag{16.18}
\end{equation*}
$$

for $x \in \mathrm{X}_{+}$and generic $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$.
(b) The function $x \mapsto F_{+, s, v}(\varphi, \nu, x)$ belongs to $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ for generic $\nu$.
(c) The map

$$
F_{+, s}: \quad \bigoplus_{v \in Q \mathcal{W}} \mathcal{A}_{\mathrm{laur}}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right) \rightarrow \mathcal{M}\left(\mathfrak{a}_{Q \mathrm{q} \mathrm{C}}^{*}, \Sigma_{r}(Q), C^{\infty}\left(\mathrm{X}_{+}: \tau\right)\right),
$$

given by $F_{+, s}(\varphi)=\sum_{v} F_{+, s, v} \varphi_{v}$, is injective.

Proof. The uniqueness is clear from Definition 16.7 We use (16.17) and (16.18) as the definition of $F_{+, s, v}$; the fact that $F_{+, s, v}(\varphi)$ is well defined for all $\varphi \in$ $\mathcal{A}_{\text {laur }}\left(\mathrm{X}_{Q, v,+}: \tau_{Q}\right)$ is equivalent with the first statement in Theorem 16.1 (see also Corollary (16.2). Once the definition makes sense, it is easily seen that $F_{+, s, v}(\varphi)$ depends linearly on $\varphi$. That $F_{+, s, v}(\varphi, \nu) \in \mathcal{A}_{\text {laur }}\left(\mathrm{X}_{+}: \tau\right)$ for generic $\nu$ is seen from Lemma 11.7. Finally, the injectivity of $F_{+, s}$ is equivalent with the final statement of Theorem 16.1

Remark 16.11. Note that with $\varphi_{v}=E^{\circ}\left(\mathrm{X}_{Q, v}:{ }^{*} P_{0}: \lambda\right)$ for each $v \in{ }^{Q} \mathcal{W}$ we obtain

$$
\sum_{t \in W_{Q}} E_{+, s t}\left(\mathrm{X}: P_{0}: \lambda+\nu: x\right) \mathrm{i}_{Q, v}=F_{+, s, v}\left(\varphi_{v}, \nu, x\right)
$$

for $x \in \mathrm{X}_{+}$, and hence by summation over $v$ and $s$

$$
E^{\circ}\left(\mathrm{X}: P_{0}: \lambda+\nu: x\right)=\sum_{s \in W^{Q}} F_{+, s}(\varphi, \nu, x)
$$

Remark 16.12. In [11, Definition 10.7, we define the generalized Eisenstein integral $E_{F}^{\circ}(\psi: \nu) \in C^{\infty}(\mathrm{X}: \tau)$ for $\psi \in \mathcal{C}_{F}, \nu \in \mathfrak{a}_{F \mathrm{qc}}^{*}$ (with the notation of loc. cit.). By comparison with Theorem 16.10 for $Q=P_{F}$ it is easily seen that $E_{F}^{\circ}(\psi: \nu: x)=$ $F_{+, 1}(\psi, \nu, x)$ for $x \in \mathrm{X}_{+}$.

## 17. Appendix A: spaces of holomorphic functions

If $\Omega$ is a complex analytic manifold, then by $\mathcal{O}(\Omega)$ we denote the space of holomorphic and by $\mathcal{M}(\Omega)$ the space of meromorphic functions on $\Omega$.

If $V$ is a complete locally convex (Hausdorff) space, we say that a function $\varphi: \Omega \rightarrow V$ is holomorphic if for every $a \in \Omega$ there exists a holomorphic coordinatisation $z=\left(z_{1}, \ldots, z_{n}\right)$ at $a$ such that in a neighborhood of $a$ the function $\varphi$ is expressible as a converging $V$-valued power series in the coordinates $z$. The space of such holomorphic functions is denoted by $\mathcal{O}(\Omega, V)$. We equip this space with a locally convex topology as follows. Let $\mathcal{P}$ be a separating collection of continuous seminorms for $V$. For every $p \in \mathcal{P}$ and every compact set $K \subset \Omega$ we define the seminorm $\nu_{K, p}$ on $\mathcal{O}(\Omega, V)$ by $\nu_{K, p}(\varphi)=\sup _{K} p \circ \varphi$. This collection of seminorms is separating hence equips $\mathcal{O}(\Omega, V)$ with a locally convex topology. Note that this topology is independent of the choice of $\mathcal{P}$. Moreover, it is complete; it is Fréchet if $V$ is a Fréchet space.

We recall that $\mathcal{O}(\Omega, V)$ is a closed subspace of $C^{\infty}(\Omega, V)$. Indeed, if $\bar{\partial}$ denotes the anti-linear part of exterior differentiation, then $\mathcal{O}(\Omega, V)$ is the kernel of $\bar{\partial}$ in $C^{\infty}(\Omega, V)$.

A densely defined function $\varphi: \Omega \rightarrow V$ is called meromorphic if for every $a \in \Omega$ there exists an open neighborhood $U$ of $a$, and a function $\psi \in \mathcal{O}(U) \backslash\{0\}$ such that $\psi \varphi \in \mathcal{O}(U, V)$. As usual, meromorphic functions are considered to be equal if they coincide on a dense open subset. The space of $V$-valued meromorphic functions on $\Omega$ is denoted by $\mathcal{M}(\Omega, V)$. If $\varphi$ is an $V$-valued meromorphic function on $\Omega$, we define $\operatorname{reg}(\varphi)$ to be the largest open subset $U$ of $\Omega$ for which $\left.\varphi\right|_{U}$ coincides (densely) with an element of $\mathcal{O}(U, V)$. The complement $\operatorname{sing}(\varphi)=\Omega \backslash \operatorname{reg}(\varphi)$ is called the singular locus of $\varphi$.
Lemma 17.1. Let $X$ be a $C^{\infty}$ and $\Omega$ a complex analytic manifold. Let $V$ be $a$ complete locally convex space.

Let $\mathcal{F}$ be the locally convex space of $C^{\infty}$-functions $X \times \Omega \rightarrow V$ that are holomorphic in the second variable. Given $f \in \mathcal{F}$ and $x \in X$, we define the function ${ }_{1} f(x): \Omega \rightarrow V$ by ${ }_{1} f(x)(z)=f(x, z)$. Given $z \in \Omega$ we define the function ${ }_{2} f(z): X \rightarrow V$ by ${ }_{2} f(z)(x)=f(x, z)$.
(a) The map $f \mapsto{ }_{1} f$ defines a natural isomorphism of locally convex spaces from $\mathcal{F}$ onto $C^{\infty}(X, \mathcal{O}(\Omega, V))$.
(b) The $\operatorname{map} f \mapsto{ }_{2} f$ defines a natural isomorphism of locally convex spaces from $\mathcal{F}$ onto $\mathcal{O}\left(\Omega, C^{\infty}(X, V)\right)$.
In particular, the above maps lead to a natural isomorphism

$$
C^{\infty}(X, \mathcal{O}(\Omega, V)) \simeq \mathcal{O}\left(\Omega, C^{\infty}(X, V)\right)
$$

Proof. The above isomorphisms are valid with $\mathcal{O}$ replaced by $C^{\infty}$ everywhere. This is a well known fact, and basically a straightforward consequence of the definitions, though somewhat tedious to check. The isomorphisms with $\mathcal{O}$ are seen to be valid by showing that the appropriate kernels of the operator $\bar{\partial}$ correspond. Checking this involves a local application of the multivariable Cauchy integral formula.

## 18. Appendix B: REmovable singularities

We discuss a variation on the idea of removable singularities for holomorphic functions that is particularly useful for application in the present paper.

A subset $T$ of a finite dimensional complex analytic manifold $\Omega$ will be called thin if for every $\lambda \in \Omega$ there exists a connected open neighborhood $U$ and a nonzero holomorphic function $\varphi \in \mathcal{O}(U)$ such that $T \cap U \subset \varphi^{-1}(0)$; see [21], p. 19. An open subset $U$ of $\Omega$ will be called full if its complement is thin. It is clear that a full subset of $\Omega$ is dense in $\Omega$. Note that the union of finitely many thin subsets is thin again; accordingly, the intersection of finitely many full open subsets of $\Omega$ is again a full open subset. Obviously any union of full open subsets is a full open subset. Note also that if $\Omega$ is connected, then every full open subset of $\Omega$ is connected ([21] p. 20).

Lemma 18.1. Let $j: V \rightarrow W$ be an injective continuous linear map of complete locally convex Hausdorf spaces, and let $F$ be a $W$-valued holomorphic function on a complex analytic manifold $\Omega$. Assume that there exists a full open subset $\Omega_{0}$ of $\Omega$ and a holomorphic function $G_{0}: \Omega_{0} \rightarrow V$ such that such that $F=j \circ G_{0}$ on $\Omega_{0}$. Then there exists a unique holomorphic map $G: \Omega \rightarrow V$ such that $j \circ G=F$.

Proof. Clearly the result is of a local nature in the $\Omega$-variable, so that we may assume that $\Omega$ is a connected open subset of $\mathbb{C}^{n}$, for some $n \in \mathbb{N}$. Moreover, we may as well assume that $\Omega_{0}=\Omega \backslash \varphi^{-1}(0)$, with $\varphi \in \mathcal{O}(\Omega)$ a nonzero holomorphic function.

Fix $\lambda_{0} \in \Omega$. Since $\varphi$ is nonzero, the function $z \mapsto \varphi\left(\lambda_{0}+z \mu\right)$, defined on a neighborhood of 0 in $\mathbb{C}$, is nonzero for some $\mu \in \mathbb{C}^{n} \backslash\{0\}$. Being holomorphic, this function then takes the value 0 in isolated points. Hence we may choose $\mu$ such that $\lambda_{0}+z \mu \in \Omega_{0}$ for $0<|z| \leq 1$. By compactness there exists an open neighborhood $N_{0}$ of $\lambda_{0}$ in $\Omega$ such that $\lambda+z \mu \in \Omega$ for all $\lambda \in N_{0}$ and $z \in \mathbb{C}$ with $|z| \leq 1$, and such that $\lambda+z \mu \in \Omega_{0}$ for $|z|=1$. By the Cauchy integral formula we have

$$
\begin{equation*}
F(\lambda)=\frac{1}{2 \pi i} \int_{\partial D} F(\lambda+z \mu) \frac{d z}{z} . \tag{18.1}
\end{equation*}
$$

Here $\partial D$ denotes the boundary of the unit circle in $\mathbb{C}$, equipped with the orientation induced by the complex structure, i.e., the counter clockwise direction.

Note that the $W$-valued (or $V$-valued) integration is well defined, since $W$ (or $V)$ is complete locally convex. In the integrand of (18.1) the function $F(\lambda+z \mu)$ may be replaced by $j\left(G_{0}(\lambda+z \mu)\right)$. Using that $j$ is continuous linear we then obtain that

$$
\begin{equation*}
F(\lambda)=j(G(\lambda)) \tag{18.2}
\end{equation*}
$$

where

$$
G(\lambda):=\frac{1}{2 \pi i} \int_{\partial D} G_{0}(\lambda+z \mu) \frac{d z}{z} \quad\left(\lambda \in N_{0}\right)
$$

Clearly $G: N_{0} \rightarrow V$ is a holomorphic function; moreover, it is uniquely determined by equation (18.2), since $j$ is injective. This implies that the local definition of $G$ is independent of the particular choice of $\mu$. Moreover, it also follows from (18.2) and the injectivity of $j$ that all local definitions match and determine a global holomorphic function $G: \Omega \rightarrow V$ satisfying our requirement.

Corollary 18.2. Let $\Omega_{0}$ be a full open subset of a complex analytic manifold $\Omega$ and let $X_{0}$ be a dense open subset of a $C^{\infty}$-manifold $X$. Moreover, let $F: \Omega \times X_{0} \rightarrow \mathbb{C}$ be a $C^{\infty}$ function that is holomorphic in its first variable, and assume that its restriction to $\Omega_{0} \times X_{0}$ has a smooth extension to $\Omega_{0} \times X$. Then the function $F$ has a unique smooth extension to $\Omega \times X$. Moreover, the extension is holomorphic in its first variable.

Proof. As in the proof of the above lemma we may as well assume that $\Omega$ is an open subset of $\mathbb{C}^{n}$, for some $n$.

Let $V=C^{\infty}(X)$ and $W=C^{\infty}\left(X_{0}\right)$ be equipped with the usual Fréchet topologies. Restriction to $X_{0}$ induces an injective continuous linear map $j: V \rightarrow W$.

By Lemma 17.1 (b) we see that the function $\widetilde{F}: \Omega \rightarrow W$, defined by $\widetilde{F}(z)=$ $F(z, \cdot)$ is holomorphic. Let $G_{0}$ be the extension of $(z, x) \mapsto F(z, x)$ to a smooth map $\Omega_{0} \times X \rightarrow \mathbb{C}$. Then by density and continuity the function $G_{0}$ satisfies the Cauchy-Riemann equations in its first variable. Hence it is holomorphic in its first variable, and it follows that the function $\widetilde{G}_{0}: \Omega_{0} \rightarrow V$ defined by $\widetilde{G}_{0}(z)=G_{0}(z, \cdot)$ is holomorphic. From the definitions given we obtain that $\widetilde{F}=j \circ \widetilde{G}_{0}$ on $\Omega_{0}$. By the above lemma there exists a unique holomorphic function $\widetilde{G}: \Omega \rightarrow V$ such that $\widetilde{F}=j \circ \widetilde{G}$. The function $G:(z, x) \mapsto \widetilde{G}(z)(x)$ is the desired extension of $F$.

## References

[1] J. Arthur, A Paley-Wiener theorem for real reductive groups, Acta Math. 150 (1983), 1-89. MR 85k:22044
[2] E. P. van den Ban, Invariant differential operators on a semisimple symmetric space and finite multipilicities in a Plancherel formula, Ark. Mat. 25 (1987), 175-187. MR 89g:22019
[3] E. P. van den Ban, Asymptotic behaviour of matrix coefficients related to reductive symmetric spaces, Indag. Math. 49 (1987), 225-249. MR 89c:22025
[4] E. P. van den Ban, The principal series for a reductive symmetric space $I$. H-fixed distribution vectors, Ann. Sci. École Norm. Sup. 21 (1988), 359-412. MR 90a:22016
[5] E. P. van den Ban, The principal series for a reductive symmetric space II. Eisenstein integrals, J. Funct. Anal. 109 (1992), 331-441. MR 93j:22025
[6] E. P. van den Ban and H. Schlichtkrull, Asymptotic expansions and boundary values of eigenfunctions on Riemannian symmetric spaces, J. Reine Angew. Math. 380 (1987), 108165. MR 89g:43010
[7] E. P. van den Ban and H. Schlichtkrull, Fourier transforms on a semisimple symmetric space, Invent. Math. 130 (1997), 517-574. MR 98m:22016
[8] E. P. van den Ban and H. Schlichtkrull, Expansions for Eisenstein integrals on semisimple symmetric spaces, Ark. Mat. 35 (1997), 59-86. MR 98e:22003
[9] E. P. van den Ban and H. Schlichtkrull, The most continuous part of the Plancherel decomposition for a reductive symmetric space. Ann. of Math. 145 (1997), 267-364. MR 99e:22021
[10] E. P. van den Ban and H. Schlichtkrull, A residue calculus for root systems, Compositio Math. 123 (2000), 27-72. CMP 2001:01
[11] E. P. van den Ban and H. Schlichtkrull, Fourier inversion on a reductive symmetric space, Acta Math. 182 (1999), 25-85. MR 2000k:43005
[12] E. P. van den Ban and H. Schlichtkrull, The Plancherel decomposition for a reductive symmetric space, I-II, in preparation; See arXiv:math.
[13] E. P. van den Ban and H. Schlichtkrull, A Paley-Wiener theorem for reductive symmetric spaces, in preparation.
[14] O. A. Campoli, Paley-Wiener type theorems for rank-1 semisimple Lie groups, Rev. Union Mat. Argentina 29 (1980), 197-221. MR 82i:22013
[15] J. Carmona, Terme constant des fonctions tempérées sur un espace symétrique réductif, J. Reine Angew. Math. 491 (1997), 17-63. MR 99b:22016. Erratum 507 (1999), 233. MR 99j:22011
[16] R. G. Carter, Simple groups of Lie type, Pure and Applied Mathematics, Vol. 28., John Wiley, London, 1972. MR 53:10946
[17] W. Casselman and D. Miliçić, Asymptotic behaviour of matrix coefficients of admissible representations, Duke Math. J. 49 (1982), 869-930. MR 85a:22024
[18] P. Delorme, Intégrales d'Eisenstein pour les espaces symétriques réductifs. Tempérance. Majorations Petite matrice B, J. Funct. Anal. 136 (1996), 422-509. MR 96m:22027
[19] P. Delorme, Formule de Plancherel pour les espaces symétriques réductifs, Ann. of Math. 147 (1998), 417-452. MR 99d:22022
[20] R. Gangolli, On the Plancherel formula and the Paley-Wiener theorem for spherical functions on semisimple Lie groups, Ann. of Math. 93 (1971), 150-165. MR 44:6912
[21] R. Gunning and H. Rossi, Analytic functions of several complex variables, Prentice-Hall, 1965. MR 31:4927
[22] Harish-Chandra, Spherical functions on a semisimple Lie group, I, II. Amer. J. Math. 80 (1958), 241-310, 553-613. MR 20:925] MR 21:92]
[23] Harish-Chandra, On the theory of the Eisenstein integral, Lecture Notes in Math., No. 266, Springer-Verlag, 1972, pp. 123-149.
[24] Harish-Chandra, Harmonic analysis on real reductive groups, I. The theory of the constant term, J. Funct. Anal. 19 (1975), 104-204. MR 53:3201]
[25] Harish-Chandra, Harmonic analysis on real reductive groups III. The Maass-Selberg relations and the Plancherel formula, Ann. of Math. 104 (1976), 117-201. MR 55:12875
[26] S. Helgason, A duality for symmetric spaces with applications to group representations, II. Differential equations and eigenspace representations, Adv. Math. 22 (1976), 187-219. MR 55:3169
[27] S. Helgason, Groups and geometric analysis, Academic Press, 1984. MR 86c:22017 Corrected reprint, Mathematical Surveys and Monographs, 83, Amer. Math. Soc., Providence, RI, 2000. MR 2001h:22001
[28] M. Kashiwara, A. Kowata, K. Minemura, K. Okamoto, T. Oshima and M. Tanaka, Eigenfunctions of invariant differential operators on a symmetric space, Ann. of Math. 107 (1978), 1-39. MR 81f:43013
[29] T. Oshima and T. Matsuki, Boundary value problems for system of linear partial differential equations with regular singularities, Adv. Stud. Pure Math. 4 (1984), 433-497. MR 87c:58121
[30] T. Oshima and J. Sekiguchi, Eigenspaces of invariant differential operators on an affine symmetric space, Invent. Math. 57 (1980), 1-81. MR 81k:43014
[31] H. Schlichtkrull, Hyperfunctions and harmonic analysis on symmetric spaces, Birkhäuser, 1984. MR 86g:22021
[32] P. C. Trombi and V. S. Varadarajan, Spherical transforms on semisimple Lie groups, Ann. of Math. 94 (1971), 246-303. MR 44:6913
[33] N. R. Wallach, Asymptotic expansions of generalized matrix entries of representations of real reductive groups, Lecture Notes in Math. 1024, Berlin-Heidelberg-New York, 1983, 287-369. MR 85g:22029

Mathematisch Institut, Universiteit Utrecht, PO Box 80 010, 3508 TA Utrecht, The Netherlands

E-mail address: ban@math.uu.nl
Matematisk Institut, Københavns Universitet, Universitetsparken 5, 2100 København Ø, Denmark

E-mail address: schlicht@math.ku.dk


[^0]:    Received by the editors February 20, 2001 and, in revised form, September 6, 2001. 2000 Mathematics Subject Classification. Primary 22E30, 22E45.

