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Abstract. Let $K$ be a field of characteristic zero and let $K((\mathbb{R}^{\leq 0}))$ denote the ring of generalized power series (i.e., formal sums with well-ordered support) with coefficients in $K$, and non-positive real exponents. Berarducci (2000) constructed an irreducible omnific integer, in the sense of Conway (2001), by first proving that an element of $K((\mathbb{R}^{\leq 0}))$ that is not divisible by a monomial and whose support has order type $\omega$ (or $\omega^\alpha$ for some ordinal $\alpha$) must be irreducible. In this paper, we consider elements of $K((\mathbb{R}^{\leq 0}))$ with support of order type $\omega^2$. The irreducibility of these elements cannot be deduced solely from the order type of their support and, after developing new tools for studying these elements, we exhibit both reducible and irreducible elements of this type. We further prove that all elements whose support has order type $\omega^2$ and which are not divisible by a monomial factor uniquely into irreducibles. This provides, in the ring $K((\mathbb{R}^{\leq 0}))$, a class of reducible elements for which we have unique factorization into irreducibles.

1. Introduction

Let $K$ be a field and $G$ an ordered abelian group. Given a formal sum $a = \sum a_\gamma t^\gamma$ with coefficients $a_\gamma$ in $K$ and exponents $\gamma$ in $G$, the support of $a$ is the set $\text{Supp}(a) = \{ \gamma \in G \mid a_\gamma \neq 0 \}$. Such a formal sum $a$ is called a generalized power series if $\text{Supp}(a)$ is a well-ordered subset of $G$. The collection of generalized power series with coefficients in $K$ and exponents in $G$ is denoted by $K((G))$ and can be shown to be a field with addition and multiplication defined as for ordinary power series. We define $K((G^{\leq 0}))$ to consist of those elements of $K((G))$ with only non-positive exponents, i.e., $a \in K((G))$ is in $K((G^{\leq 0}))$ if for all $\gamma \in \text{Supp}(a)$ we have $\gamma \leq 0$. $K((G^{\leq 0}))$ is a non-noetherian integral domain, and we are interested in factorization properties of its elements.

Not every integral domain has irreducible elements. However, Berarducci [1] recently proved that if $K$ is a field of characteristic zero and $G$ is an ordered abelian divisible group, then there exist irreducible elements in $K((G^{\leq 0}))$. In this paper, for the case where $K$ is a field of characteristic zero and $G$ is the additive group of reals, we introduce additional tools that enable us to construct new classes of...
irreducible elements. We also exhibit a collection of reducible elements that have a unique factorization into irreducibles.

For $a \in K((\mathbb{R}^{<0}))$ we define the order type of $a$, $\text{ot}(a)$, to be the order type of $\text{Supp}(a)$. In general, $\text{ot}(a)$ is an ordinal number, and for the case when $G = \mathbb{R}$ it is a countable ordinal. When $K$ has characteristic zero, Berarducci \cite{1} proved that if $a \in K((\mathbb{R}^{<0}))$ is not divisible by $t^\gamma$ for any $\gamma < 0$, and if $a$ has order type $\omega^\omega$, then both $a$ and $a + 1$ are irreducible elements of $K((\mathbb{R}^{<0}))$. In particular, Conway’s forms of a surreal number we see that Conway’s ring of omnific integers is isomorphic

In this paper we concentrate on elements of $K((\mathbb{R}^{<0}))$ with order type $\omega^2$. We show that these elements factor uniquely into irreducibles. In addition, we exhibit collections of irreducible elements with this order type. In other words, Berarducci shows that elements whose order type is not a product of two smaller order types (and do not have a trivial factor of $t^\gamma$ for some $\gamma \leq 0$) must be irreducible. By contrast, we concentrate here on elements whose irreducibility cannot be solely deduced from their order types and we exhibit new irreducible elements of this kind. We also show that factorization into irreducibles is unique for the reducible elements with order type $\omega^2$.

We now state these results more precisely. Let $K$ be a field of characteristic zero and let $R = K((\mathbb{R}^{<0}))$. In this $K$-algebra, let $J$ denote the ideal of all elements that are divisible by $t^\gamma$ for some $\gamma < 0$, and define a $K$-vector space: $\bar{R} = R/(J + K)$. Now for an element $a = \sum a_\alpha t^\alpha \in \bar{R}$ and for $\gamma \in \mathbb{R}^{<0}$ we define the translated truncation of $a$ at $\gamma$ to be $a^{\gamma} = t^{-\gamma} \sum_{\alpha \geq \gamma} a_\alpha t^\alpha$. The translated truncation of $a$ at $\gamma$ is an element of $R$, and the image of this element under the canonical homomorphism $\pi : R \rightarrow \bar{R}$ will be called the germ of $a$ to the left of $\gamma$ and will be denoted by $\overline{a^{\gamma}}$. Note that the germ of $a$ to the left of $\gamma$ is zero unless $\gamma$ is a limit point of the support of $a$. Now we are ready to define our main tool in the study of elements of $R$ with order type $\omega^2$. Let $a \in \bar{R}$ and assume that $\text{ot}(a)$ is $\omega^2$ or $\omega^2 + 1$. Let $V(a)$ be a subspace of $\bar{R}$ defined by

$$V(a) = \text{Span}_K \{ \overline{a^{\gamma}} \mid \gamma < 0 \}.$$ 

Note that we can easily construct elements $a \in \bar{R}$ such that $V(a)$ has arbitrarily high dimension $n$. We do this by making sure that the germs of $a$ to the left of $n$ of the limit points of the support of $a$ are linearly independent. We prove (see Corollary \ref{cor:independent}):

**Theorem A.** Let $K$ be a field of characteristic zero, $R = K((\mathbb{R}^{<0}))$ and let $a \in \bar{R}$. Assume $a \not\in J + K$ and that $\text{ot}(a)$ is $\omega^2$ or $\omega^2 + 1$. If $\dim_K(V(a)) > 2$, then $a$ is irreducible.

We also produce a large class of irreducible elements with $\dim_K(V(a)) = 2$ (see Corollary \ref{cor:2}). In addition we prove (see Theorem \ref{thm:unique}):

**Theorem B.** Let $K$ be a field of characteristic zero, $R = K((\mathbb{R}^{<0}))$ and let $a \in \bar{R}$. Assume $a \not\in J + K$ and that $\text{ot}(a)$ is $\omega^2$ or $\omega^2 + 1$. Then $a$ has a unique factorization into irreducibles.

One motivation for studying generalized power series rings is the theory of surreal numbers developed by John Conway \cite{2} \cite{3} \cite{5}. Let $G$ be the proper class $\textbf{No}$ (see Conway \cite{2} for the relevant definitions). By substituting $t^{-1}$ for $\omega$ in the normal form of a surreal number we see that Conway’s ring of omnific integers is isomorphic
to \( \mathbb{R}((G^{<0})) \oplus \mathbb{Z} \), i.e., the elements of \( \mathbb{R}((G^{<0})) \) with (rational) integer constant term. Berarducci [1] extended his irreducibility results appropriately and hence was able to provide the Conway series as an example of an irreducible omnific integer. Many questions about factorization properties of omnific integers remain open. Our results can be seen as providing evidence for the existence of non-trivial reducible omnific integers that factor uniquely into irreducibles.

More recently (the authors became aware of these papers after the research for the current paper was concluded), Daniel Pitteloud [6, 7] has studied rings of generalized power series and extended Berarducci’s results. In particular, Pitteloud [6] has proved that if \( a \in K((\mathbb{R}^{<0})) \) has order type \( \omega \) and if 0 is a limit point of support of \( a \), then \( a \) is prime in \( K((\mathbb{R}^{<0})) \). This result shows for the first time that the ring \( K((\mathbb{R}^{<0})) \) contains prime elements. Using this result, one can give a short proof of our Theorem 1. The direct proof of Theorem 1 that we give here is quite different. We have included this proof because it further illustrates the value of considering the vector space \( V(a) \).

We refer the reader to Berarducci [1] for a list of open problems. Of particular interest to us is whether the results of this paper can be generalized to the ring \( \mathbb{R}((\text{No}^{<0})) \oplus \mathbb{Z} \).

2. Preliminaries

We begin with a number of definitions related to ordinal numbers. We follow the notation and vocabulary of Berarducci [1] closely, and we refer the reader to Hrbacek and Jech [4, Chapter 7] for elementary definitions and facts about ordinals. Let \( OR \) denote the class of all ordinal numbers and let \( OR = \{ \rho \in OR \mid \rho = 0 \text{ or } \exists \alpha \in OR \text{ with } \rho = \omega^\alpha \} \). Elements of \( H \) are called additive principal since they are exactly those ordinals that cannot be written as the ordinal sum of two strictly smaller ordinals. It follows that for every ordinal number \( \alpha \neq 0 \), there are uniquely determined ordinals \( \alpha_1 \geq \cdots \geq \alpha_n \) such that \( \alpha = \omega^{\alpha_1} + \cdots + \omega^{\alpha_n} \). This is called the Cantor normal form of \( \alpha \), and \( \omega^{\alpha_n} \) is called the principal part of \( \alpha \).

Let \( \alpha \) and \( \beta \) be non-zero ordinals and consider their Cantor normal forms \( \alpha = \omega^{\alpha_1} + \cdots + \omega^{\alpha_n} \) and \( \beta = \omega^{\beta_1} + \cdots + \omega^{\beta_m} \). Let \( \pi \) be defined as a permutation of integers \( 1, \ldots, n+m \) with the property that \( \alpha_{\pi(1)} \geq \cdots \geq \alpha_{\pi(n+m)} \). Now the natural sum of \( \alpha \) and \( \beta \) is denoted by \( \alpha \oplus \beta \) and defined by \( \alpha \oplus \beta = \omega^{\alpha_{\pi(1)}} + \cdots + \omega^{\alpha_{\pi(n+m)}} \).

In addition for all ordinals \( \alpha \), we set \( 0 \oplus \alpha = \alpha \oplus 0 = \alpha \). The natural product of \( \alpha \) and \( \beta \) is denoted by \( \alpha \odot \beta \) and is first defined on \( H \) by \( \omega^\alpha \odot \omega^\beta = \omega^{\alpha+\beta} \) and \( \gamma \odot 0 = 0 \odot \gamma = 0 \). The definition of \( \odot \) is then extended to all ordinals using the Cantor normal form and distributivity: \( \gamma \odot (\alpha \oplus \beta) = (\alpha \odot \gamma) \oplus (\beta \odot \gamma) \).

Note that the natural sum and product are commutative, unlike the usual addition and multiplication of ordinals. In addition, it is easy to show (Lemma 3.5 of Berarducci [1]) that the natural sum and product are strictly increasing, i.e., if \( \alpha < \beta \), then \( \alpha \oplus \gamma < \beta \oplus \gamma \), and, provided \( \gamma \neq 0 \), \( \alpha \odot \gamma < \beta \odot \gamma \).

In this paper, \( K \) will always denote a field of characteristic zero. Now let \( R \) denote the \( K \)-algebra \( K((\mathbb{R}^{<0})) \). For an element \( a \in R \), we often need to focus on properties of the part of the power series representing \( a \) with exponents just to the left of zero. Let \( J \) denote the ideal of all elements of \( R \) that are divisible by \( t^\gamma \) for some \( \gamma < 0 \). The quotient \( R/J \) will be denoted by \( \overline{R} \). Note that \( \overline{R} \) is an infinite-dimensional \( K \)-algebra. For every element \( a \in R \), we define the germ of a
at zero to be the image of \( a \) under the canonical homomorphism \( \pi : R \to \overline{R} \). For \( a \in R \), the germ of \( a \) at zero will be denoted by \( \tilde{a} \in \overline{R} \).

Now \( K \) is a subspace of \( R \) and thus so is \( J + K \). Recall from the introduction that \( \bar{R} \) denotes the \( K \)-vector space \( R/(J + K) \cong \overline{R}/K \), and for every element \( a \in R \), \( \tilde{a} \in \bar{R} \) denotes the image of \( a \) under the canonical homomorphism \( \pi : R \to \bar{R} \). \( \tilde{a} \) is the germ of \( a \) to the left of zero. Clearly, \( \tilde{a} \neq 0 \) if and only if 0 is a limit point of \( \text{Supp}(a) \). Also note that for \( k \in K \), and \( a \in R \), we have \( k\tilde{a} = \tilde{ka} = \tilde{k}\pi \) while \( \tilde{ka} = 0 \neq \tilde{ka} = \tilde{k}\pi \) as long as \( a \notin J + K \) and \( k \neq 0 \).

Following Berarducci, if \( b = \sum b_\beta t^\beta \in R \) and \( \gamma \in \mathbb{R}_{<0} \), then we define \( b|_\gamma = \sum_{\beta \leq \gamma} b_\beta t^\beta \) and \( b^\gamma = t^{-\gamma}b|_\gamma \). We call \( b|_\gamma \) the truncation of \( b \) at \( \gamma \), and \( b^\gamma \) the translated truncation of \( b \) at \( \gamma \). In addition, we call \( b^\gamma \) the germ of \( b \) at \( \gamma \), and \( b|_\gamma \) the germ of \( b \) to the left of \( \gamma \).

The following will be useful.

**Proposition 2.1** (Lemma 7.5 of Berarducci [1]). Let \( b, c \in R = K((\mathbb{R}_{<0})) \) and \( \gamma \in \mathbb{R}_{<0} \). Then

\[
(1) \quad \text{there are only finitely many pairs } (\beta, \xi) \in \mathbb{R}_{<0} \times \mathbb{R}_{<0} \text{ with } \beta + \xi = \gamma \text{ and } \frac{b|_\beta c^\xi}{\beta + \xi} \neq 0 \in \bar{R},
\]

\[
(2) \quad \frac{(bc)^\gamma}{\beta + \xi = \gamma} = \sum_{\beta + \xi = \gamma} \frac{b|_\beta c^\xi}{\beta + \xi}.
\]

One of the main tools used in this paper is the notion, introduced by Berarducci, of ordinal value for an element of \( R = K((\mathbb{R}_{<0})) \). For \( a \in R \), the **ordinal value of \( a \) (at zero)** is an ordinal in \( \mathbb{H} \), denoted by \( v(a) \) (Berarducci [1] uses \( v_J(a) \) and Pitteloud [5] uses \( v_0(a) \)), and defined by:

\[
v(a) = \begin{cases} 
0 & \text{if } \pi = 0, \\
1 & \text{i.e., if } 0 \text{ is not in the closure of } \text{Supp}(a), \pi \neq 0 \text{ and } \tilde{a} = 0, \\
\min\{ot(b) \mid b \in R \text{ and } \tilde{b} = \tilde{a}\} & \text{i.e., if } 0 \text{ is an isolated point of } \text{Supp}(a), \\
& \text{i.e., if } 0 \text{ is a limit point of } \text{Supp}(a).
\end{cases}
\]

If \( a \notin J + K \) and 0 is not in the support of \( a \), then \( ot(a) \) is a limit ordinal and \( v(a) \) is precisely the principal part of \( ot(a) \). On the other hand, if \( a \notin J + K \) and \( 0 \in \text{Supp}(a) \), then \( ot(a) = \beta + 1 \) for some limit ordinal \( \beta \) and \( v(a) \) is the principal part of \( \beta \). For example, if 0 is a limit point of \( \text{Supp}(a) \) and \( ot(a) = \omega^2 \cdot 2 + \omega \cdot 5 + 1 \), then \( v(a) = \omega \). For \( a \in R \) and \( \gamma \in \mathbb{R}_{<0} \) we call \( v(a|_\gamma) \) the **ordinal value of \( a \) at \( \gamma \)**.

Note that, for \( a = \sum a_\gamma t^\gamma \in R \) and \( \nu \in \mathbb{R} \), \( v(a|_\nu) = 1 \) is equivalent to \( a|_\nu = \pi|_\nu \) where \( a_\nu \) is a non-zero element of \( K \). What makes the ordinal value valuable is the following multiplicative property:

**Proposition 2.2** (Lemma 5.5 and Theorem 9.7 of Berarducci [1]). For \( b, c \in K((\mathbb{R}_{<0})) \) we have

\[(a) \quad v(b + c) \leq \max\{v(b), v(c)\} \text{ with equality if } v(b) \neq v(c),
\]

\[(b) \quad v(bc) = v(b) \odot v(c).
\]
Let $0 \neq b \in K((\mathbb{R}^{\leq 0}))$. Then, by Lemma 10.1 of Berarducci [1], the set of ordinals $\{v(b^x) \mid x \in \mathbb{R}^{\leq 0}\}$ has a maximum $\alpha$. In addition, the set $\{y \mid v(b^y) \neq 0\}$ is contained in the closure of the support of $b$ and hence is well ordered. A number $x \in \mathbb{R}^{\leq 0}$ is called the **critical point** of $b$ if $x$ is the smallest real number such that $v(b^x) = \alpha$.

**Proposition 2.3** (Lemma 10.4 of Berarducci [1]). Let $b$ and $c$ be non-zero elements of $K((\mathbb{R}^{\leq 0}))$ with critical points $x, y$ respectively. Then

$$v((bc)^{x+y}) = v(b^x) \odot v(c^y).$$

Finally we have the main theorem of Berarducci that produces irreducible elements of $K((\mathbb{R}^{\leq 0}))$. The theorem basically says that if the order type of an element not in $J$ is not the product of two smaller ordinals, then the element itself is irreducible.

**Theorem 2.4** (Theorem 10.5 of Berarducci [1]). Let $a \in K((\mathbb{R}^{\leq 0}))$ with $\text{ot}(a) = \omega^\alpha$ where $\alpha$ is an ordinal. If $\tilde{a} \neq 0$, then $a$ and $a + 1$ are irreducible elements of $K((\mathbb{R}^{\leq 0})).$

### 3. Irreducible elements with order type $\omega^2$

An element of $R = K((\mathbb{R}^{\leq 0}))$ whose order type is $\omega^2$ is not covered by Theorem 2.4. In this section, we use the vector space $V(a)$, defined in the introduction, to analyze the reducibility of elements of this order type.

**Lemma 3.1.** Let $K$ be a field of characteristic zero, $R = K((\mathbb{R}^{\leq 0}))$, and $a \in R$. Assume $\tilde{a} \neq 0$ and that $\text{ot}(a)$ is $\omega^2$ or $\omega^2 + 1$. Assume $a = bc$ where $b, c \in K((\mathbb{R}^{\leq 0}))$ and (without loss of generality) $v(b) \leq v(c)$. Then exactly one of the following cases holds:

1. $b \in K$ and $c = \frac{1}{a}b$ has the same order type as $a$;
2. $\text{ot}(b)$ and $\text{ot}(c)$ are $\omega$ or $\omega + 1$ and $v(b) = v(c) = \omega$.

**Proof.** Since $\text{ot}(a)$ is $\omega^2$ or $\omega^2 + 1$ and $\tilde{a} \neq 0$, we have $v(a) = \omega^2$. By Proposition 2.2 we have $v(b) \odot v(c) = v(a) = \omega^2$. Thus either (Case 1) $v(b) = 1$ and $v(c) = \omega^2$, or (Case 2) $v(b) = v(c) = \omega$.

Let $y$ and $z$ be critical points of $b$ and $c$ respectively. We first show that $y = z = 0$. Using Proposition 2.3 and the fact that the natural product is strictly increasing, we have

$$v(a^{|y+z|}) = v(b^y) \odot v(c^z) \geq v(b) \odot v(c) = v(a) = \omega^2.$$

Now the ordinal value of $a$ is greater than or equal to $\omega^2$ only at zero. Hence $y + z = 0$ and so $y = z = 0$.

For the first case, $0$ is the critical point of $b$ and the ordinal value of $b$ at 0 is 1. Hence we have $v(b^y) = 0$ for all $y < 0$. This means that $b$ is an element of $K$. For the second case, where $v(b) = v(c) = \omega$, 0 is the only limit point for $b$ and $c$. Hence the order types of $b$ and $c$ are $\omega$ or $\omega + 1$, and the proof is complete.

Let $K$ be a field of characteristic zero, and let $a \in R = K((\mathbb{R}^{\leq 0}))$. Assume that $\text{ot}(a)$ is $\omega^2$ or $\omega^2 + 1$. Define $X(a)$ to be the set of all limit points of $\text{Supp}(a)$ excluding zero. In other words,

$$X(a) = \{ x < 0 \mid v(a^{|x|}) = \omega \}.$$
Also recall from the introduction that the vector space \( V(a) \) is a subspace of \( \tilde{R} \) and is defined by \( V(a) = \text{Span}_K \{ \tilde{a}^x \mid x < 0 \} = \text{Span}_K \{ \tilde{a}^x \mid x \in X(a) \} \).

**Proposition 3.2.** Let \( K \) be a field of characteristic zero and let \( R = K((\mathbb{R}^\leq 0)) \). Assume \( \alpha(a) \) is \( \omega^2 \) or \( \omega^2 + 1 \) and that \( a = bc \) where \( b = \sum x b_x \omega^x \) and \( c = \sum x c_x \omega^x \) are elements of \( R \) with \( v(b) = v(c) = \omega \). Then

1. \( \tilde{a} \neq 0 \), and \( \alpha(b) \) and \( \alpha(c) \) are \( \omega \) or \( \omega + 1 \).
2. For \( x < 0 \) we have
   \[ \tilde{a}^x = c_x \tilde{b} + b_x \tilde{c}. \]
3. \( X(a) \subseteq \text{Supp}(b) \cup \text{Supp}(c) \setminus \{0\} \).
4. \( \text{Supp}(b) \cup \text{Supp}(c) \setminus X(a) \cup \{0\} \) is a finite subset of \( \text{Supp}(b) \cap \text{Supp}(c) \). Moreover, if \( \tilde{b} \) and \( \tilde{c} \) are linearly independent, then \( X(a) = \text{Supp}(b) \cup \text{Supp}(c) \setminus \{0\} \).
5. As a subspace of \( \tilde{R} \), \( V(a) \) is spanned by \( \{\tilde{b}, \tilde{c}\} \). In particular, \( V(a) \) is at most two dimensional and is one dimensional if and only if \( \tilde{b} \) and \( \tilde{c} \) are linearly dependent elements of \( \tilde{R} \).

**Proof.** (1) By Proposition 2.2 we have \( v(a) = v(b) \odot v(c) = \omega^2 \). Hence \( \tilde{a} \neq 0 \) and we are in the second case of Lemma 3.1. Thus the order types of \( b \) and \( c \) are either \( \omega \) or \( \omega + 1 \).

(2) Let \( 0 \neq x \in \mathbb{R}^\leq 0 \). By Proposition 2.1 we have
   \[ \tilde{a}^x = \sum_{y + z = x} \tilde{b}^y \tilde{c}^z. \]

On the right-hand side, \( \tilde{b}^y \), the germ of \( b \) at \( y \), will be zero exactly when the ordinal value of \( b \) at \( y \) is zero. Thus on the right we only need to include terms for which the ordinal value of \( b \) at \( y \) and the ordinal value of \( c \) at \( z \) are at least 1. On the other hand, since the order types of \( b \) and \( c \) are either \( \omega \) or \( \omega + 1 \), the only case where both the ordinal value of \( b \) at \( y \) and the ordinal value of \( c \) at \( z \) are greater than 1 is if \( y = z = 0 \). This would make \( x = 0 \), which contradicts our assumption.

We thus have
   \[ \tilde{a}^x = \sum_{y + z = x} \tilde{b}^y \tilde{c}^z. \]

Again \( v(b^y) > 1 \) if and only if \( y = 0 \) and \( v(b^y) = 1 \) if and only if \( \tilde{b}^y = \tilde{b}_y \). Now letting
   \[ k = \sum_{y + z = x \atop v(b^y) = 1} b_y c_z \in K, \]
we have
   \[ \tilde{a}^x = \tilde{k} + \tilde{c}_x \tilde{b} + b_x \tilde{c}. \]

So
   \[ \tilde{a}^x = c_x \tilde{b} + b_x \tilde{c}. \]
(3) If $x \in X(a)$, then $\bar{a}^{x} \neq 0$, and hence by the previous part we cannot have both $c_{x}$ and $b_{x}$ equal to zero. This means that $x \in \text{Supp}(b) \cup \text{Supp}(c)$. The conclusion follows since $0 \not\in X(a)$.

(4) If $x \notin X(a) \cup \{0\}$, then $v(a|x)$ is 0 or 1, and in either case $\bar{a}^{x} = 0$. By the previous part this means that $c_{x} \bar{b} + b_{x} \bar{c} = 0$. Now if either $c_{x}$ or $b_{x}$ is not zero, then they are both non-zero since neither $\bar{b}$ nor $\bar{c}$ is zero. Also if $\bar{b}$ and $\bar{c}$ are linearly independent, then $c_{x} = b_{x} = 0$ and $x \notin \text{Supp}(b) \cup \text{Supp}(c)$. It remains to show that if $\bar{b}$ and $\bar{c}$ are linearly dependent, then $\text{Supp}(b) \cup \text{Supp}(c) \setminus X(a) \cup \{0\}$ is a finite set. So assume $\bar{c} = k \bar{b}$ for some $0 \neq k \in K$ and let $x \in \text{Supp}(b) \cup \text{Supp}(c) \setminus X(a) \cup \{0\}$. Then, as was argued above, $c_{x} \bar{b} + b_{x} \bar{c} = 0$ and neither $b_{x}$ nor $c_{x}$ is zero. Hence $\bar{c} = \frac{1}{b_{x}} \bar{b}$. Thus $\frac{1}{b_{x}} b = k$, and we conclude that $c_{x} = -kb_{x}$ for all $x \in \text{Supp}(b) \cup \text{Supp}(c) \setminus X(a) \cup \{0\}$. On the other hand $\bar{c} = k \bar{b}$ implies that $c = kb + j + k'$ where $j \in J$ and $k' \in K$. Since the order type of $c$ is $\omega$ or $\omega + 1$, $j$ has finite support and thus we conclude that $c$ and $kb$ differ in at most a finite number of terms. Thus $c_{y} = kb_{y}$ except for possibly a finite number of terms. The conclusion now follows.

(5) By (2), it is clear that $V(a) \subseteq \text{span}_{K} \{\bar{b}, \bar{c}\}$. Now if $\bar{b}$ and $\bar{c}$ are linearly dependent, then $\text{span}_{K} \{\bar{b}, \bar{c}\}$ is a one-dimensional vector space and hence cannot be strictly larger than $V(a)$. So assume that $\bar{b}$ and $\bar{c}$ are linearly independent.

If $y_{0}$ and $z_{0}$ are respectively the least elements of $\text{Supp}(b)$ and $\text{Supp}(c)$, then $x_{0} = y_{0} + z_{0}$ is the least element of $\text{Supp}(a)$, $a_{x_{0}} = b_{y_{0}}c_{z_{0}}$, and we have $\frac{1}{a_{y_{0}}}a = \left(\frac{1}{b_{y_{0}}}b\right)\left(\frac{1}{c_{z_{0}}}c\right)$. Hence without loss of generality we can assume that $a_{x_{0}} = b_{y_{0}} = c_{z_{0}} = 1$ and $y_{0} \leq z_{0}$. Now since $z_{0}$ is the least element of $\text{Supp}(c)$, we have $c_{y_{0}} = 0$ if $y_{0} < z_{0}$, and $c_{y_{0}} = c_{z_{0}} = 1$ if $y_{0} = z_{0}$.

Now to obtain a contradiction, we will assume that $\dim V(a) = 1$. It then follows that $\bar{a}^{y_{0}} = c_{y_{0}} \bar{b} + \bar{c}$ spans $V(a)$. Let $y$ be an arbitrary element of $\text{Supp}(b) \cup \text{Supp}(c) \setminus \{0\}$. By part (4), $\bar{a}^{y} \neq 0$ and so $\bar{a}^{y} = k(c_{y_{0}} \bar{b} + \bar{c})$ for some non-zero $k \in K$.

By part (2), we have $\bar{a}^{y} = c_{y} \bar{b} + b_{y} \bar{c}$.

Since $\{\bar{b}, \bar{c}\}$ is linearly independent, we conclude

\[ c_{y} = kc_{y_{0}}, \]
\[ b_{y} = k. \]

Now if $c_{y_{0}} = 0$, then $c_{y} = 0$ for all $y \in \text{Supp}(c) \setminus \{0\}$, which would make $\bar{c} = 0$, a contradiction. So $c_{y_{0}} = 1$ and we have $c_{y} = k = b_{y}$. We conclude that $b - b_{0} = a - a_{0}$ and hence $\bar{b} = \bar{c}$, yet another contradiction, which completes the proof.

Using Proposition 3.2 we can immediately identify a number of irreducibility criteria for generalized power series with real exponents that are of order type $\omega^{2}$ or $\omega^{2} + 1$ and have zero as a limit point of their support. The first result is Theorem A of the introduction.

**Corollary 3.3.** Let $K$ be a field of characteristic zero, let $R = K((\mathbb{R}^{\leq 0}))$ and let $a \in R$. Assume $\bar{a} \neq 0$ and that $\text{ot}(a)$ is $\omega^{2}$ or $\omega^{2} + 1$. If $\dim_{K}(V(a)) > 2$, then $a$ is irreducible.

**Proof.** This is immediate from Lemma 3.1 and part (5) of Proposition 3.2. \qed
Corollary 3.4. Let $K$ be a field of characteristic zero, let $R = K((\mathbb{R}^{\leq 0}))$ and let $a \in R$. Assume $\bar{a} \neq 0$ and that $\alpha(t)$ is $\omega^2$ or $\omega^2 + 1$. Assume $\dim_K(V(a)) = 2$ and that there exists an element $\alpha \in \text{Supp}(a)$ that is not the sum of two elements of $X(a)$. Then $a$ is irreducible.

Proof. If $a$ is reducible, then by Proposition 3.1 $a = bc$ where $v(b) = v(c) = \omega$. $\alpha \in \text{Supp}(a)$ and so $\alpha$ is the sum of an element of $\text{Supp}(b)$ and an element of $\text{Supp}(c)$. By part (5) of Proposition 3.2 $b$ and $c$ are linearly independent and hence by part (1) of Proposition 3.2 $X(a) = \text{Supp}(b) \cup \text{Supp}(c) \setminus \{0\}$. Thus, contrary to the assumption, $\alpha$ has to be the sum of two elements from $X(a)$. The contradiction shows that $a$ is irreducible. \( \square \)

4. Unique factorization for elements of order type $\omega^2$

In the ring $R = K((\mathbb{R}^{\leq 0}))$, it is easy to construct reducible elements of order type $\omega^2$ (for example $(\sum_{n=1}^{\infty} t^{-1/n})^2$) and we have seen families of irreducible elements with this order type. In this section we prove Theorem 12 of the introduction, which states that elements with this order type having zero as a limit point of their support factor uniquely into irreducibles. The proof is independent of Pitteloud’s proof [6] that elements with order type $\omega$ that have zero as a limit point of their support are prime in $R$. We use a linear algebraic argument based on the vector space $V(a)$.

Theorem 4.1. Let $K$ be a field of characteristic zero, let $R = K((\mathbb{R}^{\leq 0}))$ and let $a \in R$. Assume $\bar{a} \neq 0$ and that $\alpha(t)$ is $\omega^2$ or $\omega^2 + 1$. Then $a$ has a unique factorization into irreducibles.

Proof. If $a$ is irreducible, then there is nothing to prove and otherwise, by Lemma 3.1 $a = bc$ where $\alpha(b)$ and $\alpha(c)$ are $\omega$ or $\omega + 1$ and $v(b) = v(c) = \omega$. By Theorem 2.4 both $b$ and $c$ are irreducible and hence $a$ is a product of irreducibles. It remains to show that this factorization is unique (up to units). Thus assume $bc = a = de$ where the order types of $b$, $c$, $d$ and $e$ are $\omega$ or $\omega + 1$ and the ordinal value of each of these is $\omega$. By Corollary 3.3 $\dim V(a) \leq 2$. We complete the proof in two cases depending on the dimension of this vector space.

Assume $\dim V(a) = 1$. By Proposition 3.2 any one of $\bar{b}$, $\bar{c}$, $\bar{d}$, or $\bar{e}$ provides a basis for $V(a)$ and hence there exist $k_1, k_2, k_3 \in K$ with

$$\bar{c} = k_1 \bar{b}, \quad \bar{d} = k_2 \bar{b}, \quad \bar{e} = k_3 \bar{b}.$$ 

Pulling back to the ring $R$, there exist $k_4, k_5, k_6 \in K$ and $j_1, j_2, j_3 \in J$ such that

$$c = k_1 b + j_1 + k_4, \quad d = k_2 b + j_2 + k_5, \quad e = k_3 b + j_3 + k_6.$$ 

Note that since 0 is the only limit point of $\text{Supp}(c)$, $\text{Supp}(d)$, and $\text{Supp}(e)$ we conclude that $j_1, j_2$ and $j_3$ have finite order types. Substituting the corresponding expressions in $bc = de$ we get

$$b[A + B] = C.$$
where
\[
A = (k_1 - k_2k_3)b, \\
B = j_1 - k_2j_3 - k_3j_2 + k_4 - k_2k_6 - k_3k_5, \\
C = k_5k_6 + k_5j_3 + k_6j_2 + j_2j_3.
\]

By Proposition 2.2, \(v(C) = v(b) \odot v(A + B) = \omega \odot v(A + B)\). Now \(v(C) < \omega\) since \(C \in J + K\) and so we conclude that the only possibility is for \(v(C) = v(A + B) = 0\). Thus \(C \in J\) and so \(k_5k_6 = 0\). By part (a) of Proposition 2.2, \(v(A + B) = \omega\) if \(k_1 \neq k_2k_3\). It follows that \(k_1 = k_2k_3\) and \(B \in J\). So we also have \(k_4 = k_2k_6 + k_3k_5\). The equation \(b[A + B] = C\) now becomes \(bB = C\) where
\[
B = j_1 - k_2j_3 - k_3j_2, \\
C = k_5j_3 + k_6j_2 + j_2j_3.
\]

Assume \(B \neq 0\) and let the critical point of \(B\) be at \(y\) where \(y \leq 0\). Since \(B\) and \(C\) have finite order types, we have that \(v(B^{[y]})\) and \(v(C^{[y]})\) are no greater than 1. The critical point of \(b\) is at zero, and using Proposition 2.3 we get
\[
1 \geq v(C^{[y]}) = v(b) \odot v(B^{[y]}) = \omega \odot v(B^{[y]}).
\]

Since the natural product is strictly increasing, the only possibility is if \(v(B^{[y]}) = 0\). But this is impossible if \(y\) is the critical point of \(B\). Hence \(B = 0\) and it follows that \(C = 0\) as well.

Summarizing the above we now have
\[
k_5k_6 = 0, \\
k_1 - k_2k_3 = 0, \\
k_4 - k_2k_6 - k_3k_5 = 0, \\
j_1 - k_2j_3 - k_3j_2 = 0, \\
k_5j_3 + k_6j_2 + j_2j_3 = 0.
\]

Without loss of generality, we can assume \(k_5 = 0\). Then we have
\[
k_5 = 0, \\
k_1 - k_2k_3 = 0, \\
k_4 - k_2k_6 = 0, \\
j_1 - k_2j_3 - k_3j_2 = 0, \\
j_2(k_6 + j_3) = 0.
\]

Since \(R\) is an integral domain, \(j_2\) or \(k_6 + j_3\) must be zero. In the former case, we get that \(c = k_2e\) and \(d = k_2b\). In the latter, we get that \(c = k_3d\) and \(e = k_3b\). In either case \(d\) and \(e\) are associates of \(b\) and \(c\) and the proof of the first case is complete.

For the second case, assume \(\dim V(a) = 2\). By Proposition 3.2, \(\{b, c\}\) and \(\{\bar{d}, \bar{c}\}\) form two bases for the vector space \(V(a)\). Thus there exists an invertible \(2 \times 2\) matrix \(P\) with entries in \(K\) such that in \(\bar{R}\) we have
\[
(1) \quad \begin{bmatrix} \bar{d} \\ \bar{c} \end{bmatrix} = P \begin{bmatrix} b \\ c \end{bmatrix}.
\]

By Proposition 3.2 we have that for any \(x < 0\) we have
\[
b_x \bar{c} + c_x \bar{b} = a^{[x]} = d_x \bar{c} + e_x \bar{d}.
\]
We can write this as
\[
\begin{bmatrix}
x & b \\
\end{bmatrix} \begin{bmatrix}
\tilde{b} \\
\end{bmatrix} = \begin{bmatrix}
x & d \\
\end{bmatrix} \begin{bmatrix}
\tilde{d} \\
\end{bmatrix} = \begin{bmatrix}
x & d \\
\end{bmatrix} P \begin{bmatrix}
\tilde{b} \\
\end{bmatrix}.
\]

Now since \(\{\tilde{b}, \tilde{c}\}\) is a linearly independent set, we must have that for all \(x < 0\),
\[
\begin{bmatrix}
x & b \\
\end{bmatrix} = \begin{bmatrix}
x & d \\
\end{bmatrix} P.
\]

Thus except possibly for the constant term, every term of the generalized power series \(b\) and \(c\) is a fixed linear combination of the terms of \(d\) and \(e\). Hence there exist constants \(k_b, k_c \in K\) such that
\[
\begin{bmatrix}
x & b \\
\end{bmatrix} = \begin{bmatrix}
x & d \\
\end{bmatrix} P + \begin{bmatrix}
k_c \\
\end{bmatrix} k_b.
\]

(2) Moding out by \(J + K\) and passing to \(\tilde{R}\) we have
\[
\begin{bmatrix}
\tilde{c} & \tilde{b} \\
\end{bmatrix} = \begin{bmatrix}
\tilde{e} & \tilde{d} \\
\end{bmatrix} P.
\]

(3) Putting (1) and (3) together, we get
\[
\begin{bmatrix}
\tilde{b} & \tilde{c} \\
\end{bmatrix} P \begin{bmatrix}
0 & 1 \\
1 & 0 \\
\end{bmatrix} = \begin{bmatrix}
\tilde{b} & \tilde{c} \\
\end{bmatrix} = \begin{bmatrix}
\tilde{e} & \tilde{d} \\
\end{bmatrix} = \begin{bmatrix}
\tilde{c} & \tilde{b} \\
\end{bmatrix} P^{-1}.
\]

Now let \(P = \begin{bmatrix}
\alpha & \beta \\
\gamma & \delta \\
\end{bmatrix}\), let \(\Delta = \det(P)\), and substitute this into the last equation to get
\[
\begin{bmatrix}
\tilde{b} & \tilde{c} \\
\end{bmatrix} \begin{bmatrix}
\gamma & \alpha \\
\delta & \beta \\
\end{bmatrix} P = \begin{bmatrix}
\tilde{c} & \tilde{b} \\
\end{bmatrix} \begin{bmatrix}
\delta & -\beta \\
\gamma & \alpha \\
\end{bmatrix}.
\]

Equating entries and using the fact that \(\{\tilde{b}, \tilde{c}\}\) is linearly independent we get that there are only two possibilities:
\[
P = \begin{bmatrix}
\alpha & 0 \\
0 & \delta \\
\end{bmatrix} \quad \text{with} \quad \alpha \delta = 1 \quad \text{or} \quad P = \begin{bmatrix}
0 & \beta \\
\gamma & 0 \\
\end{bmatrix} \quad \text{with} \quad \beta \gamma = 1.
\]

The analysis for both cases is the same and so without loss of generality assume \(P\) is diagonal with determinant one. Using equation (2) we get
\[
c = \alpha e + k_c, \quad b = \delta d + k_b.
\]

From \(bc = de\) we get \(\delta k_c d + \beta \alpha k_c e + k_b k_c = 0\) and passing to \(\tilde{R}\), we have
\[
\delta k_c d + \alpha k_b \tilde{c} = 0.
\]

However, \(\{\tilde{d}, \tilde{e}\}\) is linearly independent in \(\tilde{R}\) and hence \(k_b = k_c = 0\). We conclude that \(c = \alpha e\) and \(b = \delta d\), and the proof is complete. \(\square\)
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