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Abstract. We give a new proof of the Gagliardo–Nirenberg and Sobolev inequalities based on the heat semigroup. Concerning the Gagliardo–Nirenberg inequality, we simplify the previous proof by relying only on the $L^p$-$L^q$ estimate of the heat semigroup. For the Sobolev inequality, we consider another approach by using the heat semigroup and the Hardy inequality.

1. Introduction

In this paper, we give a new proof of the Gagliardo–Nirenberg and Sobolev inequalities. In what follows, for $1 \leq p \leq \infty$, let $W^{1,p}(\mathbb{R}^n)$ denote the Sobolev spaces equipped with the norm $\|f\|_{W^{1,p}(\mathbb{R}^n)} := \|f\|_{L^p(\mathbb{R}^n)} + \|\nabla f\|_{L^p(\mathbb{R}^n)}$. In particular, we set $H^1(\mathbb{R}^n) := W^{1,2}(\mathbb{R}^n)$ for the case of $p = 2$. We shall consider the following inequalities:

Theorem 1.1.

(i) Let $n \geq 1$ and $1 \leq q \leq p \leq \infty$. Suppose that $1 \leq r \leq \infty$ satisfies $np/(n+p) < r \leq p$. Then for every $f \in L^q(\mathbb{R}^n) \cap W^{1,r}(\mathbb{R}^n)$, it holds that $f \in L^p(\mathbb{R}^n)$ with the estimate

$$\|f\|_{L^p(\mathbb{R}^n)} \leq C \|f\|_{L^n(\mathbb{R}^n)}^{1-\sigma} \|\nabla f\|_{L^r(\mathbb{R}^n)}^\sigma, \quad \sigma := \frac{n(1/q - 1/p)}{1 + n(1/q - 1/r)},$$

where $C > 0$ is a constant independent of $f$.

(ii) Let $n \geq 3$. Then for every $f \in H^1(\mathbb{R}^n)$, it holds that $f \in L^{2n/(n-2)}(\mathbb{R}^n)$ with the estimate

$$\|f\|_{L^{2n/(n-2)}(\mathbb{R}^n)} \leq C \|\nabla f\|_{L^2(\mathbb{R}^n)},$$

where $C > 0$ is a constant independent of $f$.

The inequality in Theorem 1.1(i) was shown by Gagliardo [8] and Nirenberg [13] in 1959. In addition, the inequality in Theorem 1.1(ii) is called the Sobolev inequality, which may be regarded as a critical case of the Gagliardo–Nirenberg inequality. In fact, if we assume that $\sigma = 1$, i.e., $n(1/q - 1/p) = 1 + n(1/q - 1/r)$ in the statement of Theorem 1.1(i), then it holds that $p = nr/(n - r)$. Such an
exponent $p = nr/(n - r)$ is called the critical Sobolev exponent in $L^r$ sense and in this case there holds

\begin{equation}
\|f\|_{L^{nr/(n - r)}(\mathbb{R}^n)} \leq C \|\nabla f\|_{L^r(\mathbb{R}^n)}.
\end{equation}

In particular, by setting $r = 2$, we obtain the same estimate as in Theorem 1.1(ii). Here we should remark that although the inequality (1.1) actually holds for all $f \in W^{1,r}(\mathbb{R}^n)$ with $1 \leq r < n$, in this paper we have concentrated only on the case $r = 2$ due to the difficulty of the generalization in our proof; its details will be stated in the last part of this section. Both of the inequalities are well known and quite fundamental tools in the fields of the analysis, so such inequalities have supported various kinds of studies essentially. As well as the studies conducted by applying such inequalities, there are a lot of previous works on the precise analysis of the inequalities themselves. For instance, one of the typical studies of the fundamental functional inequalities may be obtaining the best constant. We should refer to Aubin [1], Talenti [14], Del Pino and Dolbeault [6], and Cordero-Erausquin, Nazaret, and Villani [5] for such results on the Gagliardo–Nirenberg and Sobolev inequalities.

In this paper, we focus on the method of the proof of the functional inequalities. Here we recall the classical methods to show the Gagliardo–Nirenberg and Sobolev inequalities. The original way by Gagliardo [8] and Nirenberg [13] is mainly based on the fundamental theorem of calculus and the Hölder inequality. Note that their methods are valid for the Sobolev inequality as well. We also refer to the result [9] of Caffarelli, Kohn, and Nirenberg, which gives the generalized Gagliardo–Nirenberg inequality by means of considering the weight $|\cdot|^a$. Compared with the classical methods, the aim of this paper is to give a new proof of Theorem 1.1 based on the heat semigroup. Here let us define the heat semigroup $\{e^{t\Delta}\}_{t>0}$ by setting $e^{t\Delta} := G_t *$ for $0 < t < \infty$, where $G_t(x) := (4\pi t)^{-n/2}e^{-|x|^2/(4t)}$ for $(t,x) \in (0,\infty) \times \mathbb{R}^n$. We should emphasize that using the semigroup to show the functional inequalities is a well-known method: Here, let us recall the Nash inequality [12];

\begin{equation}
\|f\|_{L^2(\mathbb{R}^n)} \leq C \|f\|_{L^1(\mathbb{R}^n)}^{2/(n+2)} \|\nabla f\|_{L^2(\mathbb{R}^n)}^{1-2/(n+2)},
\end{equation}

which may be regarded as a special case of the Gagliardo–Nirenberg inequality like the Sobolev inequality. Indeed, setting $p = 2$, $q = 1$, and $r = 2$ in the statement of Theorem 1.1(i) yields (1.2). Concerning the Nash inequality (1.2), Carlen, Kusuoka, and Stroock [4] showed that (1.2) and the $L^p-L^q$ estimate of the heat semigroup are essentially equivalent. Moreover, in the book [15] II.3.3 Remarks (a) written by Varopoulos, Saloff-Coste, and Coulhon, they gave proof of (1.2) by using the semigroup as well. In the case of the Gagliardo–Nirenberg inequality, a proof based on the heat semigroup is given by, e.g., Maremonti [11, Theorem 2.2] and Giga, Giga, and Saal [9, Theorem, p. 190].

Now we shall explain the novelty of our method by comparing that of [9, Theorem, p.190]. In order to show the Gagliardo–Nirenberg inequality under the conditions $q < p$ and $r \leq p$, they used the following characterization of the $L^p(\mathbb{R}^n)$-norm
for $1 \leq p \leq \infty$;

$$
\|f\|_{L^p(\mathbb{R}^n)} = \sup \left\{ \int_{\mathbb{R}^n} f(x) \left( (e^{t\Delta} \varphi)(x) - \int_0^t \Delta(e^{-\tau\Delta} \varphi)(x) \, d\tau \right) \, dx \left\| \varphi \right\|_{L^{p'}(\mathbb{R}^n)} \right\} \leq 1, \varphi \in C_0^\infty(\mathbb{R}^n),
$$

where $p'$ satisfies $1/p + 1/p' = 1$. Indeed, we may confirm that the above characterization appears in [9] The First Step, p.195 and see that such a relation relies on the duality of $L^p(\mathbb{R}^n)$. Note that the same method is used in [11] Theorem 2.2 as well. Moreover, the above characterization is similar to that of [7, Lemma 1.5.3] in the book written by Fukushima, Oshima, and Takeda. On the other hand, our method relies only on the $L^p - L^q$ estimate of the heat semigroup, so we may give a more simple discussion. Once we may simplify such a part, we also see that the condition $r \leq p$ in Theorem [1.1(i)] may be removed by the same discussion as in [9] The Second Step, p. 196. Here we mention that Kozono and Wadade [10, Theorem 2.1] also have used a similar method to ours. In this paper, by considering the more simple case of the Gagliardo–Nirenberg inequality, we concentrate only on giving a short and simple proof without any technical method. Furthermore, Giga, Giga, and Saal [9, The Second Step, p. 196] point out that their method has the marginal case, namely, the method does not work for the Sobolev inequality. So, they [9, p. 216] have given the proof of the Sobolev inequality by applying the Hardy-Littlewood-Sobolev inequality instead of using the heat semigroup. In our case, although we have to give another proof to show the Sobolev inequality as well, we show the Sobolev inequality by using the heat semigroup and the Hardy inequality. Hence, our approach gives new possibilities having the heat semigroup in the proof of such functional inequalities. However, as stated above, we should note that Theorem [1.1(ii)] has considered only the case of $r = 2$, i.e., $f \in H^1(\mathbb{R}^n)$, so our result does not cover the general Sobolev inequality [11(i)] whose proof is given in [9, p. 216]. In fact, our proof relies on the Hardy inequality in the homogeneous Sobolev space $\dot{H}^1(\mathbb{R}^n)$; we see by [2, Theorem 1.72] that

$$(1.3) \quad \| \cdot \|_{L^2(\mathbb{R}^n)} \leq \frac{2}{n - 2} \| \nabla f \|_{L^2(\mathbb{R}^n)}$$

for all $f \in \dot{H}^1(\mathbb{R}^n)$ with $n \geq 3$. We usually assume that $f \in H^1(\mathbb{R}^n)$ to obtain [1.3], but thanks to the fact that $C_0^\infty(\mathbb{R}^n \setminus \{0\})$ is dense in $\dot{H}^1(\mathbb{R}^n)$ for $n \geq 3$ from [2, Theorem 1.70], we have [1.3] even for $f \in \dot{H}^1(\mathbb{R}^n)$. Such a relaxation of the assumption for [1.3] plays a key role in our proof, hence in other words, it seems that the discussion of the general case [1.1(i)] for $f \in W^{1,r}(\mathbb{R}^n)$ with $1 \leq r < n$ will become more delicate. In any case, this paper aims to establish a new method due to the heat semigroup and give another proof of the inequalities.

2. A NEW PROOF OF THE RESPECTIVE INEQUALITIES

Proof of Theorem 1.1 (i) In the case of $q = p$, the desired estimate trivially holds. So we may assume that $1 \leq q < p \leq \infty$. Since the condition $np/(n + p) < r$ yields $-n/p < 1 - n/r$, we see by $q < p$ that $0 < n(1/q - 1/p) < 1 + n(1/q - 1/r)$, which implies $0 < \sigma < 1$. Moreover, in the case of $r = p = \infty$, we see by the assumption $f \in W^{1,\infty}(\mathbb{R}^n)$ that $f$ is a bounded uniformly continuous function on $\mathbb{R}^n$. Thus
we have \( \lim_{t \to +0} \| e^{t\Delta} f - f \|_{L^\infty(\mathbb{R}^n)} = 0 \) from the strong continuity of the heat semigroup. In the case of \( r < \infty \), the set \( C_0^\infty(\mathbb{R}^n) \) is dense in \( L^q(\mathbb{R}^n) \cap W^{1,r}(\mathbb{R}^n) \). Therefore, to show the desired estimate, it suffices to consider the case where \( f \neq 0 \) is bounded and uniformly continuous. Then it holds by \( \lim_{t \to +0} \| e^{t\Delta} f - f \|_{L^\infty(\mathbb{R}^n)} = 0 \) that
\[
\begin{align*}
f(x) &= (e^{t\Delta} f)(x) - \{(e^{t\Delta} f)(x) - f(x)\} \\
&= (e^{t\Delta} f)(x) - \int_0^t \partial_r (e^{r\Delta} f)(x)dr \\
&= (e^{t\Delta} f)(x) - \int_0^t \Delta (e^{r\Delta} f)(x)dr
\end{align*}
\]
for all \( (t, x) \in (0, \infty) \times \mathbb{R}^n \). Since \( \Delta e^{r\Delta} f = \nabla \cdot e^{r\Delta} \nabla f \) and since the \( L^{p_0} - L^{q_0} \) estimate of the heat semigroup [3] Theorem, p.8] yields \( \| \nabla e^{t\Delta} f \|_{L^{p_0}(\mathbb{R}^n)} \leq Ct^{-(n/2)(1/q_0 - 1/p_0) - j/2} \| f \|_{L^{p_0}(\mathbb{R}^n)} \) for \( 0 < t < \infty, j = 0, 1, \) and \( 1 \leq q_0 \leq p_0 \leq \infty \), we observe that
\[
\| f \|_{L^p(\mathbb{R}^n)} \leq Ct^{-(n/2)(1/q - 1/p)} \| f \|_{L^q(\mathbb{R}^n)} + C \int_0^t \tau^{-(n/2)(1/r - 1/p) - 1/2} \| \nabla f \|_{L^r(\mathbb{R}^n)}d\tau
\]
for all \( 0 < t < \infty \). Here we note that the integrability condition \(-(n/2)(1/r - 1/p) - 1/2 > -1\) holds from the assumption \( np/(n + p) < r \). Hence, noting that \( 1 - \sigma = (1 - n(1/r - 1/p))(1 + n(1/q - 1/r))^{-1} \), we obtain
\[
\| f \|_{L^p(\mathbb{R}^n)} \leq C \left( t^{(1/2)(n/2)(1/q - 1/r)} \| f \|_{L^q(\mathbb{R}^n)} \right.
\]
\[
\left. + t^{(1-\sigma)(1/2 + (n/2)(1/q - 1/r))} \| \nabla f \|_{L^r(\mathbb{R}^n)} \right)
\]
for all \( 0 < t < \infty \). Since the above constant \( C > 0 \) is independent of \( t \), by taking \( t \) so that \( t^{1/2 + (n/2)(1/q - 1/r)} = \| f \|_{L^q(\mathbb{R}^n)} \| \nabla f \|_{L^r(\mathbb{R}^n)}^{-1} \), we have
\[
\| f \|_{L^p(\mathbb{R}^n)} \leq C \left( \| f \|_{L^q(\mathbb{R}^n)} \| \nabla f \|_{L^r(\mathbb{R}^n)} \cdot \| f \|_{L^q(\mathbb{R}^n)} \right.
\]
\[
\left. + \| f \|_{L^q(\mathbb{R}^n)} \| \nabla f \|_{L^r(\mathbb{R}^n)}^{-1} \cdot \| \nabla f \|_{L^r(\mathbb{R}^n)} \right)
\]
\[
\leq C \| f \|_{L^q(\mathbb{R}^n)} \| \nabla f \|_{L^r(\mathbb{R}^n)}\]
which yields the desired estimate.

(ii) It suffices to consider the case of \( f \in C_0^\infty(\mathbb{R}^n) \). Since \( e^{t\Delta} = G_t \ast \) and since \( \int_{\mathbb{R}^n} G_t(y)dy = 1 \), we have
\[
(e^{t\Delta} f)(x) - f(x) = \int_{\mathbb{R}^n} G_t(y)f(x - y)dy - f(x) = \int_{\mathbb{R}^n} G_t(y)\{f(x - y) - f(x)\}dy
\]
for all \( (t, x) \in (0, \infty) \times \mathbb{R}^n \). We set \( \eta := 2/n \) and \( \theta := n/(2n - 2) \). Then it holds by \( n \geq 3 \) that \( \eta, \theta \in (0, 1) \). In addition, we also define
\[
F_0(y) := |y|^{\eta/\theta} G_t(y),
\]
\[
F_1(x, y) := |y|^{-1}|f(x - y) - f(x)|,
\]
\[
F_2(x, y) := \{G_t(y)\}^{(1-\theta)/(1-\eta)}|f(x - y) - f(x)|
\]
for all $0 < t < \infty$ and $x,y \in \mathbb{R}^n$. Since
\[
G_t(y)|f(x-y) - f(x)| = \{F_0(y)\}^\theta \{F_1(x,y)\}^\eta \{F_2(x,y)\}^{1-\eta},
\]
we obtain
\[
|(e^{t\Delta} f)(x) - f(x)| \leq \int_{\mathbb{R}^n} \{F_0(y)\}^\theta \{F_1(x,y)\}^\eta \{F_2(x,y)\}^{1-\eta} dy
\]
for all $(t,x) \in (0,\infty) \times \mathbb{R}^n$. Noting that $\theta(n-1)/n + \eta/2 + (1-\eta)/2 = 1$, we see by the Hölder inequality that
\begin{equation}
(2.1) \quad |(e^{t\Delta} f)(x) - f(x)| \leq \|F_0\|_{L^{n/(n-1)}(\mathbb{R}^n)}^{\theta} \|F_1(x,\cdot)\|_{L^2(\mathbb{R}^n)}^{\eta} \|F_2(x,\cdot)\|_{L^2(\mathbb{R}^n)}^{1-\eta}.
\end{equation}
Here, since we have
\begin{equation}
(2.2) \quad \int_{\mathbb{R}^n} |x|^\alpha \{G_t(x)\}^{\beta} dx = t^{\alpha/2-(n/2)(\beta-1)} \int_{\mathbb{R}^n} |x|^\alpha \{G_1(x)\}^{\beta} dx \leq Ct^{\alpha/2-(n/2)(\beta-1)}
\end{equation}
for all $0 < t < \infty$, $0 \leq \alpha < \infty$, and $0 < \beta < \infty$, by setting $\alpha = \eta/\theta \cdot n/(n-1) = 4/n$ and $\beta = n/(n-1)$ in the estimate (2.2), we observe that
\[
\|F_0\|_{L^{n/(n-1)}(\mathbb{R}^n)}^{n/(n-1)} = \int_{\mathbb{R}^n} |x|^{\eta/\theta \cdot n/(n-1)} \{G_t(x)\}^{n/(n-1)} dx \leq Ct^{2/n-/(2n-2)},
\]
which yields $\|F_0\|_{L^{n/(n-1)}(\mathbb{R}^n)}^{\theta} \leq Ct^{1/n \cdot n/(4n-4)}$ for all $0 < t < \infty$. Moreover, the Hardy inequality \[1.3\] in the homogeneous Sobolev space $\dot{H}^1(\mathbb{R}^n)$ implies that
\[
\|F_1(x,\cdot)\|_{L^2(\mathbb{R}^n)}^2 \leq \left(\frac{2}{n-2}\right)^2 \int_{\mathbb{R}^n} \|\nabla_y \{f(x-y) - f(x)\}\|_{L^2(\mathbb{R}^n)}^2 dy = \left(\frac{2}{n-2}\right) \|\nabla f\|_{L^2(\mathbb{R}^n)}^2
\]
for all $x \in \mathbb{R}^n$, which gives the estimate $\sup_{x \in \mathbb{R}^n} \|F_1(x,\cdot)\|_{L^2(\mathbb{R}^n)} \leq C \|\nabla f\|_{L^2(\mathbb{R}^n)}$. Therefore, by taking $L^{2n/(n-2)}(\mathbb{R}^n)$-norm in the estimate (2.2), we have
\[
\|e^{t\Delta} f - f\|_{L^{2n/(n-2)}(\mathbb{R}^n)} \leq C t^{1/n \cdot n/(4n-4)} \|\nabla f\|_{L^2(\mathbb{R}^n)}^n \int_{\mathbb{R}^n} \|F_2(x,\cdot)\|_{L^2(\mathbb{R}^n)}^{(1-n) \cdot 2n/(n-2)} dx
\]
\begin{align*}
&= C t^{1/n \cdot n/(4n-4)} \|\nabla f\|_{L^2(\mathbb{R}^n)}^{2/n} \left(\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |F_2(x,y)|^2 dy dx\right)^{(n-2)/(2n)}
\end{align*}
for all $0 < t < \infty$. Concerning the estimate of $F_2(x,y)$, since the mean value theorem and the Cauchy–Schwarz inequality yield
\[
|f(x-y) - f(x)| = \left|\int_0^1 y \cdot (\nabla f)(x-\lambda y) d\lambda\right| \leq |y| \left|\int_0^1 |(\nabla f)(x-\lambda y)| d\lambda\right|
\]
\[
\leq |y| \left(\int_0^1 |(\nabla f)(x-\lambda y)|^2 d\lambda\right)^{1/2}
\]
for all \( x, y \in \mathbb{R}^n \), we see by the Fubini theorem that
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |F_2(x,y)|^2 \, dy \, dx \leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \{G_t(y)\}^{(2-2\theta)/(1-\eta)} \cdot \left( |y|^2 \int_0^1 |(\nabla f)(x - \lambda y)|^2 \, d\lambda \right) \, dy \, dx
= \int_{\mathbb{R}^n} |y|^2 \{G_t(y)\}^{(2-2\theta)/(1-\eta)} \cdot \left( \int_0^1 \int_{\mathbb{R}^n} |(\nabla f)(x - \lambda y)|^2 \, d\lambda \, dx \right) \, dy
= \|\nabla f\|^2_{L^2(\mathbb{R}^n)} \int_{\mathbb{R}^n} |y|^2 \{G_t(y)\}^{(2-2\theta)/(1-\eta)} \, dy.
\]
By setting \( \alpha = 2 \) and \( \beta = (2 - 2\theta)/(1 - \eta) = n/(n - 1) \) in the estimate (2.2), we obtain
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |F_2(x,y)|^2 \, dy \, dx \leq C t^{1-n/(2n-2)} \|\nabla f\|^2_{L^2(\mathbb{R}^n)}
\]
for all \( 0 < t < \infty \). Hence it holds that
\[
\|e^{t\Delta}f - f\|_{L^{2n/(n-2)}(\mathbb{R}^n)} \leq C t^{1/n-n/(4n-4)} \|\nabla f\|^{2/n}_{L^2(\mathbb{R}^n)}
\cdot t^{(n-2)/(2n)-(n-2)/(4n-4)} \|\nabla f\|^{(n-2)/n}_{L^2(\mathbb{R}^n)}
= C \|\nabla f\|_{L^2(\mathbb{R}^n)}.
\]
Since the above constant \( C > 0 \) is independent of \( t \) and since the estimate of the heat semigroup yields
\[
\|f\|_{L^{2n/(n-2)}(\mathbb{R}^n)} \leq \|e^{t\Delta}f\|_{L^{2n/(n-2)}(\mathbb{R}^n)} + \|e^{t\Delta}f - f\|_{L^{2n/(n-2)}(\mathbb{R}^n)}
\leq C t^{-1/2} \|f\|_{L^2(\mathbb{R}^n)} + C \|\nabla f\|_{L^2(\mathbb{R}^n)},
\]
we have the desired estimate by letting \( t \to \infty \). This completes the proof of Theorem 1.1. \( \square \)
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