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MAXIMAL CONNECTED k-SUBGROUPS OF MAXIMAL RANK

IN CONNECTED REDUCTIVE ALGEBRAIC k-GROUPS

DAMIAN SERCOMBE

Abstract. Let k be any field and let G be a connected reductive algebraic
k-group. Associated to G is an invariant first studied in the 1960s by Sa-
take [Ann. of Math. (2) 71 (1960), 77–110] and Tits [Théorie des Groupes
Algébriques (Bruxelles, 1962), Librairie Universitaire, Louvain; Gauthier-
Villars, Paris, 1962], [Algebraic Groups and Discontinuous Subgroups (Proc.
Sympos. Pure Math., Boulder, Colo., 1965), Amer. Math. Soc., Providence,
R.I., 1966, pp. 33–62] that is called the index of G (a Dynkin diagram along
with some additional combinatorial information). Tits [Algebraic Groups and

Discontinuous Subgroups (Proc. Sympos. Pure Math., Boulder, Colo., 1965),
Amer. Math. Soc., Providence, R.I., 1966, pp. 33–62] showed that the k-
isogeny class of G is uniquely determined by its index and the k-isogeny class
of its anisotropic kernel Ga. For the cases where G is absolutely simple, all pos-
sibilities for the index of G have been classified in by Tits [Algebraic Groups
and Discontinuous Subgroups (Proc. Sympos. Pure Math., Boulder, Colo.,
1965), Amer. Math. Soc., Providence, R.I., 1966, pp. 33–62]. Let H be a
connected reductive k-subgroup of maximal rank in G. We introduce an in-
variant of the G(k)-conjugacy class of H in G called the embedding of indices
of H ⊂ G. This consists of the index of H and the index of G along with an
embedding map that satisfies certain compatibility conditions. We introduce
an equivalence relation called index-conjugacy on the set of k-subgroups of
G, and observe that the G(k)-conjugacy class of H in G is determined by its
index-conjugacy class and the G(k)-conjugacy class of Ha in G. We show that
the index-conjugacy class of H in G is uniquely determined by its embedding
of indices. For the cases where G is absolutely simple of exceptional type and
H is maximal connected in G, we classify all possibilities for the embedding
of indices of H ⊂ G. Finally, we establish some existence results. In particu-
lar, we consider which embeddings of indices exist when k has cohomological
dimension 1 (resp. k = R, k is p-adic).

Introduction

The classification of finite dimensional simple complex Lie algebras into four
infinite classical families An, Bn, Cn, Dn and five exceptional cases G2, F4, E6,
E7, E8 was completed by Killing and Cartan in the late 19th century. This was
refined by Dynkin in 1947 using the notion of Dynkin diagrams. In the 1950s Borel
and Chevalley investigated affine algebraic groups and showed that simple algebraic
groups over an algebraically closed field are also classified up to isogeny by their
Dynkin diagrams. For fields that are not algebraically closed, the situation is more
complicated, and was studied by Tits and Satake in the 1960s.
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Let k be any field. This paper was written using Borel’s view [2] of an algebraic
k-group as an affine group variety over an algebraic closure of k, equipped with a
k-structure. However, we could just as easily take the modern view and interpret
an algebraic group as an affine group scheme of finite type over k. All algebraic
k-groups in this paper turn out to be smooth, so there is no loss of generality in
our viewpoint.

Let G be a connected reductive (algebraic) k-group. Associated to G is an in-
variant I(G) called the index of G (a Dynkin diagram along with some additional
combinatorial information, see §1.4 for a precise definition). This invariant was
introduced in 1960 by Satake [24] for the case k = R, who also listed all pos-
sibilities for the index of an absolutely simple classical algebraic R-group. Tits
[34, 35] generalised this invariant to an arbitrary field k and proved [35] that G
is uniquely determined up to k-isogeny by its index and the k-isogeny class of its
anisotropic kernel Ga. In Table II of [35], Tits listed all possibilities for the index of
an absolutely simple algebraic k-group. Combining these results, for any field k we
essentially have a classification ‘up to k-anisotropy’ of connected reductive algebraic
k-groups. If k is separably closed, k is finite or k = R then the anisotropic kernel of
G is well understood and we have a ‘complete’ classification of connected reductive
algebraic k-groups. For most other fields, however, a classification of anisotropic
simple k-groups remains far out of reach.

An important problem is to classify the maximal k-subgroups H of G up to
conjugacy by some element of G(k). The maximal k-subgroups of G that are
parabolic are well understood, and can be read immediately off of the index of G
(see Proposition 21.12 of [2]). If k is perfect then H is either parabolic or reductive
by Corollary 3.7 of [4] (Borel-Tits). This is not necessarily true if k is imperfect,
this situation has been investigated in [11]. However, for any field k, it is not
too difficult to show that a maximal k-subgroup of maximal rank in G is either
parabolic or reductive. As such, we consider the cases where H is reductive.

For G absolutely simple, the maximal k-subgroups of G have (mostly) been
classified when k is separably closed (Borel-de Siebenthal [3], Dynkin [8, 9], Seitz
[26,27], Liebeck-Seitz [18,19,21], Testerman [32]), when k is finite (Aschbacher [1],
Liebeck-Seitz [18–20], Liebeck-Saxl-Seitz [17]) and when k = R (Komrakov [15],
Karpelevič [14], Taufik [31], de Graff-Marrani [7] and others). However, not much
is known for other fields.

In this paper, for the most part, we continue in the spirit of Tits and work with
an arbitrary field k. It is unreasonable to look for a general solution (i.e. over
arbitrary k) to the problem of classifying the G(k)-conjugacy classes of maximal
k-subgroups of G, since the structure of anisotropic reductive k-groups depends
intrinsically on the choice of field k. The best we can hope for is a classification ‘up
to k-anisotropy’. So we proceed as follows.

Let k be an algebraic closure of k and let K be the separable closure of k in k.
Let Γ = Gal(K/k) be the absolute Galois group of k. We will see in Section 1 that
k-groups come equipped with a natural action of Γ on their K-points.

We introduce a (novel) equivalence relation on the set of k-subgroups of G. Two
k-subgroups A and B of G are index-conjugate if there exists x ∈ G(K) such that
Ax = B, x−1xΓ ⊂ A and, for any maximal k-split torus SA of A, (SA)

x is a maximal
k-split torus of B. It is easy to see that index-conjugacy is an equivalence relation
on the set of k-subgroups of G that is finer than G(K)-conjugacy but coarser than
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G(k)-conjugacy. In fact, index-conjugacy restricts to G(k)-conjugacy (resp. G(K)-
conjugacy) on the subset of k-split (resp. k-anisotropic) k-subgroups ofG. It follows
that the G(k)-conjugacy class of H in G is determined by its index-conjugacy class
and the G(k)-conjugacy class of its anisotropic kernel Ha in G.

In this paper we introduce a framework for classifying the index-conjugacy classes
of connected reductive k-subgroups H of maximal rank in any connected reductive
algebraic k-group G. We give an explicit solution for the cases where G is absolutely
simple of exceptional type and H is maximal among connected k-subgroups of G
(a.k.a. maximal connected). In other words, for such cases we list all possible
index-conjugacy classes of H in G and determine the associated indices along with
some other combinatorial data. The cases where G is absolutely simple of classical
type will be the subject of a future paper, as will the situation where H is maximal
in G but not necessarily connected. If k is separably closed, k is finite or k = R,
then our results reduce to what is already known in the literature. We also find
some new results for when k is a non-Archimedean local field of characteristic zero
(a.k.a. a p-adic field).

Henceforth we use the following setup. Some of the ensuing definitions are quite
technical, and so we provide a more detailed exposition of this setup in Sections 1,
2 and the beginning of Section 3. Recall that k is a field, Γ is the absolute Galois
group of k and G is a connected reductive algebraic k-group.

Let S be a maximal k-split torus ofG. A result of Grothendieck tells us that there
exists a maximal k-torus T of G that contains S. We endow the character group
X(T ) with a total order < that is compatible with the restriction map X(T ) →
X(S). Let Λ be the system of simple roots forG with respect to T that is compatible
with <. Let Λ0 be the subset of Λ that vanishes on S. Denote W := NG(T )/T and

W̃ := (NG(T ) � Γ)/T . There exists a W̃ -invariant inner product (· , ·) on X(T )R.
There is a natural action ι̂ : Γ → GL

(
X(T )R

)
that stabilises Λ and Λ0 and is

by isometries, which we call the Tits action. The index of G (with respect to T
and <) is the quadruple I(G) =

(
X(T )R,Λ,Λ0, ι̂(Γ)

)
. We illustrate I(G) using a

modification of a Dynkin diagram called a Tits-Satake diagram.
One can define a root system purely combinatorially (that is, without reference

to an algebraic group). Such an object is called an abstract root system. We now
present a purely combinatorial definition of an index, essentially due to Satake [24]
and Tits [35], that we call an abstract index. We will see that the index I(G) of G is
indeed an abstract index and that, as a combinatorial object, I(G) is independent of
the choice of T and <. We are aware that a similar, but not identical, combinatorial
definition of an index was introduced in Chapter 20 of [22]. We will reuse some
notation as we move back and forth between the algebraic and the combinatorial
definitions.

An abstract index I = (E,Δ,Δ0,Π) is a quadruple consisting of a finite-dimens-
ional real inner product space E, a system of simple roots Δ in E, a subset Δ0 of
Δ and a subgroup Π of the isometry group of E that stabilises both Δ and Δ0,
such that certain conditions are satisfied (see Definition 2.4).

We use the following notation: 〈Δ〉 is the root system in E that is generated
by Δ, 〈Δ〉+ is the associated set of positive roots, WΔ is the Weyl group of Δ
and Ea is the smallest subspace of E that contains Δ0 and that has an orthogonal
complement in E that is fixed pointwise by Π. If Δ = Δ0 and E = Ea then I is
anisotropic, otherwise I is isotropic. If Δ0 = ∅ and Π is trivial then I is split. If
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Δ0 = ∅ then I is quasisplit. If Δ is irreducible then I is irreducible. If Δ is of
classical (resp. exceptional) type then I is of classical (resp. exceptional) type. Let
I be a Π-stable subset of Δ that contains Δ0. The abstract index (E, I,Δ0,Π) is
a subindex of I. The minimal subindex of I is Im := (E,Δ0,Δ0,Π).

Let ′I = (′E, ′Δ, ′Δ0,
′Π) be another abstract index. An isomorphism from I to

′I is a bijective isometry ψ : E → ′E that satisfies ψ(Δ) = ′Δ, ψ(Δ0) =
′Δ0 and

ψΠψ−1 = ′Π. We denote ψ(I) := ′I.
An abstract index I is k-admissible if there exists a connected reductive k-

group G1 such that the index of G1 is isomorphic to I. For example, is
R-admissible but not Fq-admissible for any finite field Fq. It is known that any
abstract index is k-admissible for some field k (this key result is mostly due to Tits,
its proof is spread over several papers including [28, 33–36] and [37]).

Let H be a connected reductive k-subgroup of maximal rank in G. We introduce
a (novel) invariant of the G(k)-conjugacy class of H in G, called the embedding of
indices of H ⊂ G.

Let SH be a maximal k-split torus of H and let TH be a maximal k-torus of
H that contains SH . Without loss of generality, we can assume that SH ⊆ S and
that < is compatible with the restriction map X(T ) → X(SH). Consider the Levi
k-subgroup L := CG(SH) of G. There exists g ∈ L(K) such that (TH)g = T .
Let θ : X(TH)R → X(T )R be defined by χ �→ χ · g−1 for χ ∈ X(TH). Denote

W̃H := (NH(TH) � Γ)/TH . There exists a W̃H -invariant inner product (· , ·)H on
X(TH)R such that θ is a bijective isometry.

Let χ1, χ2 ∈ X(TH). The total order < on X(T ) induces a total order <g−1 on
X(TH) that is defined by χ1 <g−1 χ2 if χ1 · g < χ2 · g. Let Δ be the system of
simple roots for H with respect to TH that is compatible with <g−1 . Let Δ0 be

the subset of Δ that vanishes on SH and let ι̂H : Γ → GL
(
X(TH)R

)
be the Tits

action (stabilising Δ and Δ0). The index of H is I(H) =
(
X(TH)R,Δ,Δ0, ι̂H(Γ)

)
.

We call the triple
(
I(G), I(H), θ

)
an embedding of indices of H ⊂ G. A priori, this

triple depends on several choices (i.e. T , TH , < and g). However, we will see in
Theorem 0.2 that

(
I(G), I(H), θ

)
is a combinatorial invariant of H ⊂ G.

Inspired by the notion of an abstract index, we introduce a purely combinatorial
definition of an embedding of indices. This definition is based on the observation
that an embedding of k-groups of the same rank induces an embedding of their
respective character spaces that satisfies certain conditions on their root systems.

Let P denote the set of prime numbers. For p ∈ P ∪ {0}, a p-closed subsystem
of a root system is a slight generalisation of a closed subsystem (see §2.1 for the
precise definition).

Definition 0.1. Let p ∈ P ∪ {0}. A p-embedding of abstract indices is a triple
that consists of two abstract indices G = (F,Λ,Λ0,Ξ) and H = (E,Δ,Δ0,Π), and
a bijective isometry θ : E → F that satisfies the following conditions:

(A.1) Ψ := 〈θ(Δ)〉 is a p-closed subsystem of Φ := 〈Λ〉, θ(Δ) ⊂ Φ+, Λa :=
Λ∩ θ(Ea) is a base of Φa := Φ∩ θ(Ea) and inΛa ⊆ θ(Δ0) (where inΛa is the union
of all irreducible components of Λa that are contained in 〈θ(Δ0)〉 =: Ψ0).

(A.2) For every σ ∈ Π there exists a unique wσ ∈ WΛa
such that wσσ

θ ∈ Ξ.
Moreover, the map Π → Ξ given by σ �→ wσσ

θ is surjective.
(A.3) Λa is Ξ-stable and contains Λ0.
(A.4) inΛa is contained in Λ0.
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We illustrate Definition 0.1 with two special cases. If H is split then G is also
split, axioms (A.2), (A.3) and (A.4) of Definition 0.1 are vacuous and (A.1) reduces
to requiring that Ψ is a p-closed subsystem of Φ and θ(Δ) ⊂ Φ+. If H is anisotropic
then Λ = Λa and so (A.3) is vacuous, if in addition G is irreducible then inΛa is
empty, (A.4) is vacuous and again (A.1) reduces to requiring that Ψ is a p-closed
subsystem of Φ and θ(Δ) ⊂ Φ+.

We now introduce some terminology associated to Definition 0.1. An embedding
of abstract indices is a p-embedding of abstract indices for some p ∈ P ∪ {0}.

Let p ∈ P∪{0} and let (G,H, θ) be a p-embedding of abstract indices. Let V be
the largest subspace of F that is contained in the span of Φ and that is perpendicular
to all roots in Ψ. If the fixed point subspace of V under the action of Πθ is trivial and
Ψ is maximal among p-closed Πθ-stable subsystems of Φ then (G,H, θ) is maximal.
If inΛa = Λa then (G,H, θ) is independent. The subindex L := (F,Λa,Λ0,Ξ) of G is
called the (H, θ)-embedded subindex of G. We say (G,H, θ) is (an)isotropic if H is
(an)isotropic. We say (G,H, θ) is split (resp. quasisplit) if H and G are both split
(resp. both quasisplit). The map θ is an embedding of H in G. We often abuse
notation and identify H with its image under θ.

Let (′G, ′H, ′θ) be another p-embedding of abstract indices. An isomorphism
from (G,H, θ) to (′G, ′H, ′θ) is a bijective isometry φ : F → ′F such that φ(G) = ′G
and φθ(H) = ′θ(′H). If such an isomorphism exists then (G,H, θ) and (′G, ′H, ′θ)
are isomorphic. If F = ′F and φ ∈ WΛ then φ is a conjugation from (H, θ) to
(′H, ′θ) in G. If such a conjugation exists then (H, θ) and (′H, ′θ) are conjugate in
G.

Given a field k with p = char(k), we say that (G,H, θ) is k-admissible if there
exists a pair of connected reductive k-groups H1 ⊂ G1 that share a maximal torus
such that the embedding of indices of H1 ⊂ G1 is isomorphic to (G,H, θ).

We can now state the main results of this paper.
Our first result gives a combinatorial description of the index-conjugacy classes

of connected reductive k-subgroups of maximal rank in G.

Theorem 0.2. Let k be a field and let p = char(k). Let G be a connected reductive
algebraic k-group and let H be a connected reductive k-subgroup of maximal rank
in G. Let

(
I(G), I(H), θ

)
be an embedding of indices of H ⊂ G. Then

(i)
(
I(G), I(H), θ

)
is a p-embedding of abstract indices, and

(ii) H is maximal connected in G if and only if
(
I(G), I(H), θ

)
is maximal.

In addition, if ′H is another connected reductive k-subgroup of maximal rank in
G and

(
I(G), I(′H), ′θ

)
is an embedding of indices of ′H ⊂ G, then

(iii) H is index-conjugate to ′H in G if and only if
(
I(H), θ

)
is conjugate to(

I(′H), ′θ
)
in I(G).

We know from Proposition 2 of [24] that the isomorphism class of I(G) is an
invariant of G. As a consequence of Theorem 0.2(i) and (iii), we see that the
conjugacy class of

(
I(H), θ

)
in I(G) is an invariant of the G(k)-conjugacy class of

H in G.
It is well known that, over any field k, any abstract root system can be realised

as the root system of some connected reductive algebraic k-group. In other words,
any abstract root system is k-admissable for all fields k. A weaker analogue holds
for indices, in that any abstract index is k-admissible for some field k. Conjecture
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0.3 is an analogue of those two results. In essence, it is claiming that Definition 0.1
is as restrictive as is possible subject to the constraint that Theorem 0.2(i) holds.

Conjecture 0.3. Let p ∈ P ∪ {0} and let (G,H, θ) be a p-embedding of abstract
indices. Then (G,H, θ) is k-admissible for some field k with characteristic p.

The following task arises naturally from Theorem 0.2. For each p ∈ P ∪ {0}
and each irreducible abstract index G, we wish to classify all conjugacy classes of
maximal p-embeddings of abstract indices in G. Due to the size of this task, in
Theorem 0.4 we consider only the cases where G is of exceptional type. The cases
where G is of classical type will be the subject of a future paper. The tables referred
to in Theorem 0.4 can be found in the Appendices.

Theorem 0.4. For each p ∈ P∪{0} and each (isomorphism class of) abstract index
G of exceptional type, all G-conjugacy classes of isotropic maximal p-embeddings of
abstract indices are classified in Tables 4, 5, 6, 7 and 8 for the cases where G is of
type G2, F4, E6, E7 and E8 respectively.

Note that in Theorem 0.4 we ignore the anisotropic embeddings. This is because
they are easy, since axiom (A.3) of Definition 0.1 becomes vacuous (see Remark
2.12).

Combining Theorems 0.2 and 0.4 (and the above remark), for any field k and
any absolutely simple k-group G of exceptional type, we have a classification of
all possible index-conjugacy classes of reductive maximal connected k-subgroups of
maximal rank in G. However, not all of these embeddings exist over a given field
k. So we now turn our attention to the existence problem, that is, the problem
of determining which (isomorphism classes of) embeddings of indices exist over a
given field k.

For the next result, given a p-embedding of abstract indices (G,H, θ), recall
that L denotes the (H, θ)-embedded subindex of G and Hm denotes the minimal
subindex of H. For G a k-group with index G, subindices of G correspond to Levi
k-subgroups of G (see Proposition 21.12 of [2]). So, in the statement of Theorem
0.5, if G exists then certainly so does L.

Theorem 0.5. Let p ∈ P∪{0} and let (G,H, θ) be a p-embedding of abstract indices.
Let k be a field of characteristic p. Let G be a connected reductive algebraic k-group
with index isomorphic to G. Let L be a Levi k-subgroup of G with index isomorphic
to L. There exists a k-subgroup of G with embedding of indices isomorphic to
(G,H, θ) if and only if there exists a k-subgroup of L with embedding of indices
isomorphic to (L,Hm, θ).

Combining Theorems 0.2, 0.4 and 0.5, for any field k and any absolutely simple
k-group G of exceptional type, we have reduced the problem of classifying the index-
conjugacy classes of reductive maximal connected k-subgroups H of maximal rank
in G to the subproblem where H is k-anisotropic.

Theorem 0.5 has some interesting consequences.

Corollary 0.6. Let p ∈ P ∪ {0}. Let (G,H, θ) be an independent p-embedding of
abstract indices. Let k be a field of characteristic p such that G is k-admissible.
Then (G,H, θ) is k-admissible.

Corollary 0.7. Let p ∈ P ∪ {0}. Let (G,H, θ) be a quasisplit p-embedding of
abstract indices. Let k be a field of characteristic p such that G is k-admissible.
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Then (G,H, θ) is k-admissible if and only if Π is a quotient of the absolute Galois
group Γ of k.

For our final result, we consider the existence problem for three specific classes
of fields.

Corollary 0.8. Let (G,H, θ) be an embedding of abstract indices that is listed in
Table 4, 5, 6, 7 or 8. If there is a � in column 8 (resp. 9, 10) of the corresponding
row then (G,H, θ) is k-admissible for some field k with cohomological dimension 1
(resp. k = R, k is p-adic). If there is a � then (G,H, θ) is not k-admissible for
such a field.

[In the cases where we list more than one value for Π in a single row of one of
the tables, we put a � in the corresponding column if at least one of these values
for Π corresponds to a k-admissible (G,H, θ).]

There are a few p-adic cases for which we are unsure of the answer. Such cases
are indicated by a ? symbol in the relevant entry of the table. Our results in
Corollary 0.8 agree with Table 5.1 of [17] for the cases where k is a finite field and
with Tables 4-62 of [15] and Tables 1-134 of [7] for the case k = R. We are unaware
of any existing reference for the p-adic cases.

We illustrate our results with the following excerpt from Table 5, for the case
where Λ = F4.

Special fields

Δ H Ψ0 Φa G cd 1 R Qp

B4

∅ ∅ � � �
Ã1 Ã1

B2 B2

B3 B3 � � �

D4
∅ Ã2 � � �

(A1)
3 C3 � � �

Recall that k is an arbitrary field. Let G be an absolutely simple k-group of type
F4 and let H be a k-isotropic reductive maximal connected k-subgroup of G.

Assume that H is of type B4. By Theorems 0.2 and 0.4, there are only two
possibilities for the pair of indices

(
I(G), I(H)

)
. Either I(G) ∼= and

I(H) ∼= (that is, both G and H are k-split) or I(G) ∼= and
I(H) ∼= . Furthermore, there exists at most one embedding of each type (up
to index-conjugacy). Let SH be a maximal k-split torus of H and let L := CG(SH).
If G and H are both k-split then SH = L, otherwise L has root system B3.

It follows from Corollary 0.6 that the split embedding exists over any field k,
and the other embedding exists over any field k for which the index is k-
admissible. For example, using Corollary 0.8, if k = R then both of these types of
embeddings exist: Spin(5, 4) ⊂ F4(4) is the split embedding and Spin(8, 1) ⊂ F4(−20)

is the other one (this notation for real forms of exceptional groups is standard, see
for instance [7]). If the cohomological dimension of k is 1 (e.g. k is finite) or if k
is p-adic then only the split embedding exists. For example, if k is finite of order q
then Spin9(q) ⊂ F4(q) is the split embedding.
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Now assume that H is of type D4. By Theorems 0.2 and 0.4, there are only two
possibilities for the pair of indices

(
I(G), I(H)

)
. In particular, G must be k-split.

The first possibility is a quasisplit embedding which, by Corollary 0.7, exists over a
field k if and only if k has a degree 3 extension. For example, if k is finite of order
q then this embedding exists as 3D4(q) ⊂ F4(q). The second possibility is more
difficult to construct, but we suspect that it exists over Q (we do not prove this).

Another particularly striking example, taken from Table 7, is that there does
not exist a simple k-group of type E7 that contains a simple k-group with index

.

We conclude with the following remark. A k-subgroup H of a connected reduc-
tive k-group G is regular if it is normalised by a maximal k-torus of G. Most of
the constructions in this paper can immediately be extended to a regular reductive
(not necessarily connected) k-subgroup of G by replacing H with NG(H)◦. With a
little more work, we could prove an appropriate generalisation of Theorem 0.2 for
regular reductive k-subgroups of G. This will be considered in a future paper.

1. Preliminaries

In this section we present some theory of a connected reductive algebraic group
G over an arbitrary field k. Many of the results in this section should be familiar to
experts in the field (however, we have found it hard to source some of the proofs).

In §1.1 we describe an action of the absolute Galois group Γ of k on the character
space X(T )R of a maximal k-torus T of G. In §1.2 we investigate the subspace
structure of X(T )R. In §1.3 we construct a linear order on X(T ) that is compatible
with the action of Γ. In §1.4 we introduce an important invariant of G called its
index. Finally, in §1.5 we investigate a functorial relationship between maximal tori
of G and their respective character spaces.

Let k be a field. Let p be the characteristic of k. Let k be an algebraic closure of
k and let K be the separable closure of k in k. Let Γ = Gal(K/k) be the absolute
Galois group of k.

One can define a (linear) algebraic k-group in several equivalent ways. We fol-
low Borel [2] (AG. §12, I.§1) and say that a group G is an algebraic k-group (a.k.a.
defined over k) if it admits the structure of an affine algebraic k-set such that the
group operations of multiplication and inversion are defined over k. As discussed in
AG.§14.3 of [2], G comes equipped with a natural action of Γ on G(K) with fixed
point subgroup G(k). A k-morphism of algebraic k-groups is a group homomor-
phism that is defined over k as a map of algebraic sets.

Lemma 1.1. The natural action of Γ on G(K) is by abstract group automorphisms.

Proof. As in §1.1 of [23], we identify GLN (for N ∈ N) with the closed subset

{(
A := (aij), y

)
∈ kN

2 × k
∣∣ 1 ≤ i, j ≤ N ; det(A)y = 1

}
of affine (N2 + 1)-space. The radical ideal of GLN is generated by det(A)y − 1.
Observe that multiplication and inversion are k-polynomial maps of the aij ’s and y.
Moreover, the determinant operator is a k-polynomial function of the aij ’s. So GLN

is defined over k and Γ acts on GLN (K) by operating on the matrix entries. It is
easy to check that this action of Γ on GLN (K) is by abstract group automorphisms.
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By Proposition 1.10 of [2], there exists a k-rational representation R : G → GLn

for some integer n (that is, G is k-isomorphic to a k-subgroup R(G) of GLn). Then
we are done since Γ stabilises R(G) and R is Γ-equivariant. �

Note that the natural action of Γ on G(K) is not by automorphisms of algebraic
sets (as it stems from a field automorphism, see Theorem 30 of [29]).

In this paper we use the following notation and terminology. For G an algebraic
k-group, let G′ be the derived subgroup of G, let G◦ be the connected component
of G containing the identity, let R(G) be the radical of G and let Ru(G) be the
unipotent radical of G. If Ru(G) is trivial then G is reductive. If G is connected
and R(G) is trivial then G is semisimple. If G is semisimple and has no non-trivial
connected normal k-subgroups then G is k-simple. We say that G is absolutely
simple if it is k-simple.

Let Z be a torus that is defined over k (a.k.a. a k-torus). If Z is k-isomorphic
to a direct product of finitely many copies of the multiplicative group then Z is
k-split. If Z does not contain a non-trivial k-split subtorus then Z is k-anisotropic.
By Proposition 1 of [25], there exists a unique maximal k-split subtorus Zs of Z
and a unique maximal k-anisotropic subtorus Za of Z. Note that Z = ZsZa. By
Theorem 34.3 of [13], there exists a finite Galois extension of k over which Z is
split. Let X(Z) be the character group of Z. For any subtorus R of Z, let X0(R)
be the subgroup of X(Z) consisting of all characters that vanish on R.

Henceforth let G be a connected reductive algebraic k-group.
Let S be a maximal k-split torus of G. All maximal k-split tori of G are G(k)-

conjugate to S by Theorem 20.9(ii) of [2]. The k-rank rk(G) of G is the dimension
of S. If rk(G) = 0 then G is k-anisotropic. Otherwise, G is k-isotropic. The group
Ga := CG(S)

′ is k-anisotropic and is called the (semisimple) anisotropic kernel of
G.

Theorem 1.2 (Grothendieck, Theorem 34.4 of [13]). There exists a maximal torus
of G that is defined over k (a.k.a. a maximal k-torus). Any k-torus of G is con-
tained in a maximal k-torus of G.

By Theorem 1.2, there exists a maximal k-torus T of G that contains S. If T = S
then G is k-split. Let ρ : X(T ) → X(S) be the restriction homomorphism sending
χ �→ χ|S . Let Φ be the root system of G with respect to T and let Φ0 := Φ∩X0(S).
Let W := NG(T )/T and W0 := NCG(S)(T )/T . The character space X(T )R is the
real vector space obtained by applying the functor ⊗ZR to the Z-module X(T ).

We will need the following useful results.

Proposition 1.3 (Proposition 20.4 of [2]). Let S0 be a k-split torus of G that
is not contained in Z(G)

◦
. Then CG(S0) is a Levi k-subgroup of some parabolic

k-subgroup of G.

Lemma 1.4. Let S0 be a k-split subtorus of S. Let Ψ be the subset of Φ that
vanishes on S0. Then Ψ is the root system of CG(S0) with respect to T .

Proof. By Proposition 1.3, CG(S0) = 〈T, Uα | α ∈ Σ〉 for some parabolic subsystem
Σ of Φ. Let α ∈ Φ. Observe that Uα ⊆ CG(S0) if and only if S0 ⊆ ker(α). Hence
Σ = Ψ. �

In particular, Lemma 1.4 shows that Φ0 is the root system of CG(S) with respect
to T .
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Remark 1.5. We note that all results in Section 1 hold as long as S = Ts. That is,
we can relax the assumption that S is maximal among k-split tori of G.

1.1. The induced action of Γ on X(T )R. In this section we define and study an
induced action of Γ on the character space X(T )R. We then endow X(T )R with an
inner product that is invariant under the actions of W and Γ.

Recall that T is defined over k. So the natural action of Γ on G(K) induces an
action of Γ on X(T ) given by (χσ)(t) := σ

(
χ(tσ)−1

)
for σ ∈ Γ, χ ∈ X(T ) and t ∈

T (K). It follows from Lemma 1.1 that this action is by Z-module automorphisms.
So, by linearly extending, we have an R-linear action ι : Γ → GL

(
X(T )R

)
, which

we refer to as the induced action of Γ on X(T )R.
The absolute Galois group Γ is a profinite group, which is finite if and only if k is

algebraically closed or is a real closed field (see Corollary VIII.9.2 of [16]). However,
the following holds.

Lemma 1.6. ι(Γ) is a finite group.

Proof. Recall from Theorem 34.3 of [13] that there exists a finite Galois extension
L of k over which T is split. Let H = Gal(K/L) and let π : Γ → Γ/H be the
natural projection. Observe that ι factors through π, and hence ι(Γ) is finite. �

We next show that ι(Γ) is well-behaved with respect to the root system Φ.

Lemma 1.7. Φ and Φ0 are both ι(Γ)-stable.

Proof. Let σ ∈ Γ and let g be the Lie algebra of G. By Theorem 3.4 of [2], g is
defined over k (that is, there exists a Lie k-algebra gk ⊂ g such that the inclusion

map induces an isomorphism k ⊗k gk
∼−→ g). Then GL(g) is defined over k as

an algebraic group (see Example 1.6(8) of [2]). By AG.§14.1 of [2], Γ acts (semi-
linearly) on K ⊗k gk =: g(K) via the first factor with fixed point subset gk. This
induces an action ◦ of Γ on GL(g,K) given by (σ ◦ φ)(x) = σ

(
φ(σ−1(x))

)
for

x ∈ g(K) and φ ∈ GL(g,K). The adjoint representation Ad : T → GL(g) is
defined over k by §3.13 of [2].

Let gχ :=
{
v ∈ g

∣∣ Ad(t)v = χ(t)v for all t ∈ T
}
for some χ ∈ X(T ). Note that

gχ is defined overK since χ is defined overK. Let v ∈ gχ(K) and t ∈ T (K). Denote
w := σ(v) and s := (tσ)−1. Since Ad is Γ-equivariant and Γ acts semilinearly on g,
we have

Ad(t)w=σ Ad(t)w=
(
σ ◦Ad(s)

)
w=σ

(
Ad(s)v

)
=σ

(
χ(s)v

)
=σ

(
χ(s)

)
w=σχ(t)w.

It follows that σ
(
gχ(K)

)
⊆ gσχ(K). Replacing σ with σ−1 gives us σ

(
gχ(K)

)
=

gσχ(K). Recall that Φ is defined to be the set of non-trivial characters χ ∈ X(T )
that satisfy gχ �= 0. If gχ(K) = 0 then gχ = 0. Hence Φ is ι(Γ)-stable.

Finally, observe that X0(S) is a Γ-invariant subgroup of X(T ) (since S is defined
over k). So Φ0 := Φ ∩X0(S) is also Γ-invariant. �
Corollary 1.8. Let H be a connected reductive K-subgroup of G that contains T .
Let Σ be the root system of H with respect to T . Then H is defined over k if and
only if Σ is ι(Γ)-stable.

Proof. Let α ∈ Φ and let Uα be the associated T -root subgroup of G. By Theorem

34.4(b) of [13], Uα is defined over K and the associated isomorphism uα : k
+ → Uα

is a K-isomorphism. Then, by §2.4(6) of [25], for any σ ∈ Γ we have

(1) (Uα)
σ = Uι(σ)(α).
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Assume that Σ is ι(Γ)-stable. Recall that H = 〈T, Uα | α ∈ Σ〉. Then, using (1),
we see that H(K) is Γ-stable. That is, H is defined over k. The converse follows
immediately from Lemma 1.7. �

Consider the action of Γ on GL
(
X(T )R

)
given by ψσ := ι(σ)ψι(σ)−1 for σ ∈ Γ

and ψ ∈ GL
(
X(T )R

)
. In a slight abuse of notation, we also refer to this action as

ι. Let ε : W ↪→ GL
(
X(T )R

)
be the natural embedding. It follows from Lemma 1.7

that ε(W ) is ι(Γ)-stable (since a Weyl group is generated by reflections about its
roots).

Lemma 1.9. The natural embedding ε : W ↪→ GL
(
X(T )R

)
is Γ-equivariant.

Proof. Since T and NG(T ) are both defined over k, the action of Γ on G(K) de-
scends to an action of Γ on the quotient W = NG(T )(K)

/
T (K). Let σ ∈ Γ,

χ ∈ X(T )R and w ∈ W . Recall from §8.1 of [23] that W acts on X(T ) by
w(χ) = χ · w. We check that

(ε(w)σ)(χ) = ι(σ)ε(w)ι(σ)−1(χ) = σσ−1χσwσ−1 = wσ(χ).

So the natural embedding of W in GL
(
X(T )R

)
is indeed Γ-equivariant. �

Since T is defined over k, we can define the extended Weyl group W̃ :=(NG(T )(K)

�Γ)/T (K) of G with respect to T . The natural action of W̃ on T (K) is faithful, and

it induces a faithful action of W̃ on X(T ) given by w(χ) = χ ·w for χ ∈ X(T ) and

w ∈ W̃ . Extending linearly, we have a natural embedding ε̃ : W̃ ↪→ GL
(
X(T )R

)
such that ε̃|W = ε. It follows from Lemma 1.9 that ε̃(W̃ ) = ε(W )� ι(Γ), where Γ
acts on ε(W ) by sending a reflection wα �→ wι(σ)(α) for α ∈ Φ and σ ∈ Γ. Note that

W̃ is finite by Lemma 1.6. Henceforth, as is the convention with Weyl groups, we
consider the embedding ε̃ to be implicit.

In summary, we have a finite group W̃ = W � ι(Γ) that acts faithfully on T (K)

and X(T )R. So there exists a W̃ -invariant inner product (· , ·) on X(T )R, which is

unique up to scalar multiplication on each irreducible W̃ -submodule of X(T )R.

1.2. The subspace structure of X(T )R. In this section we relate the subspace
structure of X(T )R to the subtori structure of T .

For any subtorus Z of T , recall that X0(Z)R is defined to be the subspace of
R-linear combinations of characters of T that vanish on Z.

Lemma 1.10. Let T1 and T2 be subtori of T . Then

(i) X0(T1T2)R = X0(T1)R ∩X0(T2)R, and
(ii) X0((T1 ∩ T2)

◦)R = X0(T1)R +X0(T2)R.

Proof. (i) Let u ∈ X0(T1T2)R. It is immediate that u ∈ X0(T1)R ∩ X0(T2)R since
T1, T2 ⊆ T1T2. Conversely, let v ∈ X0(T1)R∩X0(T2)R and let t = t1t2 where t1 ∈ T1

and t2 ∈ T2. Write v =
∑

j λjvj for some λj ∈ R and vj ∈ X(T ). Observe that

vj(t) = vj(t1) + vj(t2) = 0 for each j, and so v ∈ X0(T1T2)R.
(ii) We first show that the dimensions are equal. For any subtorus Z of T , observe

that dimX0(Z)R = dimT − dimZ. Moreover, dimT1T2 = dimT1 + dimT2 −
dim(T1 ∩ T2)

◦. Combining this with part (i), we have dimX0((T1 ∩ T2)
◦)R =

dim
(
X0(T1)R +X0(T2)R

)
.

Now let x = x1 + x2 where x1 ∈ X0(T1)R and x2 ∈ X0(T2)R. Then certainly
x is an R-linear combination of characters that vanish on (T1 ∩ T2)

◦. That is,
X0((T1 ∩ T2)

◦)R ⊇ X0(T1)R +X0(T2)R. This completes the proof. �
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Given a group G acting on a set X, we use the following notation. For x ∈ X,
let G(x) be the G-orbit of x in X. For H a subgroup of G, let XH be the subset of X
that is fixed pointwise by H. For Y a subset of X, let StabG(Y) (resp. FixG(Y)) be
the largest subgroup of G that stabilises (resp. fixes pointwise) Y.

We will need the following elementary result.

Lemma 1.11. Let V be a finite-dimensional inner product space. Let H be a finite
subgroup of the isometry group of V . Let C be an H-submodule of V such that
V = V H ⊕ C. Then C = {v ∈ V |

∑
u∈H(v) u = 0} = (V H)⊥.

Proof. Let c ∈ C and v ∈ V H . Observe that
∑

d∈H(c) d ∈ C ∩ V H = {0}. Then

0 = (
∑

d∈H(c) d, v) = |H(c)|(c, v) and so c ∈ (V H)⊥. Conversely, let x ∈ (V H)⊥.

Then
∑

y∈H(x) y ∈ (V H)⊥ ∩ V H = {0}. We are done as C and (V H)⊥ are both

complements of V H in V . �

As in §1.1, let ι : Γ → GL
(
X(T )R

)
be the induced action, let W̃ be the extended

Weyl group of G with respect to T and let (· , ·) be a W̃ -invariant inner product on
X(T )R.

A subtorus R of T is standard if R = TZ for some subgroup Z of W̃ . For
example, if R = Z

(
CG(R)

)◦
s
then R is standard. Similarly, a subgroup Ω of W̃ is

standard if Ω = FixW̃ (U) for some subtorus U of T .

Let U be a subtorus of T . As discussed in §1.1, the natural action of W̃ on T (K)

induces an action of W̃ on X(T ) and hence on X(T )R. Similarly, the action of
StabW̃ (U) on U(K) induces an action of StabW̃ (U) on X(U)R. A linear embedding

X(U)R ↪→ X(T )R is a W̃ -embedding if it is StabW̃ (U)-equivariant.

Lemma 1.12. Let U be a standard subtorus of T . There exists a W̃ -embedding
X(U)R ↪→ X(T )R, where the image of X(U)R is the orthogonal complement of

X0(U)R in X(T )R. Any other W̃ -embedding X(U)R ↪→ X(T )R has the same image.
In particular, if U = S then the image of X(U)R is the fixed point subspace of X(T )R
under ι(Γ).

Proof. Consider the short exact sequence of StabW̃ (U)-modules

(2) 0 → X0(U) → X(T ) → X(U) → 0.

The functor ⊗ZR is exact (since R is torsion-free as a Z-module). So applying ⊗ZR

to the short exact sequence (2) gives us a direct sum of StabW̃ (U)-modules

(3) X(T )R = X0(U)R ⊕X(U)R.

In other words, there exists a W̃ -embedding e : X(U)R ↪→ X(T )R such that
e(X(U)R) is a linear complement of X0(U)R. Since U is standard, we have TFixW̃ (U)

= U . It follows that e(X(U)R) is the fixed point subspace ofX(T )R under FixW̃ (U).
Then, by Lemma 1.11, the decomposition in (3) is orthogonal and X0(U)R =

{v ∈ X(T )R |
∑

σ∈FixW̃ (U) v
σ = 0}. It is easy to see that any W̃ -embedding

X(U)R ↪→ X(T )R must arise in this way. This proves the first and second asser-
tions.

Now consider the case where U = S. Certainly S is standard. Let W̃S be the
extended Weyl group of CG(S) with respect to T . Under the natural embedding

of W̃S in W̃ , observe that FixW̃ (S) = W̃S = W0 � ι(Γ). By Lemma 1.4, W0 is the
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Weyl group of Φ0. Hence, by the first assertion, W0 acts trivially on X(S)R. This
completes the proof. �

Henceforth, we will take this identification in Lemma 1.12 to be implicit.

Corollary 1.13. Let T1 and T2 be standard k-subtori of T . Under the identification
in Lemma 1.12, we have

(i) X(T1T2)R = X(T1)R +X(T2)R, and
(ii) X((T1 ∩ T2)

◦)R = X(T1)R ∩X(T2)R.

Proof. Taking the orthogonal complement of both sides, under the identification in
Lemma 1.12, we see that (i) (resp. (ii)) is equivalent to statement (i) (resp. (ii)) of
Lemma 1.10. �
1.3. A Γ-order on X(T ). In this section we construct a total order on X(T ) that
is compatible with the induced action ι : Γ → GL

(
X(T )R

)
.

There are some subtleties with this construction, as we illustrate with Lemma
1.14. Note that a total order on X(T ) uniquely determines a compatible base of Φ.
We say that G is k-quasisplit if it contains a Borel subgroup that is defined over k.

Lemma 1.14. There exists a base of Φ that is ι(Γ)-stable if and only if G is
k-quasisplit.

Proof. Let Δ be a base of Φ and consider the associated Borel subgroup BΔ :=〈
T, Uα

∣∣α ∈ Δ
〉
of G. By Corollary 7.5 (and §34.2) of [13], BΔ is defined over K

since it is generated by connected K-groups. It follows from equation (1) and §27.3
of [13] that the map Δ �→ BΔ is a Γ-equivariant bijection from the set of bases of
Φ to the set of Borel K-subgroups of G that contain T . Taking the Γ-fixed points
of this map gives us a bijection from the set of ι(Γ)-stable bases of Φ to the set of
Borel k-subgroups of G that contain T .

Now let G be k-quasisplit and let B be a Borel k-subgroup of G. Then B contains
a maximal k-split torus S0 of G and we can decompose B = Ru(B)�CG(S0). Since
all maximal k-split tori of G are G(k)-conjugate, there exists g ∈ G(k) satisfying
gS0g

−1 = S. Then gBg−1 is a Borel k-subgroup of G that contains T . �
In general, however, G is not necessarily k-quasisplit. So we proceed as follows

to find an appropriate order for X(T ).
Let T := {1 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tr = T} be a chain of K-subtori of T . A T -

order on X(T ) is a translation-invariant total order < that satisfies the following
condition:

(∗) For every j = 1, . . . , r and every positive x ∈ X(T ) that does not vanish on
Tj , then the restriction of x to Tj is also positive.

Lemma 1.15. Let T be a chain of K-subtori of T . There exists a T -order on
X(T ).

Proof. Write T = {1 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tr = T}. For each j = 1, . . . , r, let
ρj : X(T ) → X(Tj) be the restriction map. Let B = {b1, . . . , bn} be an ordered
basis of X(T ) where there exist integers 1 ≤ i1 < i2 < · · · < ir = n such that
{ρj(b1), . . . , ρj(bij )} generates X(Tj) for each j = 1, . . . , r. Certainly, such a basis
exists.

Let < be the lexicographic order on X(T ) with respect to B. It is easy to see
that < is a total order on X(T ) that is translation-invariant. Let j ∈ {1, . . . , r} and
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let x, y ∈ X(T ). By construction, if x > y and ρj(x) �= ρj(y) then ρj(x) > ρj(y).
In particular, < satisfies condition (∗). �

A Γ-order on X(T ) is a translation-invariant total order < such that the set
of positive elements of X(T ) \X0(S) is ι(Γ)-stable. The following consequence of
Lemma 1.15 is well known, see for instance §2 of [25] or §21.8 of [2].

Corollary 1.16. There exists a Γ-order on X(T ).

Proof. Let T be the chain 1 ⊂ S ⊆ T . By Lemma 1.15, there exists a T -order
< on X(T ). Since ι(Γ) descends to the trivial action on X(S), the set of positive
elements of X(T ) \X0(S) is ι(Γ)-stable. �

A base of Φ that is compatible with a Γ-order on X(T ) is called a Γ-system
of simple roots (a.k.a. a Γ-base) of Φ. Recall that W0 := NCG(S)(T )/T . Let
WΓ := NNG(S)(T )/T .

Lemma 1.17 (§3 of [25]). Let Δ be a Γ-base of Φ. Then

(i) Δ0 := Δ ∩X0(S) is a base of Φ0,
(ii) W0 is the Weyl group of Φ0 and WΓ =

{
w ∈ W

∣∣w(X0(S)
)
= X0(S)

}
,

(iii) for each σ ∈ Γ there exists a unique wσ ∈ W0 such that wσι(σ)(Δ) = Δ,
and

(iv) WΓ acts simply transitively on the set of all Γ-bases of Φ.

1.4. The index of G. In this section we define and investigate an important in-
variant of G called its index. We also present Tits’ partial classification of connected
reductive k-groups in terms of their indices.

Let W̃ be the extended Weyl group of G with respect to T and let (· , ·) be a

W̃ -invariant inner product on X(T )R. Let < be a Γ-order on X(T ). Let Δ be the
system of simple roots for G with respect to T that is compatible with <. Let Δ0

be the subset of Δ that vanishes on S. Let ι : Γ → GL
(
X(T )R

)
be the induced

action.
Let σ ∈ Γ. Recall from Lemma 1.7 that Φ is ι(σ)-stable, and so ι(σ)(Δ) is

another choice of base of Φ. Since W acts simply transitively on the set of bases of
Φ, there exists a unique wσ ∈ W such that wσι(σ)(Δ) = Δ. In fact wσ ∈ W0 by
Lemma 1.17(iii). The Tits action ι̂ : Γ → GL

(
X(T )R

)
is defined by ι̂(σ) := wσι(σ)

(it is indeed an action, see §2.3 of [35]).

Lemma 1.18. The Tits action ι̂ of Γ on X(T )R stabilises Δ and Δ0 and is by
linear isometries. Moreover, we identify X(S)R with the largest subspace of X(T )R
that is fixed pointwise by ι̂(Γ) and is perpendicular to all roots in Δ0.

Proof. The first statement is immediate from Lemmas 1.7, 1.17(ii) and by choice of
(· , ·). Again by Lemma 1.17(ii), the actions ι and ι̂ of Γ coincide on the subspace of
X(T )R that is perpendicular to all roots in Δ0. The second statement then follows
from Lemma 1.12. �

If ι̂(Γ) is trivial then G is of inner type. Otherwise, G is of outer type. Note that
ι(Γ) ≤ W if and only if G is of inner type.

The index I(G) of G (with respect to T and <) is the quadruple
(
X(T )R,Δ,

Δ0, ι̂(Γ)
)
. Note that our definition contains slightly more information than Tits’

original definition in [35].
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If G is semisimple then we illustrate I(G) using a Tits-Satake diagram, which
is constructed by taking the Dynkin diagram of G, blackening each vertex in Δ0

and linking with a solid gray bar (or somehow indicating) all of the ι̂(Γ)-orbits
of Δ. For arbitrary connected reductive G, we illustrate I(G) using the notation
I(G′)×T d

c , where c = dim
(
Z(G)◦s

)
, d = dim

(
Z(G)◦

)
and I(G′) is represented by

its Tits-Satake diagram. In the rare cases where it is not immediately obvious from
this illustration, we also explicitly describe the subgroup ι̂(Γ) of GL

(
X(T )R

)
.

Example 1.19. Let k = Fq for q a prime power and let G(k) = GU3(q). Then
r(G) = 3, rk(G) = 1, Δ = A2, Δ0 = ∅ and ι̂(Γ) ∼= Z2. So we write I(G) =

× T 1
0 .

Theorem 1.20 reduces the problem of classifying connected reductive algebraic
k-groups to that of classifying their k-anisotropic kernels. However, classifying
k-anisotropic semisimple k-groups in full generality is a very difficult problem.

Theorem 1.20 (Tits, Theorem 2 of [35]). A connected reductive algebraic k-group
is uniquely determined up to k-isomorphism by its K-isomorphism class, its index
and the k-isomorphism class of its anisotropic kernel.

Inspired by the notion of an abstract root system, in §2.2 we give a purely combi-
natorial definition of an index. We will see in Theorem 2.5 that, as a combinatorial
object, the index of G is independent of the choice of T and < (this is essentially
Proposition 2 of [24]).

1.5. Orientation maps. In this section we take two maximal k-tori of G and we
construct a bijective isometry between their respective character spaces. We call
this an orientation map, and we investigate some of its properties.

Recall that T is a maximal k-torus of G. Let T1 be another maximal k-torus of
G. By Theorem 20.9(ii) of [2], there exists g ∈ G(K) such that (T1)

g = T . The
induced map X(T1) → X(T ) given by χ �→ χ · g−1 is a Z-module isomorphism.
This extends uniquely to an R-vector space isomorphism θg : X(T1)R → X(T )R.
We call θg the orientation map induced by g.

Recall that Φ is the root system of G with respect to T . Let Φ1 be the root
system of G with respect to T1. The following result shows that the map g �→ θg is
compatible with the respective root systems.

Lemma 1.21. Let α ∈ Φ and let Uα < G be the associated root K-group with

respect to T . Then θ−1
g (Φ) = Φ1 and (Uα)

g−1

is the root K-group associated to

θ−1
g (α) with respect to T1.

Proof. Let uα : K+ → Uα be the root K-isomorphism associated to α with respect
to T (it is not necessarily defined over k). Let t ∈ T and c ∈ K+. Recall from
Theorem 8.17(c) of [23] that, up to scalar multiplication, uα is the unique K-
morphism from K+ to G that is a K-isomorphism onto its image and that satisfies

the property uα(c)
t = uα(α(t)c). Let t1 := tg

−1

and β := θ−1
g (α). Observe that

(Uα)
g−1

is a 1-dimensional unipotent K-subgroup of G that is normalised by T1.
We check that(

uα(c)
g−1)t1 =

(
uα(c)

t
)g−1

=
(
uα(α(t)c)

)g−1

=
(
uα(β(t1)c)

)g−1

and hence β ∈ Φ1 and (Uα)
g−1

is the associated root K-group with respect to T1.
Conversely, if α1 ∈ Φ1 then θg(α1) ∈ Φ by the same argument in reverse. �
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Corollary 1.22. Let H be a connected reductive k-subgroup of G that contains T1.
Let ΔH be a system of simple roots for H with respect to T1. Then θg(ΔH) is a
system of simple roots for Hg with respect to T .

Proof. Let Ψ := 〈ΔH〉. Let V denote a T1-root group and U denote a T -root group.
We have H =

〈
T1, Vα

∣∣α ∈ Ψ
〉
. Then Hg =

〈
T, Uα

∣∣α ∈ θg(Ψ)
〉
by Lemma 1.21.

But θg(ΔH) is a base of θg(Ψ) since θg is a bijective isometry. �

Let ι : Γ → GL
(
X(T )R

)
and ι1 : Γ → GL

(
X(T1)R

)
be the respective induced

actions (as defined in §1.1). Let T2 be another maximal k-torus of G and let
h ∈ G(K) such that (T2)

h = T1. Let π : NG(T )(K) → W be the natural projection.
The following result shows that the map g �→ θg exhibits functorial-like be-

haviour.

Lemma 1.23. θgh = θgθh and θ−1
g = θg−1 . If g ∈ NG(T )(K) then θg = π(g)−1.

Moreover, θgσ = ι(σ)θgι1(σ)
−1 for every σ ∈ Γ.

Proof. Let γ ∈ X(T2). Then

θgh(γ) = γ · (gh)−1 = (γ · h−1) · g−1 = θh(γ) · g−1 = θgθh(γ).

If h = g−1 then θgθh is the identity map on X(T )R and so θ−1
g = θh. Now

let χ ∈ X(T ). If g ∈ NG(T )(K) (that is, T1 = T ) then it is immediate that
θg(χ) = χ · g−1 = π(g)−1(χ).

Finally, let σ ∈ Γ and let ξ ∈ X(T1). We check that

ι(σ)θgι1(σ)
−1(ξ) = σσ−1ξσg−1σ−1 = ξ · (gσ)−1 = θgσ (ξ). �

Now recall that W is the Weyl group of G with respect to T and W̃ is the
extended Weyl group of G with respect to T . Let W1 be the Weyl group of G with
respect to T1 and let W̃1 be the extended Weyl group of G with respect to T1.

Corollary 1.24. Under the natural embeddings of W̃ in GL
(
X(T )R

)
and W̃1 in

GL
(
X(T1)R

)
, we have θgW1θ

−1
g = W and θgW̃1θ

−1
g = W̃ .

Proof. The fact that θgW1θ
−1
g = W is immediate from Lemma 1.21, since a Weyl

group is generated by reflections about its roots.
Let σ ∈ Γ. Observe that gσg−1 ∈ NG(T ). Denote w := π(gσg−1) ∈ W . Then

applying Lemma 1.23 gives us θgι1(σ)θ
−1
g = wι(σ). Recall from §1.1 that W̃ =

W � ι(Γ). Similarly, W̃1 = W1 � ι1(Γ). Combining this with θgW1θ
−1
g = W tells

us that θgW̃1θ
−1
g ⊆ W̃ . The same argument in reverse gives us θgW̃1θ

−1
g ⊇ W̃ . �

Corollary 1.25. Let (· , ·) be a W̃ -invariant inner product on X(T )R. Then there

exists a W̃1-invariant inner product on X(T1)R such that θg is an isometry.

Proof. Just as we observed for X(T )R, there exists a W̃1-invariant inner product

(· , ·)1 on X(T1)R that is unique up to scalar multiplication on each irreducible W̃1-
submodule of X(T1)R. Hence, by Corollary 1.24, we can choose a normalisation of
(· , ·)1 such that θg is an isometry. �

If < is a total order on X(T1) and χ1, χ2 ∈ X(T ), let <g be the total order on
X(T ) defined by χ1 <g χ2 if and only if χ1 · g < χ2 · g.
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Lemma 1.26. Let T be a chain of K-subtori of T1. Let < be a T -order on X(T1).
Then <g is a T g-order on X(T ). In particular, if (S1)

g = S and < is a Γ-order
on X(T1) then <g is a Γ-order on X(T ).

Proof. Recall that the map X(T1) → X(T ) given by χ �→ χ · g−1 is a Z-module
isomorphism. The first assertion then follows immediately. Applying the first
assertion to the case where T = {1 ⊂ S1 ⊂ T1} gives us the second assertion. �

Corollary 1.27. Let S1 := (T1)s and assume that (S1)
g ⊆ S. There exists a

Γ-order < on X(T1) such that <g is a Γ-order on X(T ).

Proof. Let T be the chain of K-tori 1 ⊂ S1 ⊆ Sg−1 ⊂ T1. By Lemma 1.15,
there exists a T -order < on X(T1). Note that < is a Γ-order by the proof of
Corollary 1.16. By Lemma 1.26, <g is a T g-order on X(T ). Since S = Ts and
T g = {1 ⊂ (S1)

g ⊆ S ⊂ T}, again using the argument in Corollary 1.16, we see
that <g is a Γ-order on X(T ). �

2. Combinatorial structures associated to algebraic groups

In this section we investigate some combinatorial structures associated to reduc-
tive algebraic groups.

In §2.1 we classify the almost primitive subsystems of each irreducible abstract
root system. In §2.2 we give a purely combinatorial definition of an index that we
call an abstract index. In §2.3 we introduce the notion of an embedding of abstract
indices. Finally, in §2.4 we characterise when an embedding of abstract indices is
maximal.

2.1. Almost primitive subsystems. Let Φ be an abstract root system with Weyl
group W and isometry group Iso(Φ). Let p either be a prime number or 0.

In this section we introduce the notion of an almost primitive subsystem of Φ
(a generalisation of a maximal subsystem of Φ). We then classify all W -conjugacy
classes of almost primitive subsystems Ψ of irreducible Φ and list their associated
groups StabW (Δ) and StabIso(Φ)(Δ) (where Δ is a base of Ψ).

Associated to Φ is a set of structure constants cmn
αβ ∈ Z for α, β ∈ Φ and integers

m,n > 0 (see for instance §11.1 of [23]). A closed subsystem Ψ of Φ is p-closed if,
for α, β ∈ Ψ and integers m,n > 0, we have mα+nβ ∈ Ψ whenever cmn

αβ is non-zero
mod p.

Let Ψ be a p-closed proper subsystem of Φ with Weyl groupWΨ < W . Let Δ be a
base of Ψ. By Proposition 28 of [5], there is a natural isomorphism from StabW (Δ)
to the factor group NW (WΨ)

/
WΨ. Similarly, there is a natural isomorphism from

StabIso(Φ)(Δ) to NIso(Φ)(WΨ)
/
WΨ. Hence, by the third isomorphism theorem,

StabIso(Φ)(Δ) is an extension of StabW (Δ) by NIso(Φ)(WΨ)
/
NW (WΨ).

For any α ∈ Φ and associated reflection wα ∈ W , we have gwαg
−1 = wg(α) for

any g ∈ W (see the proof of Proposition 2.1.8 of [6]). It follows that StabW (Ψ) =
NW (WΨ) and StabIso(Φ)(Ψ) = NIso(Φ)(WΨ).

Following [15] we introduce the following definitions. If Ψ is maximal among p-
closed subsystems of Φ that are invariant under NW (WΨ) (resp. NIso(Φ)(WΨ)) then
Ψ is p-primitive (resp. almost p-primitive) in Φ. If Ψ is p-primitive (resp. almost
p-primitive) in Φ for some p ≥ 0 then Ψ is primitive (resp. almost primitive) in Φ.

If Φ is irreducible then theW -conjugacy classes of almost primitive subsystems Ψ
of Φ are listed in Table 1 (if Φ is of classical type) and Table 2 (if Φ is of exceptional
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type) along with their respective groups StabW (Δ). If Ψ is almost p-primitive in
Φ only for certain characteristic(s) p then we specify p. This information is well
known, and can be found directly by inspection of the root systems Φ. Alternatively,
refer to Table 1 of [15] for the cases where Φ is of classical type and to §2 of [17] for
the cases where Φ is of exceptional type. If Ψ is almost primitive but not primitive
in Φ then, by inspection of Tables 1 and 2, there is only one possibility: Ψ = A2

and Φ = D4.
We use the following parameters in Table 1 and Lemma 2.1. Let j, k, l,m and n

be positive integers that satisfy 2 ≤ j ≤ n, 1 ≤ k < n/2 and lm = n.

Table 1. Almost primitive subsystems Ψ of classical type Φ

Φ Ψ StabW (Δ)

An−1 Ak−1An−k−1, (Al−1)
m 1, Sm

Bn (p �= 2) Bn−1, DjBn−j Z2, Z2

Bn (p = 2) BkBn−k, Dn, (Bl)
m 1, Z2, Sm

Cn CkCn−k, D̃n (p = 2), (Cl)
m 1, Z2, Sm

Dn (n > 4) An−1 ((n, 2) classes), DkDn−k, (Dl)
m Z2, Z2, (Z2)

m−1 � Sm

D4 (A1)
4, A3 (3 classes), A2 (Z2)

2, Z2, Z2

Table 2. Almost primitive subsystems Ψ of exceptional type Φ

Φ Ψ StabW (Δ)

G2 A2, A1Ã1, Ã2 (p = 3) Z2, 1, Z2

F4 B4, A2Ã2, C3A1 (p �= 2), D4 1, Z2, 1, S3

F4 (p = 2) C4, D̃4 1, S3

E6 (A2)
3, D5, A5A1, D4, ∅ S3, 1, 1, S3, W (E6)

E7 A5A2, D6A1, D4(A1)
3, A7, E6, (A1)

7, ∅ Z2, 1, S3, Z2, Z2, GL3(2), W (E7)

E8
(A4)

2, A8, E6A2, D8, (A2)
4, Z4, Z2, Z2, 1, GL2(3),

E7A1, (D4)
2, (A1)

8, ∅ 1, Z2 × S3, AGL3(2), W (E8)

Lemma 2.1. Let Φ be irreducible and let Ψ be almost primitive in Φ (as in Tables
1 and 2). Then StabIso(Φ)(Δ) = StabW (Δ) unless one of the following occurs.

(i) If Φ = D4 and Ψ = (A1)
4 (resp. A3, A2) then StabIso(Φ)(Δ) = S4 (resp.

(Z2)
2, Z2 × S3).

(ii) If Φ = Dn (n > 4 is even) and Ψ = DkDn−k (resp. (Dl)
m) then StabIso(Φ)(Δ)

= (Z2)
2 (resp. (Z2)

m � Sm).
(iii) If Φ = An (n > 1), Dn (n is odd) or E6 then StabIso(Φ)(Δ) = Z2 ×

StabW (Δ).

Proof. By careful inspection of the relevant root systems. �

Let Ψ⊥ :=
{
α ∈ Φ

∣∣ (α, β) = 0 for all β ∈ Ψ
}
denote the perp of Ψ in Φ.

Lemma 2.2. Let Φ be irreducible and let Ψ be almost p-primitive in Φ. Then
Ψ⊥ = ∅ unless p �= 2, Φ = Bn and Ψ = Bn−1 for some integer n ≥ 2.
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Proof. Assume that Ψ⊥ is non-empty. Then ΨΨ⊥ is a NIso(Φ)(WΨ)-invariant sub-

system of Φ that contains Ψ. Since Ψ is almost p-primitive, it follows that ΨΨ⊥ is
not p-closed in Φ. By inspection of Tables 1 and 2, this occurs only when p �= 2,
Φ = Bn and Ψ = Bn−1. �

2.2. Abstract indices. In this section we interpret an index as an abstract com-
binatorial object. We formalise this by defining an abstract index without reference
to any algebraic group. This mirrors the theory of connected reductive algebraic
groups over an algebraically closed field, where we consider a root system to be both
an invariant of a group as well as an abstract combinatorial object. We present
some results of Satake [24] and Tits [35] using this combinatorial language.

Let E be a finite-dimensional real inner product space. Let Δ be a system of
simple roots in E (we require that each simple reflection is an isometry, but we do
not require that Δ spans E). Let Δ0 be a subset of Δ. Let Π be a subgroup of the
isometry group of E that stabilises both Δ and Δ0.

We use the following notation. Let Iso(E) denote the isometry group of E. For
any subspace M of E, M⊥ is the orthogonal complement of M in E, StabIso(E)(M)
(resp. FixIso(E)(M)) is the subgroup of Iso(E) that stabilises M (resp. acts trivially

on M) and πM : StabIso(E)(M) → StabIso(E)(M)
/
FixIso(E)(M) is the natural

projection. Let 〈Δ〉 (resp. 〈Δ0〉) be the root system generated by Δ (resp. Δ0).
Let 〈Δ〉+ be the set of positive roots of 〈Δ〉 with respect to Δ. Let WΔ be the
Weyl group of Δ and let w0 be the longest element of WΔ. Let EΔ (resp. EΔ0

)
be the subspace of E that is spanned by Δ (resp. Δ0) and let E := (EΔ)

⊥. Let
Es be the fixed point subspace of (EΔ0

)⊥ under Π and let Ea := (Es)
⊥. Denote

Es := E ∩ Es, Ea := E ∩ Ea and Ea := (EΔ0
)⊥ ∩ Ea. Let sΔ be the image of

the projection of Δ onto Es. The orbits of the action of Π on Δ \ Δ0 are called
distinguished.

Lemma 2.3. Δ ∩ Ea = Δ0

Proof. By definition, Δ∩Ea ⊇ Δ0. Assume that Δ∩Ea ⊃ Δ0. That is, Δ∩Ea is
non-trivial. Let v be the sum of all roots in Δ ∩ Ea and let Ev be the subspace of
E spanned by v. Observe that v is non-zero (since Δ is linearly independent) and
is fixed by Π (since Δ∩Ea is Π-stable). So Ev is a non-trivial subspace of Ea that
is fixed pointwise by Π. But this contradicts the definition of Ea. �

Definition 2.4. The quadruple I := (E,Δ,Δ0,Π) is an abstract index if the
following five properties are satisfied:

(i) (relative root system) sΔ is a system of simple roots for a non-reduced ab-
stract root system.

(ii) (self-opposition) The involution −w0 of Δ commutes with Π and stabilises
Δ0.

(iii) (classical) If Δ is classical, Δ \ Δ0 has a unique distinguished orbit and
Δ0 contains an irreducible component of type Al−1 for some l ≥ 2 then, for some
n ≥ 2, either Δ is of type An−1 and l divides n, or Δ is of type Cn or Dn and l is
a power of 2.

(iv) (exceptional) If Δ is exceptional, Π is trivial and Δ0 is irreducible then Δ0

is not of type Al or Cl for any l ∈ N.
(v) (inductive closure) If one removes a distinguished orbit O from Δ \Δ0 then

the result (E,Δ \ O,Δ0,Π) is again an abstract index.
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Let I = (E,Δ,Δ0,Π) be an abstract index. If Δ spans E then I is semisimple.
If Π is trivial then I is of inner type, otherwise I is of outer type. If Δ0 = ∅ and Π
is trivial then I is split. If Δ0 = ∅ then I is quasisplit. If Δ = Δ0 and E = Ea then
I is anisotropic, otherwise I is isotropic. If I is semisimple and Δ is irreducible
(resp. classical, exceptional) then I is irreducible (resp. classical, exceptional).

The type of I is the isomorphism class of Δ (as a root system) along with the
isomorphism class of Π. If I is irreducible then the isomorphism class of Π is
uniquely determined by its order g := |Π|. Then, as in Table II of [35], we use the
shorthand that I is of type gΔ.

The abstract index I ′ :=
(
EΔ,Δ,Δ0, πEΔ

(Π)
)
is the semisimple component

of I. The abstract index Ia := (Ea,Δ0,Δ0,Π) is the anisotropic kernel of I
(note that Π stabilises Ea and Π ∩ FixIso(E)(Ea) is trivial). The rank of I is

r(I) := |Δ|+dim(E), the relative rank of I is rs(I) := dim(Es) and the semisimple
rank of I is r(I ′) = |Δ|. Let I be a Π-stable subset of Δ that contains Δ0. The
abstract index (E, I,Δ0,Π) is a subindex of I (i.e. a subindex of I is obtained by
removing distinguished orbits). The type of (E, I,Δ0,Π) is the WΔ-conjugacy class
of I in 〈Δ〉. In particular, Im := (E,Δ0,Δ0,Π) is the minimal subindex of I.

A Π-stable system of simple roots (resp. root system) in E is called Π-irreducible
if it cannot be written as a non-trivial disjoint union of Π-stable orthogonal systems
of simple roots (resp. root systems). Up to rearrangement, there is a unique

decomposition of Δ as a disjoint union Δ =
∐l

i=1 Δi of Π-irreducible subsystems
of simple roots Δi for 1 ≤ i ≤ l. If I is semisimple and this decomposition
is trivial then I is simple. For each 1 ≤ i ≤ l, let Ei be the subspace of E
spanned by Δi, let (Δi)0 := Δ0 ∩ Ei and Πi := πEi

(Π). A simple component of
I is an abstract index Ii :=

(
Ei,Δi, (Δi)0,Πi

)
for some 1 ≤ i ≤ l. The central

component of I is the abstract index I :=
(
E,∅,∅, πE(Π)

)
. We use the notation

I = I ′×I = I1×· · ·×Il×I to represent the decomposition of I into its components.
Let ′I = (′E, ′Δ, ′Δ0,

′Π) be another abstract index. An isomorphism from I to
′I is a bijective isometry ψ : E → ′E that satisfies ψ(Δ) = ′Δ, ψ(Δ0) =

′Δ0 and
ψΠψ−1 = ′Π. We denote ψ(I) := ′I.

Now let k be a field and let G be a connected reductive algebraic k-group. Let
T be a maximal k-torus of G that contains a maximal k-split torus of G, let < be
a Γ-order on X(T ) and let I(G) be the index of G with respect to T and <.

Theorem 2.5 (Satake, Tits, Prop. 2 of [24], §3.2 of [35]). The quadruple I(G) is
an abstract index. Let I1(G) be another index of G (say with respect to T1 and <1).
Then I(G) and I1(G) are isomorphic as abstract indices.

Up to rearrangement, we can uniquely decompose G as a commuting product(∏l
i=1 Gi

)
Z(G)

◦
where each Gi is k-simple and Z(G)

◦
is a k-torus. The Gi’s are

k-simple components of G.

Proposition 2.6 (Definition chasing, also see §2 of [35]). If G is semisimple (resp.
absolutely simple, k-simple, classical, exceptional, k-(quasi)split, k-(an)isotropic,
of inner/outer type) then I(G) is semisimple (resp. irreducible, simple, classical,
exceptional, (quasi)split, (an)isotropic, of inner/outer type) as an abstract index.
The number of simple components of G and I(G) are equal and, up to rearrange-

ment, I(Gi) = I(G)i for each 1 ≤ i ≤ l. In addition, X
(
Z(G)◦

)
R

= X(T )R,

X(S)R = (X(T )R)s, X0(S)R = ((X(T )R)a, I(Ga) = I(G)a, I(G′) = I(G)′,

I
(
Z(G)◦

)
= I(G), r(G) = r

(
I(G)

)
and rk(G) = rs

(
I(G)

)
.
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For a given field k, an abstract index I is k-admissible if there exists a connected
reductive algebraic k-group G1 such that the index of G1 is isomorphic to I.

The following key result is mostly due to Tits and is presented without proof
in [35] (with one case remaining uncertain until being confirmed in Proposition 2
of [36]). According to Tits (§5 of [36]); “For the classical groups, those results are
of course well known and may be obtained in many different ways. Here, we shall
outline a proof for the exceptional types.” One can also refer to [33], [34], [28] and
[37] for the proof in certain special cases.

Theorem 2.7 (Tits). Any abstract index is k-admissible for some field k. The
isomorphism classes of irreducible abstract indices are classified in Table II of [35].

In §3.1.2 of [35], Tits explains how the problem of classifying (isomorphism classes
of) abstract indices reduces to that of classifying irreducible abstract indices.

2.3. Embeddings of abstract indices. In this section we define a combinatorial
structure called an embedding of abstract indices. This definition is made without
reference to any algebraic group.

Let p either be a prime number or 0. Let H = (E,Δ,Δ0,Π) be an abstract
index. As in §2.2 we use the following notation: Es is the fixed point subspace of
(EΔ0

)⊥ under Π, Ea := (Es)
⊥ and E := (EΔ)

⊥. Let Ψ := 〈Δ〉 and Ψ0 := 〈Δ0〉.
Let Φ be a Π-stable root system in E such that Ψ is a p-closed subsystem of Φ.

So Π ≤ StabIso(Φ)(Δ). We introduce some additional notation. Let W := W (Φ),
Φs := Φ ∩ Es and Φa := Φ ∩ Ea. Note that Φa ∩ Ψ = Ψ0 by Lemma 2.3. The
independent subsystem inΦa of Φa is the union of all irreducible components of Φa

that are contained in Ψ0. If inΦa = Φa then the pair (H,Φ) is independent (a.k.a.
H is independent in Φ).

Let V := EΦ∩E and let V Π be the fixed point subspace of V under Π. The pair
(H,Φ) is maximal (a.k.a. H is maximal in Φ) if V Π is trivial and Ψ is maximal
among p-closed Π-stable (proper) subsystems of Φ. In §2.4 we characterise when
(H,Φ) is maximal for the cases where Φ is of exceptional type.

Lemma 2.8. Let Π ≤ W . Then WΔ0
�Π ≤ WΦa

and r(Φa) = dim(E)− rs(H).

Proof. By definition, Φa contains Δ0 and Π acts trivially on Es. Then WΔ0
�Π ≤

WΦa
since Π ≤ W . Observe that Ea is minimal among all subspaces of E that

contain Δ0 and that have an orthogonal complement in E that is fixed pointwise
by Π. But EΦa

contains Δ0 and (EΦa
)⊥ is fixed pointwise by Π ≤ WΦa

. So
EΦa

= Ea by minimality. Hence r(Φa) = dim(Ea) = dim(E)− rs(H). �

Let ′H = (E, ′Δ, ′Δ0,
′Π) be another abstract index that shares the ambient

space E with H such that ′Π stabilises Φ and 〈′Δ〉 is a p-closed subsystem of Φ.
A conjugation from H to ′H in Φ is an element w ∈ W that satisfies w(Δ) = ′Δ,
w(Δ0) = ′Δ0 and wΠw−1 = ′Π. If such a conjugation w ∈ W exists then the
abstract indices H and ′H are conjugate in Φ, and we write w(H) = ′H.

We use the notation ′Ψ := 〈′Δ〉, ′Ψ0 := 〈′Δ0〉, ′Es is the fixed point subspace of
(E′Δ0

)⊥ under ′Π, ′Ea := (′Es)
⊥, ′Φa := Φ∩ ′Ea,

′
inΦa is the independent subsystem

of ′Φa,
′V is the largest subspace of EΦ that is perpendicular to all roots in ′Δ and

′V
′Π is the fixed point subspace of ′V under ′Π.

Lemma 2.9. Let H be irreducible and let Δ0
∼= ′Δ0 (as root systems). Assume

that there exists w ∈ W such that w(Δ) = ′Δ and wΠw−1 = ′Π, but that Δ0
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is not W -conjugate to ′Δ0. Then Π is trivial, Δ ∼= Dn and Δ0
∼= (Ad−1)

r for
some integers n, d, r such that n = rd and d �= 1 is a power of 2. If n �= 4 then
StabW (Δ) = FixW (Δ).

Proof. Observe that H is isomorphic to w−1(′H) since Δ0
∼= ′Δ0. That is, there

exists ψ ∈ Iso(E) such that ψ(Δ) = Δ, ψΠψ−1 = Π and ψ(Δ0) = w−1(′Δ0). By
assumption, ψ(Δ0) �= Δ0.

Using Theorem 2.7 (which directs the reader to Table II of [35]), we observe that
Δ0 is stabilised by StabIso(Φ)(Δ) unless Π is trivial, Δ ∼= Dn and Δ0

∼= (Ad−1)
r for

some integers n, d, r such that n = rd and d �= 1 is a power of 2. Then ψ acts on Δ
as a non-trivial graph automorphism. Using §7 of [5], we check that ψ(Δ0) is not
WΔ-conjugate to Δ0 (since n is even).

Assume that n �= 4. Then there is a unique non-trivial graph automorphism of
Δ. If StabW (Δ)

/
FixW (Δ) is non-trivial then ψ ∈ W , which is a contradiction. �

Lemma 2.10. Let w ∈ W such that w(Δ) = ′Δ and wΠw−1 = ′Π. Then (H,Φ)
is maximal if and only if (′H,Φ) is maximal. If in addition w(Δ0) = ′Δ0 then
w(Ea) =

′Ea, w(Φa) =
′Φa and w(inΦa) =

′
inΦa.

Proof. Let w ∈ W such that w(Δ) = ′Δ and wΠw−1 = ′Π. Let Ω be a p-closed
Π-stable proper subsystem of Φ that strictly contains Ψ. Then w(Ω) is a p-closed ′Π-

stable proper subsystem of Φ that strictly contains ′Ψ. Observe that w(V Π) = ′V
′Π.

The first assertion follows (from this and the reverse argument).

In addition let w(Δ0) =
′Δ0. Let W̃Δ0

:= WΔ0
� Π, where Π acts on WΔ0

by
sending wα �→ wτ(α) for α ∈ Δ0 and τ ∈ Π. The fixed point subspace of E under

W̃Δ0
is Es. Similarly, the fixed point subspace of E under W̃′Δ0

:= W′Δ0
� ′Π is

′Es. Observe that wW̃Δ0
w−1 = W̃′Δ0

. Hence w(Es) = ′Es and so w(Ea) = ′Ea

and w(Φa) =
′Φa. Then w(inΦa) =

′
inΦa since w(Ψ0) =

′Ψ0. �

We now restate Definition 0.1 from the introduction.

Definition 0.1. Let p ∈ P ∪ {0}. A p-embedding of abstract indices is a triple
that consists of two abstract indices G = (F,Λ,Λ0,Ξ) and H = (E,Δ,Δ0,Π), and
a bijective isometry θ : E → F that satisfies the following conditions:

(A.1) Ψ := 〈θ(Δ)〉 is a p-closed subsystem of Φ := 〈Λ〉, θ(Δ) ⊂ Φ+, Λa :=
Λ∩ θ(Ea) is a base of Φa := Φ∩ θ(Ea) and inΛa ⊆ θ(Δ0) (where inΛa is the union
of all irreducible components of Λa that are contained in 〈θ(Δ0)〉 =: Ψ0).

(A.2) For every σ ∈ Π there exists a unique wσ ∈ WΛa
such that wσσ

θ ∈ Ξ.
Moreover, the map Π → Ξ given by σ �→ wσσ

θ is surjective.
(A.3) Λa is Ξ-stable and contains Λ0.
(A.4) inΛa is contained in Λ0.

An embedding of abstract indices is a p-embedding of abstract indices for some
p ≥ 0.

So let p either be a prime number or 0 and let (G,H, θ) be a p-embedding of
abstract indices. We introduce some terminology associated to Definition 0.1.

The subindex L := (F,Λa,Λ0,Ξ) of G is called the (H, θ)-embedded subindex of
G. If H is isotropic then G is also isotropic by (A.3). We say that (G,H, θ) is
(an)isotropic if H is (an)isotropic. If

(
θ(H),Φ

)
is maximal (resp. independent)

then (G,H, θ) is maximal (resp. independent). If H and G are both split (resp.
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quasisplit) then (G,H, θ) is split (resp. quasisplit). The map θ is an embedding of
H in G.
Remark 2.11. We often abuse notation and identify H with its image under θ. One
can think of this as analogous to embedding a subgroup within another group.

Given a field k with p = char(k), we say that (G,H, θ) is k-admissible if there
exists a pair of connected reductive k-groups H ⊂ G such that the embedding of
indices of H ⊂ G is isomorphic to (G,H, θ).

Let (′G, ′H, ′θ) be another p-embedding of abstract indices. An isomorphism
from (G,H, θ) to (′G, ′H, ′θ) is a bijective isometry φ : F → ′F such that φ(G) = ′G
and φθ(H) = ′θ(′H). If such an isomorphism exists then (G,H, θ) and (′G, ′H, ′θ)
are isomorphic.

Now assume that F = ′F . A conjugation from (H, θ) to (′H, ′θ) in G is an
element w ∈ WΛ that satisfies wθ(H) = ′θ(′H). If such a conjugation exists then
(H, θ) and (′H, ′θ) are conjugate in G. If θ(H) = ′θ(′H) then (H, θ) and (′H, ′θ) are
equal in G.
Remark 2.12. Given an abstract index G and a value for p, it is an interesting and
useful exercise to classify all conjugacy classes of maximal p-embeddings of abstract
indices (H, θ) in G. We complete this exercise in Theorem 0.4 for each possible p
and for each irreducible index G of exceptional type (except for the cases where H
is anisotropic, which are easy since Λ = Λa and so axiom (A.3) of Definition 0.1
becomes vacuous).

2.4. Maximal embeddings of abstract indices. Let p either be a prime number
or 0. Let (G,H, θ) be a p-embedding of abstract indices, say G = (F,Λ,Λ0,Ξ) and
H = (E,Δ,Δ0,Π). We follow Remark 2.11 and identify H with its image under θ.
This is equivalent to assuming that E = F .

In this section we specialise to the cases where Λ is of exceptional type and
r(Λ) = dim(E). Our objective is to prove Proposition 2.15, which characterises
when (G,H, θ) is maximal.

As in §2.2 and §2.3 we use the following notation: Φ := 〈Λ〉, W := WΛ, Ψ := 〈Δ〉,
Ψ0 := 〈Δ0〉, EΛ is the subspace of E that is spanned by Λ, Es is the fixed point
subspace of (EΔ0

)⊥ under Π, Ea := (Es)
⊥, E := (EΔ)

⊥, V := EΛ ∩ E and V Π is
the fixed point subspace of V under Π.

Lemma 2.13. Let Φ be of exceptional type and let r(Φ) = dim(E). Let Ψ be
maximal among p-closed subsystems of Φ. Then (G,H, θ) is not maximal if and
only if Π is trivial and (Φ,Ψ) is either (E6, D5) or (E7, E6). In particular, if Ψ has
maximal rank in Φ then (G,H, θ) is maximal.

Proof. Assume that (G,H, θ) is not maximal. Then V Π is non-trivial and so r(Ψ) <
r(Φ) by definition of V . By inspection of Table 2, if r(Ψ) < r(Φ) then (Φ,Ψ) is one
of (E6, D4), (E6, D5) or (E7, E6). We can exclude the case (Φ,Ψ) = (E6, D4) since
then Ψ is contained in a p-closed copy of D5 in Φ for any choice of p.

Let (Φ,Ψ) = (E6, D5) or (E7, E6). Then V = V Π has dimension 1. Recall from
Table 2 that StabIso(Φ)(Δ) ∼= Z2. The non-trivial element of StabIso(Φ)(Δ) acts
non-trivially on V . Recall from Definition 0.1 that Π ≤ StabIso(Φ)(Δ). So Π must
be trivial.

Conversely, assume that Π is trivial and (Φ,Ψ) is either (E6, D5) or (E7, E6).
Then V Π = V , which has dimension 1. Hence (G,H, θ) is not maximal.
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The second assertion of the lemma follows immediately. �

We use the following notation in Table 3. Let Din (resp. SDin) denote the
dihedral (resp. semidihedral) group of order n. Let Q8 denote the quaternion
group. Let Y := GL3(2) and let P1(Y ) and P2(Y ) be non-conjugate maximal
parabolic subgroups of Y (see Cases (i) and (ii) of the proof of Lemma 2.14 for
more details).

Lemma 2.14. Let Φ be of exceptional type and let r(Φ) = dim(E). Let Ψ be a
non-empty almost p-primitive subsystem of Φ that is not maximal among p-closed
subsystems of Φ. Then (Φ,Ψ) is one of the pairs listed in the first two columns of
Table 3. Given such a pair (Φ,Ψ), (G,H, θ) is maximal if and only if Π is one of
the groups listed in the last column of Table 3.

Table 3. Subsystems of exceptional Φ that are almost primitive,
but not maximal

Φ Ψ StabIso(Φ)(Δ) Σ
(
StabIso(Φ)(Δ)

)
Σ

possibilities for Π

F4
D4 S3 B4 Z2 Z3, S3

D̃4 (p=2) S3 C4 Z2 Z3, S3

E6 D4 Z2 × S3 D5 (Z2)
2 Z3, S3, Z6, Z2 × S3

E7

D4(A1)
3 S3 D6A1 Z2 Z3, S3

(A1)
7 GL3(2) = Y

D6A1 P1(Y ) ∼= S4
Z7, Z7 � Z3, GL3(2)

D4(A1)
3 P2(Y ) ∼= S4

E8

(A2)
4 GL2(3) E6A2 Di12

Z4,Di8, Q8,SDi16,
Z8, SL2(3),GL2(3)

(D4)
2 Z2 × S3 D8 (Z2)

2 Z3, S3, Z6, Z2 × S3

(A1)
8

AGL3(2)
= L� Y

(L ∼= (Z2)
3)

E7A1 Y ∼= GL3(2) Y1
∼= GL3(2),

L� (Z7 � Z3),
L� Z7,AGL3(2)

D8 L� P1(Y )

(D4)
2 L� P2(Y )

Proof. We begin by explaining and justifying the entries in Table 3. For any given
pair (Φ,Ψ) as in the statement of the lemma, the purpose of constructing Table 3
is to find all conjugacy classes of subgroups Π of StabIso(Φ)(Δ) for which there does
not exist a p-closed Π-stable almost primitive subsystem of Φ that strictly contains
Ψ.

For each Φ of exceptional type, we inspect all W -conjugacy classes of non-empty
almost primitive subsystems Ψ of Φ (which are listed in Table 2). We exclude those
subsystems Ψ that are maximal in Φ. If Ψ is maximal among p-closed subsystems
of Φ for some p ≥ 0 but Ψ is not maximal in Φ then p �= 2 and (Φ,Ψ) = (F4, C3A1).
Note that C3A1 is not almost 2-primitive in F4. So we also exclude the subsystem
C3A1 of F4. We list the resulting subsystems Ψ in the second column (of Table 3)
and put their associated groups StabIso(Φ)(Δ) in the third column (using Table 2

and Lemma 2.1). Note that D̃4 is p-closed in F4 if and only if p = 2. All other
subsystems Ψ listed in column 2 are p-closed for any p ≥ 0.
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For each pair (Φ,Ψ) in columns 1 and 2, we list all W -conjugacy classes of almost
primitive subsystems of Φ that strictly contain Ψ in the fourth column. We can
choose a representative Σ of each of these conjugacy classes and a base ΔΣ of Σ
such that StabIso(Φ)(ΔΣ) stabilises Ψ. Let WΣ be the Weyl group of Σ. Note that

Ψ⊥ = Σ⊥ = ∅ by Lemma 2.2.
For each triple (Φ,Ψ,Σ) listed in columns 1, 2 and 4, we wish to compute the

subgroup
(
StabIso(Φ)(Δ)

)
Σ

of StabIso(Φ)(Δ) that stabilises Σ. We observe that(
StabIso(Φ)(Δ)

)
Σ
= StabNIso(Φ)(WΣ)(Δ). By a similar argument to Proposition 28

of [5], there is an isomorphism from
(
StabIso(Φ)(Δ)

)
Σ

to NNIso(Φ)(WΣ)(WΨ)
/
WΨ.

Hence, by the third isomorphism theorem,
(
StabIso(Φ)(Δ)

)
Σ

is an extension of

StabWΣ
(Δ) by NNIso(Φ)(WΣ)(WΨ)

/
NWΣ

(WΨ). Observe that NNIso(Φ)(WΣ)(WΨ) ≥
StabIso(Φ)(ΔΣ) since StabIso(Φ)(ΔΣ) stabilises Ψ and that StabIso(Φ)(ΔΣ)∩WΣ = 1.
So, using the second isomorphism theorem, we have

NNIso(Φ)(WΣ)(WΨ)
/
NWΣ

(WΨ)

≥
(
StabIso(Φ)(ΔΣ)NWΣ

(WΨ)
)/

NWΣ
(WΨ)

∼= StabIso(Φ)(ΔΣ).

Recall from Proposition 28 of [5] thatNIso(Φ)(WΣ)
/
WΣ

∼= StabIso(Φ)(ΔΣ). It follows

that NNIso(Φ)(WΣ)(WΨ)
/
NWΣ

(WΨ) ∼= StabIso(Φ)(ΔΣ). In summary, we have shown
that (

StabIso(Φ)(Δ)
)
Σ
= StabWΣ

(Δ) . StabIso(Φ)(ΔΣ).

The groups StabWΣ
(Δ) and StabIso(Φ)(ΔΣ) can be found using Tables 1, 2 and

Lemma 2.1. It is then easy to find the conjugacy class of the subgroup(
StabIso(Φ)(Δ)

)
Σ

of StabIso(Φ)(Δ) for all but the following difficult cases, which
we consider individually.

(i) Let Φ = E7 and Ψ = (A1)
7. Here StabIso(Φ)(Δ) ∼= GL3(2) and Σ = D6A1 or

D4(A1)
3.

Let Y := StabIso(Φ)(Δ). There are two conjugacy classes P1(Y ) and P2(Y )
of order 24 subgroups of Y , both of which are parabolic and isomorphic to S4.
Consider the action of Y < S7 on the factors of (A1)

7. Then P1(Y ) fixes an A1

whilst P2(Y ) does not fix any. If Σ = D6A1 then StabW (ΔΣ) ∼= 1, StabWΣ
(Δ) ∼= S4

and hence
(
StabIso(Φ)(Δ)

)
Σ

= StabWΣ
(Δ) = P1(Y ) since it fixes an A1. If Σ =

D4(A1)
3 then StabW (ΔΣ) ∼= S3 acts transitively on the factors of (D4)

⊥ = (A1)
3

and StabWΣ
(Δ) ∼= (Z2)

2 acts transitively on the factors of an (A1)
4 in the D4.

Hence
(
StabIso(Φ)(Δ)

)
Σ
= (Z2)

2 . S3 = P2(Y ) since it does not fix an A1.

(ii) Let Φ = E8 and Ψ = (A1)
8. Here StabIso(Φ)(Δ) ∼= AGL3(2) and Σ = E7A1,

D8 or (D4)
2.

Let X := StabIso(Φ)(Δ) and let L = (F2)
3 be the affine space on which X acts.

Then X = L� Y , where Y = GL3(2) acts linearly on L and L ∼= (Z2)
3 as a group.

There are two conjugacy classes of complements to L in X. That is, there exists
a maximal subgroup Y1 of X that is isomorphic to but not conjugate to Y . There
are two conjugacy classes L� P1(Y ) and L� P2(Y ) of order 192 subgroups of X,
both of which are parabolic and isomorphic to each other.

Consider the action ofX < S8 on the factors of (A1)
8. Then P1(Y ) fixes two A1’s

whilst P2(Y ) fixes one A1. In fact L�P2(Y ) does not contain an S4 subgroup that
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fixes two A1’s. If Σ = D8 then StabW (ΔΣ) ∼= 1 and StabWΣ
(Δ) ∼= (Z2)

3 � S4 con-
tains an S4 subgroup that fixes two A1’s. Hence

(
StabIso(Φ)(Δ)

)
Σ
= StabWΣ

(Δ) =

L � P1(Y ). If Σ = (D4)
2 then StabWΣ

(Δ) ∼= (Z2)
4 and StabW (ΔΣ) ∼= Z2 × S3.

The S3 in StabW (ΔΣ) fixes precisely two A1’s, but no non-trivial subgroup of
StabWΣ

(Δ) fixes both of these A1’s. Hence
(
StabIso(Φ)(Δ)

)
Σ
= (Z2)

4 . (Z2 × S3) =

L� P2(Y ) since it does not contain a S4 subgroup that fixes two A1’s.
(iii) Let Φ = E8 and Ψ = (A2)

4. Here StabIso(Φ)(Δ) ∼= GL2(3) and Σ = E6A2.

We have StabWΣ
(Δ) ∼= S3 and StabW (ΔΣ) ∼= Z2. All order 12 subgroups

of GL2(3) are conjugate and are isomorphic to Di12. Hence
(
StabIso(Φ)(Δ)

)
Σ

=
S3 .Z2

∼= Di12.
At this point we have justified the entries in the fifth column of Table 3.
For each group StabIso(Φ)(Δ) in column 3, we list – in the last column – all

conjugacy classes of subgroups of StabIso(Φ)(Δ) that are not contained in any of

the associated subgroups
(
StabIso(Φ)(Δ)

)
Σ
in column 5. To do this, we construct

the poset of conjugacy classes of subgroups for each group StabIso(Φ)(Δ) (this is
easy to do unless StabIso(Φ)(Δ) is one of GL2(3), GL3(2) or AGL3(2), in which case
we use GAP). This completes our explanation of Table 3.

We now prove the second assertion of the lemma.
By construction of Table 3, there exists a p-closed Π-stable almost primitive

subsystem Σ of Φ that strictly contains Ψ if and only if Π is not one of the subgroups
of StabIso(Φ)(Δ) listed in the last column of Table 3. If Ψ is strictly contained in
a Π-stable proper subsystem of Φ then Ψ is strictly contained in a Π-stable almost
primitive subsystem of Φ. So Ψ is maximal among p-closed Π-stable subsystems of
Φ if and only if Π is one of the groups listed in the last column of Table 3.

Let (G,H, θ) be associated to one of the triples (Φ,Ψ,Π) listed in columns 1, 2
and 6 of Table 3. It remains to show that V Π is trivial.

If r(Ψ) = r(Φ) then V is trivial by definition. We inspect Table 3. The only
case that satisfies r(Ψ) < r(Φ) is when Φ = E6 and Ψ = D4. All possibilities for
Π ≤ StabIso(Φ)(Δ) ∼= Z2 × S3 that are listed in column 6 contain an element τ of
order 3. Observe that τ acts on the 2-dimensional subspace V of E as a rotation
by an angle of 2π/3. So there does not exist a non-trivial subspace of V that is
fixed pointwise by Π. �

Proposition 2.15 characterises when (G,H, θ) is maximal.

Proposition 2.15. Let Φ be of exceptional type and let r(Φ) = dim(E). Then
(G,H, θ) is maximal if and only if one of the following occurs:

• Ψ is maximal among p-closed subsystems of Φ and Ψ has maximal rank in
Φ,

• (Φ,Ψ) = (E6, D5) or (E7, E6) and Π is non-trivial,
• (Φ,Ψ,Π) is one of the triples listed in columns 1, 2 and 6 of Table 3, or
• Ψ = ∅, Φ = E6, E7 or E8 and no non-empty proper closed subsystem of Φ
is Π-stable.

In particular, if (G,H, θ) is maximal then Ψ is an almost p-primitive subsystem of
Φ. If in addition (G,H, θ) is isotropic then Ψ is non-empty.

Proof. Let (G,H, θ) be maximal. Assume (for a contradiction) that Ω is a p-closed
NIso(Φ)(WΨ)-stable proper subsystem of Φ that strictly contains Ψ. Observe that Ω



922 DAMIAN SERCOMBE

isWΨ-stable and so Ω isNIso(Φ)(WΨ)
/
WΨ-stable. It follows that Ω is StabIso(Φ)(Δ)-

stable (using the natural isomorphism StabIso(Φ)(Δ)
∼−→ NIso(Φ)(WΨ)

/
WΨ described

in §2.1). But then (G,H, θ) cannot be maximal since Π ≤ StabIso(Φ)(Δ). We have
our contradiction. Hence Ψ is an almost p-primitive subsystem of Φ.

Henceforth let Ψ = ∅. Recall from Table 2 that Ψ is almost p-primitive in
Φ if and only if Φ = E6, E7 or E8 (for any choice of p). If Φ = E6, E7 or E8

then all closed subsystems of Φ are p-closed since Φ is simply laced. Observe that
V = E (since Ψ = ∅ and r(Φ) = dim(E)). If EΠ is non-trivial then, since Φ is
irreducible, either EΠ ∩ Φ or (EΠ)⊥ ∩ Φ (or both) is a non-empty Π-stable proper
closed subsystem of Φ. In summary, (G,H, θ) is maximal if and only if Φ = E6,
E7 or E8 and no non-empty proper closed subsystem of Φ is Π-stable. Finally, if
(G,H, θ) is isotropic then EΠ is non-trivial and so (G,H, θ) cannot be maximal.

The result then follows from Lemmas 2.13 and 2.14. �

3. Proof of Theorem 0.2

The objective of this section is to prove Theorem 0.2. We prove parts (i), (ii)
and (iii) of Theorem 0.2 in §3.1, §3.2 and §3.3 respectively.

We begin with some setup.
Let k be any field and let p = char(k). Let k be an algebraic closure of k and

let K be the separable closure of k in k. Let Γ = Gal(K/k) be the absolute Galois
group of k.

Let G be a connected reductive (algebraic) k-group. Let S be a maximal k-split
torus of G and let T be a maximal k-torus of G that contains S. The natural action
of Γ on G(K) induces an action ι : Γ → GL

(
X(T )R

)
given by ι(σ)(χ) := σχσ−1

for σ ∈ Γ and χ ∈ X(T ). We endow X(T )R with an inner product (· , ·) that is
invariant under the extended Weyl group of G with respect to T .

Let H be a connected reductive proper k-subgroup of maximal rank in G. Let
SH be a maximal k-split torus of H and let TH be a maximal k-torus of H that
contains SH . Define ιH : Γ → GL

(
X(TH)R

)
by ιH(σ)(γ) := σγσ−1 for σ ∈ Γ and

γ ∈ X(TH).
Theorem 20.9(ii) of [2] states that all maximal k-split tori ofG areG(k)-conjugate

to S. So there exists g1 ∈ G(k) such that (SH)g1 ⊆ S. Note that (SH)g1 is a k-split
torus. Consider the subgroup L := CG

(
(SH)g1

)
of G. By Proposition 1.3, either

L = G or L is a Levi k-subgroup of some parabolic k-subgroup of G. By Theorem
20.9(ii) of [2], there exists g2 ∈ L(K) such that (TH)g2g1 = T . Denote g := g2g1.
Let θg : X(TH)R → X(T )R be defined by χ �→ χ · g−1. Using Corollary 1.25, we
endow X(TH)R with an inner product (· , ·)H that is invariant under the extended
Weyl group of H with respect to TH and such that θg is a bijective isometry. For
simplicity of notation, henceforth denote θ := θg.

By Corollary 1.27, there exists a Γ-order < on X(T ) such that <g−1 is a Γ-order
on X(TH). Let Λ be the system of simple roots for G with respect to T that is
compatible with <. Let Δ be the system of simple roots for H with respect to TH

that is compatible with <g−1 .
We use the following notation. Let Λ0 be the subset of Λ that vanishes on S.

Let Δ0 be the subset of Δ that vanishes on SH . Let Φ := 〈Λ〉, Ψ := 〈θ(Δ)〉 and
Ψ0 := 〈θ(Δ0)〉. Let WΛ := NG(T )/T , WΔ := NH(TH)/TH , WΛ0

:= NCG(S)(T )/T
and WΔ0

:= NCH(SH)(TH)/TH . It follows from Lemma 1.17(ii) that the subscript
of each of these Weyl groups is indeed the associated root system.



MAXIMAL CONNECTED SUBGROUPS IN REDUCTIVE k-GROUPS 923

Let σ ∈ Γ. By Lemma 1.17(iii), there exists a unique wσ ∈ WΛ0
such that(

wσι(σ)
)
(Λ) = Λ. The Tits action ι̂ : Γ → GL

(
X(T )R

)
is defined by ι̂(σ) :=

wσι(σ). The index of G is the quadruple I(G) =
(
X(T )R,Λ,Λ0, ι̂(Γ)

)
. Similarly,

there exists a unique vσ ∈ WΔ0
such that

(
vσιH(σ)

)
(Δ) = Δ. The Tits action

ι̂H : Γ → GL
(
X(TH)R

)
is defined by ι̂H(σ) := vσιH(σ). The index of H is I(H) =(

X(TH)R,Δ,Δ0, ι̂H(Γ)
)
.

The embedding of indices of H ⊂ G (with respect to T , TH , < and g) is the
triple

(
I(G), I(H), θ

)
.

Remark 3.1. Alternatively, instead of defining the index of G with respect to a
maximal k-split torus, we could have proceeded as in Remark 2.7.2(d) of [35] and
defined the partial index of G with respect to TH . However, this would lose a lot
of detail in the classification.

3.1. Proof of Theorem 0.2(i).

Theorem 0.2(i). The triple
(
I(G), I(H), θ

)
is a p-embedding of abstract indices.

Proof. We know that I(G) and I(H) are both abstract indices by Theorem 2.5,
and that θ is a bijective isometry. It remains to check that

(
I(G), I(H), θ

)
satisfies

all of the axioms of Definition 0.1.
We recall the following combinatorial notation associated to Definition 0.1. Let

(X(TH)R)a be the smallest subspace of X(TH)R that contains Δ0 and has an or-
thogonal complement that is fixed pointwise by ι̂H(Γ). Let Φ+ be the set of positive
roots of Φ with respect to Λ. Let Λa := Λ∩θ

(
(X(TH)R)a

)
, Φa := Φ∩θ

(
(X(TH)R)a

)
and let inΛa be the union of all irreducible components of Λa that are contained in
Ψ0.

We begin with the following result.

Lemma 3.2. Λa is a system of simple roots for L with respect to T . Moreover,
Φa = 〈Λa〉.

Proof. Recall from Proposition 2.6 that (X(TH)R)a is the subspace of X(TH)R that
is generated by all characters that vanish on SH . So, since θ is a bijective isometry,
θ−1(Λa) (resp. θ

−1(Φa)) is the subset of θ
−1(Λ) (res. θ−1(Φ)) that vanishes on SH .

By Corollary 1.22 and Lemma 1.26, θ−1(Λ) is a Γ-system of simple roots for G
with respect to TH . Then, by Lemma 1.4, θ−1(Φa) is the root system of CG(SH)
with respect to TH . Combining this with Lemma 1.17(i) and Remark 1.5 tells us
that θ−1(Λa) is a system of simple roots for CG(SH) with respect to TH . Once
again applying Corollary 1.22 gives us the result. �

We check axiom (A.1) of Definition 0.1 in the Lemma 3.3.

Lemma 3.3. Ψ is a p-closed subsystem of Φ, θ(Δ) ⊂ Φ+, Φa = 〈Λa〉 and inΛa ⊆
θ(Δ0).

Proof. Recall from Corollary 1.22 that Ψ is the root system of Hg with respect to
T . Then, by Corollary 13.7 of [23], Ψ is a p-closed subsystem of Φ. By construction
θ(Δ) is compatible with <, and so θ(Δ) ⊂ Φ+. We know from Lemma 3.2 that
Φa = 〈Λa〉. It remains to show that inΛa ⊆ θ(Δ0).

Up to rearrangement, we can uniquely decompose L as a commuting product(∏m
i=1 Li

)
Z(L)◦ where each Li is k-simple and Z(L)◦ is a k-torus. Let inL be the
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product of all k-simple components Li of L such that Li ⊆ CH(SH)g1 (if none exist
then say inL := 1).

Recall from Lemmas 1.4 and 1.17(i) that Δ0 is a system of simple roots for

CH(SH) with respect to TH . Each (Li)
g−1
1 is a k-simple component of CH(SH)

since g1 ∈ G(k). So there exists a subset inΔ0 of Δ0 that is a system of simple

roots for (inL)
g−1
1 TH with respect to TH . Then, by Corollary 1.22, θ(inΔ0) is a

system of simple roots for (inL)T with respect to T .
Let i ∈ {1, 2, . . . ,m}. It follows from Lemma 3.2 that there exists a subset (Λa)i

of Λa that is a system of simple roots for LiT with respect to T . Observe that
(Λa)i ⊆ Ψ0 if and only if Li ⊆ CH(SH)g1 . So inΛa is another system of simple
roots for (inL)T with respect to T . Since inΛa and θ(inΔ0) are both compatible
with <, we have inΛa = θ(inΔ0) by uniqueness. �

Let WΛa
:= NL(T )/T . Note that WΛa

is indeed the Weyl group of Λa by Lemma
3.2. We now check axiom (A.2) of Definition 0.1.

Lemma 3.4. For every σ ∈ Γ there exists a unique xσ ∈ WΛa
such that ι̂(σ) =

xσ ι̂H(σ)θ.

Proof. Let σ ∈ Γ. We claim that wσ and (vσ)
θ are both in WΛa

.
It follows from the proof of Lemma 3.2 that Λa is the subset of Λ that vanishes

on (SH)g1 . Then Λ0 ⊆ Λa since (SH)g1 ⊆ S. Hence WΛ0
⊆ WΛa

and so wσ ∈ WΛa
.

Now observe that Ψ0 ⊆ Φa using Corollary 1.22 and Lemma 3.2. Then (WΔ0
)θ ≤

WΛa
since θ is a bijective isometry. So indeed (vσ)

θ ∈ WΛa
.

By Lemma 1.21, θ−1(Φ) is the root system of G with respect to TH . Observe that

θ−1(Φ) is ιH(Γ)-stable by Lemma 1.7 and Remark 1.5. Moreover, WΔ0
< (WΛ)

θ−1

by Corollary 1.24. So θ−1(Φ) is also ι̂H(Γ)-stable since vσ ∈ WΔ0
. Hence Φ is

ι̂H(Γ)θ-stable.
Since WΛ acts simply transitively on the set of bases of Φ, there exists a unique

xσ ∈ WΛ such that
(
xσ ι̂H(σ)θ

)
(Λ) = Λ. Let nσ := gσg−1. Note that nσ ∈ L(K)

since g = g2g1 where g1 ∈ G(k) and g2 ∈ L(K). Moreover, nσ normalises T since
TH and T are both defined over k. Let uσ be the image of nσ in WΛa

under the
natural projection NL(T )(K) → WΛa

. Then uσ = ιH(σ)θι(σ)−1 by Lemma 1.23.
Hence

ι̂(σ) = wσu
−1
σ ιH(σ)θ = wσu

−1
σ v−θ

σ ι̂H(σ)θ.

Since ι̂(σ) stabilises Λ, we have xσ = wσu
−1
σ v−θ

σ by uniqueness. �

It follows immediately from Lemma 3.4 that axiom (A.2) of Definition 0.1 is
satisfied. Another consequence of Lemma 3.4 is that the index I(G) is of inner
type if and only if ι̂H(Γ)θ ≤ WΛ.

In Lemma 3.5 we check axiom (A.3) of Definition 0.1.

Lemma 3.5. Λa is a ι̂(Γ)-stable subset of Λ that contains Λ0.

Proof. Recall from the proof of Lemma 3.4 that Λa ⊇ Λ0. By Lemma 3.2, Φa is
the root system of L with respect to T . Since L is defined over k, we see that Φa is
ι(Γ)-stable by Lemma 1.7. Then Φa is ι̂(Γ)-stable since wσ ∈ WΛ0

⊆ WΛa
. Hence

Λa = Φa ∩ Λ is ι̂(Γ)-stable. �

Finally, we check axiom (A.4) of Definition 0.1.

Lemma 3.6. inΛa is contained in Λ0.
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Proof. Recall from the proof of Lemma 3.3 that inΛa is a system of simple roots

for (inL)T with respect to T . Observe that inL is k-anisotropic since (inL)
g−1
1 ⊆

CH(SH)′ and g1 ∈ G(k). Hence S ∩ inL = 1 and so inΛa ⊆ Λ0 by Lemma 1.4. �

By combining Lemmas 3.3, 3.4, 3.5 and 3.6 we have proved part (i) of Theorem
0.2. �

Remark 3.7. Recall from §2.3 that L :=
(
X(T )R,Λa,Λ0, ι̂(Γ)

)
is a combinatori-

ally defined object called the (I(H), θ)-embedded subindex of I(G). Let M :=(
X(TH)R,Δ0,Δ0, ι̂H(Γ)

)
be the (combinatorially defined) minimal subindex of

I(H). It is worth noting that (L,M, θ) is the embedding of indices of CH(SH) ⊂ L
with respect to T , TH , < and g. That is, the embedding of indices of CH(SH) ⊂ L
is a combinatorial invariant associated to

(
I(G), I(H), θ

)
.

3.2. Proof of Theorem 0.2(ii). In this section we prove part (ii) of Theorem 0.2.
We first characterise whenH is maximal among connected reductive k-subgroups

of G.

Lemma 3.8. H is maximal among connected reductive k-subgroups of G if and
only if Ψ is maximal among p-closed ι̂H(Γ)θ-stable subsystems of Φ.

Proof. We will repeatedly use the fact that θ is a bijective isometry. Recall from
Theorem 0.2(i) that Ψ is a p-closed subsystem of Φ. By definition of the index
I(H), Δ is ι̂H(Γ)-stable. So Ψ is ι̂H(Γ)θ-stable.

Let M be a connected reductive proper k-subgroup of G that strictly contains
H. Let ΦM be the root system of M with respect to TH . By Lemma 1.21, θ−1(Φ) is
the root system of G with respect to TH . Then ΦM is a p-closed proper subsystem
of θ−1(Φ) that strictly contains 〈Δ〉 by Corollary 13.7 of [23]. Since M is defined
over k, by Lemma 1.7 and Remark 1.5, we see that ΦM is ιH(Γ)-stable. Hence ΦM

is ι̂H(Γ)-stable (by construction of the Tits action ι̂H , since ΦM contains Δ0).
Conversely, let Σ be a p-closed ι̂H(Γ)θ-stable proper subsystem of Φ that strictly

contains Ψ. Then θ−1(Σ) is a p-closed ι̂H(Γ)-stable proper subsystem of θ−1(Φ)
that strictly contains 〈Δ〉. Note that θ−1(Σ) must also be ιH(Γ)-stable since it
contains Δ0. Hence, by Corollary 1.8, Mθ−1(Σ) :=

〈
TH , Uα

∣∣α ∈ θ−1(Σ)
〉
is a

connected reductive proper k-subgroup of G that strictly contains H. �

Let V be the largest subspace of X(T )R that is contained in the span of Φ and
is perpendicular to all roots in Ψ. Let V Γ denote the fixed point subspace of V
under the action of ι̂H(Γ)θ. Consider the k-subtorus R := (Z(H) ∩G′)◦ of TH .

Lemma 3.9. Rs is trivial if and only if V Γ is trivial.

Proof. Consider the character space X(TH)R and the identification used in Lemma
1.12. Recall from Lemma 1.21 that θ−1(Φ) is the root system of G with respect to
TH . By Lemma 1.4, X0(Z(H)◦)R (resp. X0(Z(G)◦)R) is the subspace of X(TH)R
that is spanned by Δ (resp. θ−1(Φ)).

Observe that TH = (TH ∩ G′)Z(G)◦ is a commuting product. Then X(TH)R =
X(TH ∩G′)R⊕X(Z(G)◦)R by Corollary 1.13. This decomposition must be orthog-
onal since WH centralises Z(G)◦, where WH denotes the Weyl group of G with
respect to TH . Hence θ−1(V ) = X(Z(H)◦)R ∩ X(TH ∩ G′)R. Then θ−1(V Γ) =
θ−1(V ) ∩X(SH)R by Lemma 1.18.
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By definition, Rs =
(
SH ∩ Z(H) ∩G′)◦. Then, by Corollary 1.13(ii), we have

X(Rs)R = X(SH)R ∩X(Z(H)◦)R ∩X(TH ∩G′)R = θ−1(V Γ).

Hence Rs is trivial if and only if V Γ is trivial. �

Recall that
(
I(G), I(H), θ

)
is maximal if V Γ is trivial and Ψ is maximal among

p-closed ι̂H(Γ)θ-stable subsystems of Φ. We are now able to prove part (ii) of
Theorem 0.2.

Theorem 0.2(ii). H is maximal connected in G if and only if
(
I(G), I(H), θ

)
is

maximal.

Proof. Let
(
I(G), I(H), θ

)
be maximal. Assume (for a contradiction) that M is a

maximal connected proper k-subgroup of G that strictly contains H. Then M is
not reductive by Lemma 3.8. Since M has maximal rank in G, M must be parabolic
by Corollary 3.3 of [4] (Borel-Tits).

We construct a Levi k-subgroup of M that contains H. Let L0 = (L0)
′Z(L0)

◦
be

a Levi k-subgroup of M . Consider the associated quotient map π : M = Ru(M)�
L0 → L0 and its restriction π|H : H → L0. Recall that TH is a maximal k-
torus of H. Then π(TH) is a maximal k-torus of L0 and so Z(L0)

◦ ≤ π(TH).
Then π|−1

H

(
Z(L0)

◦)
is a central k-torus of H and so, by Proposition 1.3, L1 :=

CG

(
π|−1

H

(
Z(L0)

◦)
s

)
is a Levi k-subgroup of M that contains H. Note that L1 =

CG

(
Z(L1)

◦
s

)
by Proposition 20.6(i) of [2]. Hence Z(L1)

◦ ∩ G′ is k-isotropic (as
otherwise L1 = G).

By construction, we have Z(L1)
◦ ∩ G′ ⊆ R ⊆ TH . So R is k-isotropic. Hence

V Γ is non-trivial by Lemma 3.9. This is a contradiction.
Conversely, let H be maximal connected in G. Then Ψ is maximal among p-

closed ι̂H(Γ)θ-stable subsystems of Φ by Lemma 3.8. Assume (for a contradiction)
that V Γ is non-trivial. Then R is k-isotropic by Lemma 3.9. By Proposition
1.3, CG(Rs) is a Levi k-subgroup of some parabolic k-subgroup P of G. That is,
G ⊃ P ⊃ CG(Rs) ⊇ H. All parabolic subgroups are connected. So we have a
contradiction. �

This completes the proof of part (ii) of Theorem 0.2.

3.3. Proof of Theorem 0.2(iii). In this section we prove part (iii) of Theorem
0.2.

Let ′H be a connected reductive k-subgroup of maximal rank in G. We use an
identical setup as we did for H.

Let ′SH be a maximal k-split torus of ′H and let ′TH be a maximal k-torus of
′H that contains ′SH . Define ′ιH : Γ → GL

(′X(TH)R
)
by ′ιH(σ)(γ) := σγσ−1

for σ ∈ Γ and γ ∈ X(′TH). There exists h1 ∈ G(k) such that (′SH)h1 ⊆ S.
Denote ′L := CG

(
(′SH)h1

)
. There exists h2 ∈ ′L(K) such that (′TH)h2h1 = T .

Denote h := h2h1. Consider the induced map θh : X(′TH)R → X(T )R defined
by χ �→ χ · h−1. Using Corollary 1.25, we endow X(′TH)R with an inner product
′(· , ·)H that is invariant under the extended Weyl group of ′H with respect to ′TH

and such that θh is a bijective isometry. Henceforth, for simplicity, denote ′θ := θh.

Remark 3.10. It is not immediately obvious that we can adjust our choice of h to
ensure that <h−1 is a Γ-order on X(′TH). However, this does not matter for the
following reason. By Corollary 1.27, there exists a Γ-order ′ < on X(T ) such that
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′ <h−1 is a Γ-order on X(′TH). Let ′I(G) be the index of G with respect to T
and ′ <. Let WΓ := NNG(S)(T )/T . It follows from Lemma 1.17 that there exists

w ∈ WΓ such that w
(′I(G)

)
= I(G). So, in the proof of Theorem 0.2(iii), we

simply adjust our conjugating element by w.

By Remark 3.10, we can assume without loss of generality that <h−1 is a Γ-order
on X(′TH).

Let ′Δ be the system of simple roots for ′H with respect to ′TH that is com-
patible with <h−1 . Let ′Δ0 be the subset of ′Δ that vanishes on ′SH . Let W′Δ :=
N′H(′TH)/′TH and W′Δ0

:= NC′H(′SH)(
′TH)/′TH . There exists a unique ′vσ ∈

W′Δ0
such that

(′vσ ′ιH(σ)
)
(′Δ) = ′Δ. The Tits action ′ι̂H : Γ → GL

(′X(TH)R
)
is

defined by ′ι̂H(σ) := ′vσ
′ιH(σ) for each σ∈Γ. Let I(′H)=

(
X(′TH)R,

′Δ, ′Δ0,
′ι̂H(Γ)

)
.

Recall that H is index-conjugate to ′H in G if there exists x ∈ G(K) such that
Hx = ′H, (SH)x is a maximal k-split torus of ′H and x−1xΓ ⊂ H.

We now restate and prove part (iii) of Theorem 0.2.

Theorem 0.2(iii). H is index-conjugate to ′H in G if and only if
(
I(H), θ

)
is

conjugate to
(
I(′H), ′θ

)
in I(G).

Proof. Let H be index-conjugate to ′H in G. That is, there exists x ∈ G(K) such
that Hx = ′H, (SH)x is a maximal k-split torus of ′H and x−1xΓ ⊂ H.

By Theorem 20.9(ii) of [2], there exists x1 ∈ H(k) such that (SH)xx1 = ′SH .
Note that CH(SH) is K-split (Theorem 1.2). So, again by Theorem 20.9(ii) of [2],
there exists x2 ∈ CH(SH)(K) such that (TH)xx1x2 = ′TH . So c := xx1x2 ∈ H(K)
satisfies (SH)c = ′SH and (TH)c = ′TH .

By Corollary 1.22 and Lemma 1.26, θ−1
c (′Δ) is a Γ-system of simple roots

for H with respect to TH . Denote (WΔ)Γ := NNH(SH)(TH)/TH . By Lemma

1.17(iv), there exists a unique w0 ∈ (WΔ)Γ such that w0(Δ) = θ−1
c (′Δ). Let

d ∈ NNH (SH)(TH)(K) be a preimage of w0 under the natural projection

NNH(SH)(TH)(K) → (WΔ)Γ and let y := cd−1 ∈ H(K). Then θy(Δ) = ′Δ by
Lemma 1.23.

Observe that CH(SH)y = C′H(′SH) since Hy = ′H and (SH)y = ′SH . Recall
from Lemmas 1.4 and 1.17(i) that Δ0 is a system of simple roots for CH(SH) with
respect to TH . Similarly, ′Δ0 is a system of simple roots for C′H(′SH) with respect
to ′TH . Combining this with Corollary 1.22 and θy(Δ) = ′Δ gives us θy(Δ0) =

′Δ0.
Let σ ∈ Γ. Recall from Lemma 1.7 that 〈Δ〉 is stabilised by ιH(σ). Similarly,

〈′Δ0〉 is stabilised by ′ιH(σ). SinceWΔ acts simply transitively on the set of bases of
〈Δ〉, there is a unique element κσ ∈ WΔ such that

(
κσθ

−1
y

′ιH(σ)θy
)
(Δ) = ιH(σ)(Δ).

Note that θyWΔθ
−1
y = W′Δ since θy(Δ) = ′Δ. So κσ = v−1

σ θ−1
y

′vσθy by uniqueness.

Observe that y−1yσ ∈ NH(TH)(K). Hence θ−1
y

′ιH(σ)θyιH(σ)−1 ∈ WΔ by Lemma

1.23. But then κσθ
−1
y

′ιH(σ)θyιH(σ)−1 = 1 as only the trivial element of WΔ

stabilises Δ. Rearranging, we have θy ι̂H(σ)θ−1
y = ′ι̂H(σ).

We have thus far shown that θy
(
I(H)

)
= I(′H). Let w1 ∈ WΛ be the image of

gy−1h−1 ∈ NG(T )(K) under the natural projection NG(T )(K) → WΛ. By Lemma
1.23, we identify w1 = ′θθyθ

−1. Then w1θ
(
I(H)

)
= ′θθy

(
I(H)

)
= ′θ

(
I(′H)

)
. This

completes one direction of the proof.
Conversely, let

(
I(H), θ

)
be conjugate to

(
I(′H), ′θ

)
in I(G). That is, there

exists w ∈ WΛ such that wθ
(
I(H)

)
= ′θ

(
I(′H)

)
. Since index-conjugacy is coarser
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than G(k)-conjugacy, it suffices to show that Hg1 is index-conjugate to ′Hh1 in G.
Equivalently, without loss of generality, we can assume that g1 and h1 are trivial.

Consider the index I(H). Recall from Proposition 2.6 that (X(TH)R)a is the
subspace of X(TH)R that is generated by all characters that vanish on SH . Since
g centralises SH , θ

(
(X(TH)R)a

)
is the subspace of X(T )R that is generated by

all characters that vanish on SH . Similarly, ′θ
(
(X(′TH)R)a

)
is the subspace of

X(T )R that is generated by all characters that vanish on ′SH . We know that
wθ

(
(X(TH)R)a

)
= ′θ

(
(X(′TH)R)a

)
by Lemma 2.10.

Let n ∈ NG(T )(K) be a preimage of w under the natural projectionNG(T )(K) →
WΛ. Let t ∈ ′SH and let χ ∈ X(T ) vanish on and only on SH . Certainly such a
χ exists. Then 0 = w(χ)(t) = χ(tn) and so tn ∈ SH . The reverse argument shows

that sn
−1 ∈ ′SH for s ∈ SH . Hence (SH)n

−1

= ′SH .
Let z := h−1n−1g ∈ G(K). Then (SH)z = ′SH and (TH)z = ′TH . Recall that

θz : X(TH)R → X(′TH)R is defined by χ �→ χ · z−1. By Lemma 1.23, we identify
θz = ′θ−1wθ. So θz

(
I(H)

)
= I(′H). In particular, θz(Δ) = ′Δ and hence Hz = ′H

by Corollary 1.22.
Let σ ∈ Γ. Observe that θzWΔ0

θ−1
z = W′Δ0

since θz(Δ0) = ′Δ0. Let uσ :=
θ−1
z

′v−1
σ θzvσ ∈ WΔ0

. By assumption, θz ι̂H(σ)θ−1
z = ′ι̂H(σ). Rearranging this

equation gives us

(4) uσ = θ−1
z

′ιH(σ)θzιH(σ)−1.

Let nσ be a preimage of uσ under the natural projection NCH(SH)(TH) → WΔ0
.

Note that nσz
−1zσ ∈ NG(TH). Let WH be the Weyl group of G with respect to TH .

Applying Lemma 1.23 to equation (4) tells us that the image of nσz
−1zσ in WH

under the natural projection is the trivial element. So nσz
−1zσ ∈ TH and hence

z−1zσ ∈ H. We are done since any maximal k-split torus of H is H(k)-conjugate
to SH . �

This completes the proof of part (iii) and hence the entirety of Theorem 0.2.

4. Proof of Theorem 0.4

In this section we describe the procedure which we use to prove Theorem 0.4.
This involves constructing Tables 4, 5, 6, 7 and 8 for the cases G2, F4, E6, E7 and
E8 respectively. We present these tables and the necessary computations in the
Appendix.

We first recall the statement of Theorem 0.4. Let P denote the set of prime
numbers.

Given a p-embedding of abstract indices (G,H, θ), we follow Remark 2.11 and
use the notation of §2.3. That is, G = (E,Λ,Λ0,Ξ), H = (E,Δ,Δ0,Π), Φ := 〈Λ〉,
Φ0 := 〈Λ0〉, W := WΛ, Ψ := 〈Δ〉, Ψ0 := 〈Δ0〉, Es is the fixed point subspace of
(EΔ0

)⊥ under Π, rs(H) := dim(Es), Φs := Φ ∩ Es, Ea := (Es)
⊥, Φa := Φ ∩ Ea,

Ea := (EΔ0
)⊥ ∩ Ea, inΦa is the union of all irreducible components of Φa that

are contained in Ψ0 and Iso(Φ) is the isometry group of E that stabilises Φ. By
assumption, dimE = r(Φ).

Proof. Let p ∈ P∪{0} and let Φ be an irreducible root system of exceptional type.
We do not require that p and Φ are fixed, rather we consider all of their possible
values. For every abstract index G of type Φ, we describe an algorithm which we use
to classify all G-conjugacy classes of isotropic maximal p-embeddings of abstract
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indices (H, θ). We present our results in Table 4 (resp. Tables 5, 6, 7, 8) for the
case where Φ = G2 (resp. F4, E6, E7, E8).

By Proposition 2.15, Δ is a non-empty almost primitive subsystem (of simple
roots) of Φ. As such, in columns 1 and 2 respectively (of Tables 4, 5, 6, 7 and 8),
we use Table 2 and Lemma 2.1 to list all W -conjugacy classes of non-empty almost
primitive subsystems Δ of Φ along with their associated groups StabIso(Φ)(Δ).

The property of (H,Φ) being maximal depends only on the W -conjugacy class
of Δ in Φ and the conjugacy class of Π in StabIso(Φ)(Δ). So, for each Δ in column
1, we use Proposition 2.15 to list – in column 3 – all conjugacy classes of subgroups
Π of StabIso(Φ)(Δ) for which (H,Φ) is maximal. We then use Theorem 2.7 (which
directs the reader to Table II of [35]) to list – in column 4 – all conjugacy classes in
Φ of abstract indices H that are associated to the pair (Δ,Π). There is a subtlety
here (see Lemma 2.9) in that certain abstract indices of type 1Dn may be oriented
in two different ways in Φ (or three if n = 4). For example, for the case Φ = E8 and

Δ = D8, the abstract indices and are isomorphic
but not conjugate in Φ. This is because their respective anisotropic kernels are

of type
(
(A1)

4
)′

and
(
(A1)

4
)′′

in Φ. If instead Φ = D9 and Δ = D8 then the
aforementioned abstract indices are conjugate in Φ since StabW (Δ) ∼= Z2. This
consideration occurs only five times in our tables, twice in Table 7 when Δ = D6A1

and three times in Table 8 when Δ = D8.
For each abstract index H in column 4, we find the W -conjugacy class of Ψ0 in

Φ and put it in the fifth column. This is easy to do.
By Lemma 2.10, the W -conjugacy class of Φa in Φ is independent of the choice

of representative of the conjugacy class of H in Φ. As such, for each abstract index
H in column 4, we compute the W -conjugacy class of Φa in Φ and put it in column
6. This requires some work, and we perform these computations in Appendices B,
C, D, E and F for the cases where Φ = G2, F4, E6, E7 and E8 respectively.

Next we inspect all (isomorphism classes of) abstract indices G of type Φ (which
are listed in Table II of [35]). For each abstract index H in column 4, we use con-
ditions (A.2), (A.3) and (A.4) of Definition 0.1 to exclude certain abstract indices
of type Φ.

Using (A.2), if Π ≤ StabW (Δ) then we exclude those abstract indices G of outer
type. Otherwise, we exclude those abstract indices G of inner type (note that this
condition is vacuous unless Φ = E6). Using (A.3), we exclude those abstract indices
G that do not contain a subindex of type Φa.

Next we compute the W -conjugacy class of inΦa and Φ∩Ea in Φ (once again, by
Lemma 2.10, these are independent of the choice of representative of the conjugacy
class of H in Φ). Using (A.4), we exclude those abstract indices G where Φ0 does
not contain a subsystem of type inΦa. Again using (A.4), we exclude G unless
Φa contains a subsystem of type inΦa

(
Φ ∩ Ea

)
such that the inΦa component is

contained in Φ0. Note that these two conditions are vacuous if inΦa is trivial. The

second condition is used only once in our tables, for the case where H =

and Φ = E7. We list the resulting abstract indices G in column 7 (if there are none
we leave it blank).

At this point (given the computations in the Appendix) we have justified the
entries in the first seven columns of Tables 4, 5, 6, 7 and 8. For each pair of
indices (H,G) listed in columns 4 and 7, the embedding θ of H in G has been
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uniquely determined (up to G-conjugacy) by the conjugacy class information present
in columns 1–4. This procedure, applied and presented in the Appendix, completes
the proof of Theorem 0.4. �

5. Existence results

In this section we prove Theorem 0.5 and Corollaries 0.6, 0.7 and 0.8. We also
reintroduce Conjecture 0.3.

Given a field k with characteristic p, recall that a p-embedding of abstract indices
(G,H, θ) is k-admissible if there exists a pair of connected reductive algebraic k-
groups H ⊂ G such that the embedding of indices of H ⊂ G is isomorphic to
(G,H, θ). In this section we consider the existence problem, that is, the problem of
determining whether or not (G,H, θ) is k-admissible.

We begin by restating Conjecture 0.3, which claims that Definition 0.1 is as
restrictive as is possible whilst ensuring that Theorem 0.2(i) holds. Let P denote
the set of prime numbers.

Henceforth, given a p-embedding of abstract indices (G,H, θ), we use the notation
of §2.3. That is, G = (F,Λ,Λ0,Ξ), H = (E,Δ,Δ0,Π), Φ := 〈Λ〉, Ψ := 〈θ(Δ)〉,
Ψ0 := 〈θ(Δ0)〉, Es is the fixed point subspace of (EΔ0

)⊥ under Π, Ea := (Es)
⊥,

Λa := Λ ∩ θ(Ea), Φa := Φ ∩ θ(Ea), inΛa is the union of all irreducible components
of Λa that are contained in Ψ0, Hm := (E,Δ0,Δ0,Π) and L := (F,Λa,Λ0,Ξ).

We now state and prove Theorem 0.5. Note that, in the statement of Theorem
0.5, if G exists then so does L (since L is a subindex of G, see Proposition 21.12 of
[2]).

Proof. We use the standard setup. Let S be a maximal k-split torus of L and
let T be a maximal k-torus of L that contains S. Note that L = CG

(
Z(L)◦s

)
by

Proposition 20.6 of [2], and so S is also a maximal k-split torus of G. Let < be
a Γ-order on X(T ). Let I(G) be the index of G with respect to T and <. By
assumption, I(G) is isomorphic to G. For ease of notation, we identify I(G) = G.
Similarly, let L be the index of L with respect to T and <.

Let A be a connected reductive k-subgroup of maximal rank in L. Let SA be a
maximal k-split torus of A and let TA be a maximal k-torus of A that contains SA.
Without loss of generality, as discussed in the proof of Theorem 0.2, we can assume
that SA ⊆ S and that< is compatible with the restriction mapX(T ) → X(SA). Let
g ∈ CL(SA)(K) such that (TA)

g = T . By construction, <g−1 is a Γ-order onX(TA).
Let I(A) be the index of A with respect to TA and <g−1 . Let θg : X(TA)R → X(T )R
be defined by χ �→ χ · g−1 for χ ∈ X(TA).

Assume that the embedding of indices of A ⊂ L is isomorphic to (L,Hm, θ).
For ease of notation, we identify I(A) = Hm and θg = θ. Observe that A′ is
k-anisotropic by Proposition 2.6, since (Hm)′ is anisotropic. That is, SA = Z(A)

◦
s.

Let H :=
〈
TA, Uα

∣∣α ∈ ±Δ
〉
, where each Uα denotes a TA root group of G.

Recall from (A.1) of Definition 0.1 that Ψ is a p-closed subsystem of Φ. Then,
by Lemma 1.21, Hg (and hence H) is a connected reductive K-subgroup of G.
Moreover, recall from (A.1) of Definition 0.1 that θ(Δ) ⊂ Φ+, and so Δ is the
unique system of simple roots for H with respect to TA that is compatible with
<g−1 .

Let Γ be the absolute Galois group of k. Consider the induced action ιA : Γ →
GL

(
X(TA)R

)
(as defined in §1.1). For every σ ∈ Γ there exists a unique wσ ∈ WΔ0

such that wσιA(σ) stabilises Δ0. By assumption, Π = {wσι(σ) | σ ∈ Γ} and Π
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stabilises Δ. Recall from (A.1) of Definition 0.1 that Φ is Πθ-stable. Then 〈Δ〉 and
θ−1(Φ) are both ιA(Γ)-stable since they contain Δ0. Hence H is defined over k by
Corollary 1.8 and Remark 1.5.

By Lemmas 1.12 and 1.18, Ea is the subspace of E that is spanned by all charac-
ters that vanish on SA. Then, by Lemmas 1.4 and 1.17(i) (and Remark 1.5), Δ∩Ea

is a system of simple roots for CH(SA) with respect to TA. But Δ ∩ Ea = Δ0 by
Lemma 2.3, and hence CH(SA) = A. Combining this with SA = Z(A)

◦
s, we deduce

that SA is a maximal k-split torus of H.
In summary, we have shown that H is a connected reductive k-subgroup of G,

TA is a maximal k-torus of H containing a maximal k-split torus of H, <g−1 is a
Γ-order on X(TA) and, finally, that H is the index of H with respect to TA and
<g−1 . Certainly θ is a suitable orientation map, since g was chosen to centralise
SA.

We have already proved the converse in the process of proving Theorem 0.2(i),
see Remark 3.7. �

Henceforth, given a p-embedding of abstract indices (G,H, θ), we follow Remark
2.11 and identify H with its image under θ. In particular, we say that E = F .

Proof. We have inΛa = Λa by definition of independence. Then Δ0 = Λa by Lemma
2.3 and (A.1) of Definition 0.1. Moreover, Λa = Λ0 by (A.3) and (A.4) of Definition
0.1. The only element of WΔ0

that stabilises Δ0 is the trivial element. Hence Π = Ξ
by (A.2) of Definition 0.1, since Ξ and Π both stabilise Δ0. In summary, L = Hm.

Since G is k-admissible, there exists a connected reductive k-group G with index
isomorphic to G. Let L be a Levi k-subgroup of G with index isomorphic to L
(certainly this exists). Since L = Hm, the embedding of indices of L in itself is
isomorphic to (L,Hm, θ). Hence, by Theorem 0.5, G contains a k-subgroup H such
that the embedding of indices of H ⊂ G is isomorphic to (G,H, θ). �

Proof. Assume that Π is a quotient of Γ. Recall that we identify H with its image
under θ. Let G = (F,Λ,Λ0,Ξ) and H = (E,Δ,Δ0,Π). Note that Λ0 and Δ0 are
both empty by definition of quasisplit.

Let Iso(E) be the isometry group of E. Note that StabIso(E)(Φa) = WΛa
�

StabIso(E)(Λa), where StabIso(E)(Λa) acts on WΛa
in the obvious way (see for in-

stance (A.8) of [13]). Let ρ : StabIso(E)(Φa) → StabIso(E)(Λa) be the associated
projection. It follows from (A.1) of Definition 0.1 that Π ⊆ StabIso(E)(Φa). Then
ρ(Π) = Ξ by (A.2) of Definition 0.1.

Let V := span(Λa) and let V ⊥ be the orthogonal complement of V in E. Con-
sider the natural projections π : StabIso(E)(V ) → StabIso(E)(V )/FixIso(E)(V ) and

π⊥ : StabIso(E)(V
⊥) → StabIso(E)(V

⊥)/FixIso(E)(V
⊥).

Since G is k-admissible, there exists a connected reductive k-group G with index
isomorphic to G. Let L be a k-subgroup of G with index isomorphic to L (this
must exist). Recall from Proposition 2.6 that L is k-quasisplit and the index of
L′ is isomorphic to (V,Λa,Λ0, π(Ξ)) =: L′. By assumption, π(Π) is a quotient of
Γ. Observe that ρπ(Π) = π(Ξ) since ρ(Π) = Ξ and π commutes with ρ. Then, by
Theorem 1.1 of [10], there exists a maximal k-torus T0 of L′ with index isomorphic
to (V,∅,∅, π(Π)).

Let T := T0Z(L)◦. Recall from Proposition 2.6 that the index of Z(L)◦ is
isomorphic to (V ⊥,∅,∅, π⊥(Ξ)) =: L. Observe that π⊥(Π) = π⊥(Ξ) since ρ(Π) =
Ξ. Since Π is uniquely defined by π(Π) and π⊥(Π), we conclude that the embedding
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of indices of T ⊂ L is isomorphic to (L,Hm, θ). Hence, by Theorem 0.5, G contains
a k-subgroup H such that the embedding of indices of H ⊂ G is isomorphic to
(G,H, θ).

The converse follows immediately from the definition of the Tits action. �

It remains to prove Corollary 0.8. For k a field, let cd(k) denote the cohomo-
logical dimension of the absolute Galois group of k. Recall that an embedding of
abstract indices is a p-embedding of abstract indices for some p ∈ P ∪ {0}.

Proof. We describe an algorithm which we use to determine whether or not (G,H, θ)
is k-admissible for some field k with cd(k) = 1 (resp. k = R, k is p-adic).

Given p ∈ P ∪ {0}, we say that (G,H, θ) is p-valid if it is a p-embedding of
abstract indices.

We first consider the cases where (G,H, θ) is not 0-valid. We put a � in columns
9 and 10 (of the corresponding row) since char(k) = 0 if k = R or k is p-adic. If
cd(k) = 1 then Λ0 and Δ0 are both empty by §3.3.1 of [35]. So we put a � in
column 8 unless Λ0 and Δ0 are both empty. There are five remaining cases, only
one of which has a non-cyclic Π. We ignore this case.

For the four remaining cases, the first two are 3-valid with G = and the
other two are 2-valid with G = . For the first two cases (resp. other two
cases), let k be the finite field of order 3 (resp. 2). The absolute Galois group Γ

of k is isomorphic to Ẑ, so cd(k) = 1 and any cyclic group is a quotient of Γ. The
abstract index G is certainly k-admissible as it is split. Hence, by Corollary 0.7, we
put a � in column 8.

Henceforth we consider the cases where (G,H, θ) is 0-valid.
Column 8: cd(k) = 1.
If cd(k) = 1 then again Λ0 and Δ0 are both empty by §3.3.1 of [35]. Consider

the field k = C(t) of rational functions over C and its absolute Galois group Γ. The
characteristic of k is 0. By Corollary 3.4.4 and Theorem 3.4.8 of [30], cd(k) = 1 and

any finite group is a quotient of Γ. The index is k-admissible (since k admits

a quadratic extension) and all split indices are k-admissible. So, by Corollary 0.7,
we put a � in column 8 if Λ0 and Δ0 are both empty and a � otherwise.

We cross-check the entries in column 8 using Table 5.1 of [17].
Column 9: k = R.
We use Table II of [35] to check if G is k-admissible. If not, we put a � in column

9. If so, then we proceed as follows.
If (G,H, θ) is independent then we put a � in column 9 by Corollary 0.6. If Λ0

and Δ0 are both empty and (G,H, θ) is not independent then, by Corollary 0.7, we
put a � (resp. �) in column 9 if Π = 1 or Z2 (resp. |Π| > 2).

If Λ0 or Δ0 is non-empty and (G,H, θ) is not independent then we take a pair
of complex groups HC ⊂ GC that share a maximal torus TC and that have root
systems of type Δ and Λ respectively. We classify conjugacy classes of holomorphic
involutions of GC that stabilise HC and TC. By §3 of [15], this is equivalent to
classifying pairs of R-groups H ⊂ G with respective complexifications HC ⊂ GC.
We do not include these computations in this paper since the case k = R has already
been done by Komrakov [15] and de Graff-Marrani [7].

We cross-check the entries in column 9 using Table 2 of [15].
Column 10: k is p-adic.
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We first observe, using II.7 of [12], that the absolute Galois group of any p-adic

field has Ẑ as a quotient. In addition, observe that the index is k-admissible

for k any p-adic field (since k admits a quadratic extension).
We use Table II of [35] to check if G is k-admissible for some p-adic field k. If

not, we put a � in column 10. If so, then we proceed as follows.
If (G,H, θ) is independent then we put a � in column 10 by Corollary 0.6. If

Λ0 and Δ0 are both empty, Π is cyclic and (G,H, θ) is not independent then, by
Corollary 0.7, we put a � in column 10 (since all finite cyclic groups are quotients

of Ẑ).
For all remaining cases, we are unsure of whether or not (G,H, θ) is k-admissible

for some p-adic field k. So we put a ? in column 10.
This procedure, presented in the Appendix, completes the proof of Corollary

0.8. �

Appendix A

In the appendix we complete the statement and proof of Theorem 0.4. We
perform the calculations needed to construct Tables 4, 5, 6, 7 and 8 and then we
present the tables. In particular, for each abstract index H listed in the fourth
column of our tables, we use the results of §2.3 to compute the W -conjugacy class
of Φa in Φ (the entry in the sixth column of our tables).

We consider the case where Φ is G2, F4, E6, E7 and E8 in Appendices B, C, D,
E and F respectively.

Recall the setup from §4. Let p either be a prime number or 0. Let (G,H, θ)
be a p-embedding of abstract indices, say G = (F,Λ,Λ0,Ξ) and H = (E,Δ,Δ0,Π),
where Λ is irreducible of exceptional type and r(Λ) = dim(F ). We follow Remark
2.11 and identify E = F . We denote Φ := 〈Λ〉, W := WΛ, Ψ := 〈Δ〉, Ψ0 := 〈Δ0〉,
Es is the fixed point subspace of (EΔ0

)⊥ under Π, rs(H) := dim(Es), Φs := Φ∩Es,
Ea := (Es)

⊥ and Φa := Φ ∩ Ea. Let Iso(Φ) be the isometry group of E that
stabilises Φ.

We introduce some additional notation. Let α0 be the highest root of Ψ. If Ψ
is reducible then let Ψi be the i’th irreducible component of Ψ with respect to the

ordering used in H. For example, if H = × then Ψ1 (resp. Ψ2) is the

irreducible component of Ψ of type E6 (resp. A2). Let Δ
i := Δ∩Ψi, Δi

0 := Δ0∩Ψi

and let αi
0 be the highest root of Ψi. For Σ a subsystem of Φ, let AutW (WΣ) be

the group of graph automorphisms of the Dynkin diagram of Σ that are induced
by elements of W .

If there exists more than one W -conjugacy class of a given isomorphism class of
subsystems of Φ, we distinguish them using Carter’s notation in §7, 8 and Tables
7-11 of [5]. For example, if Φ = E8, we denote a parabolic (resp. non-parabolic)

subsystem of Φ of type (A3)
2 by

(
(A3)

2
)′′

(resp.
(
(A3)

2
)′
). If Φ is not simply-laced

then we use a ˜ to denote a subsystem of Φ that consists only of short roots.

Appendix B

Φ = G2 =
α1 α2
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Let Φ = G2. We use the following standard parametrisation in R2 of Φ. Let
α1 = 2e2 − e1 − e3 and α2 = e1 − e2. The highest root of Φ is e1 + e2 − 2e3. The
Weyl group of Φ is W ∼= Di12 and the longest element of W is −1.

By Table II of [35], the only isotropic index of type Φ is . This index is of
inner type since Iso(Φ) = W .

Recall from Table 2 that Δ is one of A2, Ã2 (if p = 3) or A1Ã1. In the fourth
column of Table 4 we list all indices H of type Δ that are maximal in Φ. For each
of those indices H, we compute the W -conjugacy class of Φa in Φ.

Table 4. Isotropic maximal embeddings of abstract indices of
type G2

Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

A2 Z2
1 ∅ ∅ � � �
Z2 Ã1 Ã1 � � �

Ã2

(p=3)
Z2

1 ˜ ∅ ∅ � � �

Z2
ãaaa A1 A1 � � �

A1Ã1 1 1
× ˜ ∅ ∅ � � �
× ˜ Ã1 Ã1

× ˜ A1 A1

If H = then Φs =
〈
α0

〉 ∼= A1 and r(Φs) = rs(H) = 1. Hence Φa = (Φs)
⊥ ∼=

Ã1 since Φs spans Es.

If H = ˜ then Φs =
〈
α0

〉 ∼= Ã1 and r(Φs) = rs(H) = 1. Hence Φa = (Φs)
⊥ ∼=

A1.
For all remaining indices H listed in the fourth column of Table 5, we observe

that Ψ0 is a parabolic subsystem of Φ and we use Lemma 2.8 to check that r(Φa) =
r(Ψ0). So Φa = Ψ0 since Φa is a parabolic subsystem of Φ that contains Ψ0. That
is, H is independent in Φ.

Appendix C

Φ = F4 =
α1 α2 α3 α4

Let Φ = F4. We use the following standard parametrisation in R4 of Φ. Let

α1 = e1 − e2, α2 = e2 − e3, α3 = e3 and α4 =
(
−
∑4

i=1 ei
)
/2. The highest root of

Φ is e1 − e4. The Weyl group of Φ is W ∼= (Z3
2 � S4)� S3 and the longest element

of W is −1.
By Table II of [35], the isotropic indices of type Φ are and .

Both of these indices are of inner type since Iso(Φ) = W .

Recall from Table 2 that Δ is one of B4, D4, C4 (if p = 2), D̃4 (if p = 2), C3A1

(if p �= 2) or A2Ã2. In the fourth column of Table 5 we list all indices H of type Δ
that are maximal in Φ. For each of those indices H, we compute the W -conjugacy
class of Φa in Φ.
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Table 5. Isotropic maximal embeddings of abstract indices of
type F4

Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

B4 1 1

∅ ∅ � � �
Ã1 Ã1

B2 B2

B3 B3 � � �

D4 S3
Z3 or
S3

∅ Ã2 � � �

(A1)
3 C3 � � �

C4

(p=2)
1 1

∅ ∅ � � �

(Ã1)
2 B2 � � �

B2Ã1 B3
� � �
� � �

D̃4

(p=2)
S3

Z3 or
S3

˜mmmmm ∅ A2 � � �

˜mmmmm (Ã1)
3

B3
� � �

� � �

C3A1

(p �=2)
1 1

× ∅ ∅ � � �
× A1 A1

× A1Ã1 A1Ã1

× C3 C3

× (A1)
2Ã1 B3

� � ?
� � �

A2Ã2 Z2

1
×˜ ∅ ∅ � � �
×˜ Ã2 Ã2

×˜ A2 A2

Z2

× ãaaa ∅ A1Ã1 � � �
× ãaaa Ã2 C3 � � �

× ãaaa A2 B3
� � �
� � �

If H = then Φs = (Ψ0)
⊥. If H = × ˜ then Φs =

〈
α1
0

〉
. For both of

these cases, Φs
∼= A1 and r(Φs) = rs(H) = 1. So Φa = (Φs)

⊥ ∼= C3 since Φs spans
Es.

If H is either ,
˜

or × then Φs = (Ψ0)
⊥. If H = × ˜

then Φs =
〈
α2
0

〉
. For each of these cases, Φs

∼= Ã1 and r(Φs) = rs(H) = 1. Hence

Φa = (Φs)
⊥ ∼= B3.



936 DAMIAN SERCOMBE

If H = × ˜ then Φs =
〈
α1
0, α

2
0

〉 ∼= A1Ã1 and r(Φs) = rs(H) = 2. Hence

Φa = (Φs)
⊥ ∼= A1Ã1.

If H = then Φs =
〈
α0, β

〉
, where β = 0

0 1 0
∈ Δ. Observe that Φs

∼= A2 and

r(Φs) = rs(H) = 2. Hence Φa = (Φs)
⊥ ∼= Ã2.

If H =
˜

then Φs =
〈
α0, γ

〉
, where γ = 0

0 1 0
∈ Δ. Observe that Φs

∼= Ã2 and

r(Φs) = rs(H) = 2. Hence Φa = (Φs)
⊥ ∼= A2.

For all remaining indices H listed in the fourth column of Table 5, we observe
that Ψ0 is a parabolic subsystem of Φ and we use Lemma 2.8 to check that r(Φa) =
r(Ψ0). So Φa = Ψ0 since Φa is a parabolic subsystem of Φ that contains Ψ0. That
is, H is independent in Φ.

Appendix D

Φ = E6 =
α1

α2

α3 α4 α5 α6

Let Φ = E6. We use the following standard parametrisation in R6 of Φ. Let
α1 =

(
−
∑5

i=1 ei +
√
3e6

)
/2, α2 = e4 − e5, α3 = e4 + e5, α4 = e3 − e4, α5 = e2 − e3

and α6 = e1 − e2. The highest root of Φ is
(∑4

i=1 ei − e5 +
√
3e6

)
/2. The Weyl

group of Φ is W ∼= PSU4(2)�Z2 and Iso(Φ) = W �〈ρ〉, where ρ acts on the Dynkin
diagram of Φ as the non-trivial graph automorphism. The longest element of W is
−ρ.

By Table II of [35], the isotropic indices of inner type Φ are ,

and , and those of outer type are , , , and

.

Recall from Table 2 that Δ is one of (A2)
3, D5, A5A1 or D4. In the fourth

column of Table 6 we list all indices H of type Δ that are maximal in Φ. For each
of those indices H, we compute the W -conjugacy class of Φa in Φ.

If H is one of ×T 1
0 , × , ×T 2

0 (with Π = Z3 or S3) or ×T 2
0

(with Π = Z6 or Z2×S3) then Φs = (Ψ0)
⊥. IfH is one of × , ( )2× or

× then Φs =
〈
α3
0

〉
. For each of these cases, Φs

∼= A1 and r(Φs) = rs(H) = 1.

Hence Φa = (Φs)
⊥ ∼= A5 since Φs spans Es.

If H is either × T 2
0 (with Π = Z3 or S3) or × T 2

0 (with Π = Z6 or

Z2×S3) then Φs =
〈
α0, β

〉
, where β = 0

0 1 0
∈ Δ. For both of these cases, Φs

∼= A2

and r(Φs) = rs(H) = 2. Hence Φa = (Φs)
⊥ ∼= (A2)

2.

If H = × T 1
0 then Φs = (Ψ0)

⊥Ψ . If H = × then Φs =
〈
α1
0, γ

〉
,

where γ = 0 1 1 1 0 ∈ Ψ1. If H = × ( )2 then Φs =
〈
α2
0, α

3
0

〉
. For each of

these cases, Φs
∼= (A1)

2 and r(Φs) = rs(H) = 2. Hence Φa = (Φs)
⊥ ∼= A3.

If H = ( )3 then Φs =
〈
α1
0, α

2
0, α

3
0

〉
. Observe that Φs

∼= (A1)
3 and r(Φs) =

rs(H) = 3. Hence Φa = (Φs)
⊥ ∼= A1.
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If H is either × or × then Φa
∼= D4 as this is the only rank

4 parabolic subsystem of Φ that contains Ψ0
∼= (A1)

4.

If H = × then, by Lemma 2.8, Φa is a rank 4 parabolic subsystem of Φ

that contains Ψ0
∼= A2 and AutWΦa

(
(WΦa

)0
)
acts non-trivially on Δ0. The only

possibility for such a subsystem Φa is of type D4.
For the next five cases, without loss of generality, we choose a representative of

the W -conjugacy class of Δ ∼= (A2)
3 in Φ using the standard parametrisation in

R6 of Φ. We choose Δ =
{(

−
∑4

i=1 ei + e5 −
√
3e6

)
/2, α2, α1, α3, α5, α6

}
. We will

need the following roots in Φ. Let δ1 := (−e1 − e2 + e3 + e4 + e5 −
√
3e6)/2 and

δ2 := (−e1−e2+e3+e4−e5+
√
3e6)/2. Let ε1 := (−e1−e2−e3+e4+e5+

√
3e6)/2

and ε2 := (−e1−e2−e3+e4−e5−
√
3e6)/2. Let ζ := (−e1−e2+e3−e4−e5−

√
3e6)/2.

If H = then the roots α4 and e2+e3 of Φ are fixed by Π and that rs(H) =

2. So
{
α4, e2 + e3

}
is a basis for Es. Hence Φa =

〈
e1 − e5, δ1, e1 + e5, δ2

〉 ∼= (A2)
2.

IfH = then the vector −e2−2e3+e4 is fixed by Π and rs(H) = 1. So Es is

generated by −e2−2e3+e4. Hence Φa =
〈
e1−e5, δ1, e1+e5, δ2, e2+e4

〉 ∼= (A2)
2A1.

If H = × then ε1, ε2 and e1 − e3 are fixed by Π and rs(H) = 3. So{
ε1, ε2, e1 − e3

}
is a basis for Es. Hence Φa =

〈
e3 + e4, ζ, e1 + e3

〉 ∼= (A2)
2.

If H = × then ε1+ε2 = −e1−e2−e3+e4 is fixed by Π and rs(H) = 1. So

Es is generated by −e1−e2−e3+e4. Hence Φa =
〈
e3+e4, e2−e3, ζ, e1+e3

〉 ∼= D4.

IfH = × then −e1−e2−e3+e4 and e1−e3 are fixed by Π and rs(H) = 2.

So
{
−e1−e2−e3+e4, e1−e3

}
is a basis for Es. Hence Φa =

〈
e1+e3, ζ, e3+e4

〉 ∼=
(A1)

3.
For all remaining indices H listed in the fourth column of Table 6, we observe

that Ψ0 is a parabolic subsystem of Φ and we use Lemma 2.8 to check that r(Φa) =
r(Ψ0). So Φa = Ψ0 since Φa is a parabolic subsystem of Φ that contains Ψ0. That
is, H is independent in Φ.
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Table 6. Isotropic maximal embeddings of abstract indices of
type E6

Special fields

Δ StabIso(Φ)(Δ) Π H Ψ0 Φa G cd 1 R Qp

(A2)
3

〈
ψ, r, ρ

〉

∼= Z2×S3

1
( )3 ∅ ∅ � � �
× ( )2 A2 A2

( )2× (A2)
2 (A2)

2 � � �

〈ψρ〉
∼=Z2

× ∅ (A1)
3 � � �

× A2 D4
� � �

� � �

× (A2)
2 A5

� � �

� � �

Z3 or
S3

∅ (A2)
2 � � �

� � ?

〈ρ〉
∼=Z2

× ∅ ∅ � � �
× (A2)

2 (A2)
2 � � �

× A2 A2

〈ψ〉
∼=Z2

( )3 ∅ A1 � � �

× ( )2 A2 A3
� � �

� � �

( )2× (A2)
2 A5

� � �

� � �

� � �

� � �

Z6 or
Z2×S3

∅ (A2)
2A1

� � �
� � �

(Z2)
2 × ∅ (A1)

3 � � �

× A2 D4

� � �

� � �

� � �

× (A2)
2 A5

� � �

� � �

� � �

� � �

Continued on next page
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Table 6 – continued from previous page
Special fields

Δ StabIso(Φ)(Δ) Π H Ψ0 Φa G cd 1 R Qp

D5 〈ρ〉 ∼= Z2 Z2

×T 1
0 ∅ ∅ � � �

×T 1
0 (A1)

2 (A1)
2

×T 1
0

(A1)
2 A3

� � ?

� � �

×T 1
0 A3 A3 � � �

×T 1
0

A3A1 A5

� � �

� � �

� � �

� � �

×T 1
0 D4 D4 � � �

A5A1 〈ρ〉 ∼= Z2 1 × ∅ ∅ � � �
× A1 A1

× (A1)
3 (A1)

3

× (A1)
4 D4

� � ?

� � �

× (A2)
2 (A2)

2 � � �
× (A2)

2A1 (A2)
2A1

× A5 A5

Z2

× ∅ ∅ � � �
× A1 A1

× A1 A1

× (A1)
2 A3

� � ?

� � �

× A3 A3 � � �

× (A1)
3 (A1)

3

× (A2)
2 (A2)

2 � � �

× A3A1 A5

� � �

� � �

� � �

Continued on next page
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Table 6 – continued from previous page
Special fields

Δ StabIso(Φ)(Δ) Π H Ψ0 Φa G cd 1 R Qp

� � �

× (A1)
4 D4

� � �

� � �

� � �

× (A2)
2A1 (A2)

2A1

× A5 A5 � � �

D4 Z2×S3 Z3 or
S3

×T 2
0 ∅ (A2)

2 � � �
� � ?

×T 2
0 (A1)

3 A5
� � �

� � �

Z6 or
Z2×S3

×T 2
0 ∅ (A2)

2 � � �
� � �

×T 2
0 (A1)

3 A5

� � �

� � �

� � �

� � �

Appendix E

Φ = E7 =
α1

α2

α3 α4 α5 α6 α7

Let Φ = E7. We use the following standard parametrisation in R7 of Φ. Let

α1 =
(
−
∑6

i=1 ei+
√
2e7

)
/2, α2 = e5− e6, α3 = e5+ e6, α4 = e4− e5, α5 = e3− e4,

α6 = e2 − e3 and α7 = e1 − e2. The highest root of Φ is
√
2e7. The Weyl group of

Φ is W ∼= Z2 × PSp6(2) and the longest element of W is −1.

By Table II of [35], the isotropic indices of type Φ are , ,

, , , and . All of
these indices are of inner type since Iso(Φ) = W .

Recall from Table 2 that Δ is one of A5A2, D6A1, D4(A1)
3, A7, E6 or (A1)

7.
In the fourth column of Table 7 we list all indices H of type Δ that are maximal
in Φ. For each of those indices H, we compute the W -conjugacy class of Φa in Φ.

If H is one of × , × , × , , ,

or × T 1
0 then Φs = (Ψ0)

⊥ (these last two indices satisfy Ψ0
∼=

(A5)
′′). If H = × then Φs =

〈
α2
0

〉
. For each of these cases, Φs

∼= A1 and

r(Φs) = rs(H) = 1. Hence Φa = (Φs)
⊥ ∼= D6 since Φs spans Es.
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If H = × then Φs = (Ψ0)
⊥. If H = ×T 1

0 then Φs = (Ψ0)
⊥Ψ .

If H = × then Φs =
〈
α1
0, α

2
0

〉
. If H = × then Φs =

〈
α1
0, β

〉
, where

β = 0 1 1 1 0 ∈ Ψ1. If H = then Φs =
〈
α0, γ

〉
, where γ = 0 1 1 1 1 1 0 ∈ Ψ.

If H = then (Ψ0)
⊥ =

〈
δ1, δ2, δ3

〉 ∼= (
(A1)

3
)′
, where the non-trivial element

of Π ∼= Z2 fixes δ1 and δ2 pointwise and sends δ3 �→ −δ3, and so Φs =
〈
δ1, δ2

〉
.

For each of these cases, Φs
∼= (A1)

2 and r(Φs) = rs(H) = 2. Hence Φa = (Φs)
⊥ ∼=

D4A1.

If H = × T 1
0 then Φs = (Ψ0)

⊥. If H = × then Φs =
〈
α1
0, ε

〉
,

where ε = 0

0 1 0
∈ Ψ1. For both of these cases, Φs

∼= A2 and r(Φs) = rs(H) = 2.

Hence Φa = (Φs)
⊥ ∼= (A5)

′.

IfH is either × or then Φs = (Ψ0)
⊥. IfH = ×

then Φs =
〈
α1
0, ζ1, ζ2

〉
, where ζ1 = 0 1 1 1 0 ∈ Ψ1 and ζ2 = 0 0 1 0 0 ∈ Ψ1. For each

of these cases, Φs
∼=

(
(A1)

3
)′

and r(Φs) = rs(H) = 3. Hence Φa = (Φs)
⊥ ∼= D4.

IfH = × then Φs =
〈
α1
0, α

2
0, η

〉
, where η = 0 1 1 1 0 ∈ Ψ1. IfH =

then Φs =
〈
α0, κ1, κ2

〉
, where κ1 = 0 1 1 1 1 1 0 ∈ Ψ and κ2 = 0 0 1 1 1 0 0 ∈ Ψ.

For both of these cases, Φs
∼=

(
(A1)

3
)′′

and r(Φs) = rs(H) = 3. Hence Φa =

(Φs)
⊥ ∼=

(
(A1)

4
)′′
.

If H = × then Φs =
〈
α1
0, α

2
0, λ1, λ2

〉
, where λ1 = 0 1 1 1 0 ∈ Ψ1 and

λ2 = 0 0 1 0 0 ∈ Ψ1. Observe that Φs
∼=

(
(A1)

4
)′′

and r(Φs) = rs(H) = 4. Hence

Φa = (Φs)
⊥ ∼=

(
(A1)

3
)′′
.

If H = then Φs =
〈
α0, μ1, μ2, μ3

〉 ∼=
(
(A1)

4
)′
, where μ1 = 0 1 1 1 1 1 0 ∈

Ψ, μ1 = 0 0 1 1 1 0 0 ∈ Ψ and μ3 = 0 0 0 1 0 0 0 ∈ Ψ. If H = × T 1
0

then Φs =
〈
α0, ν1, ν2, ν3

〉 ∼= D4, where ν1 = 0

0 0 1 0 0
∈ Ψ, ν2 = 1

0 0 1 0 0
∈ Ψ

and ν3 = 0

1 1 1 1 1
∈ Ψ. For both of these cases, r(Φs) = rs(H) = 4. Hence

Φa = (Φs)
⊥ ∼=

(
(A1)

3
)′
.

If H is either × or × then Φa
∼= E6 as this is the only

parabolic subsystem of Φ that contains Ψ0
∼= (A2)

3. Similarly, if H = ×
then Φa

∼= D5A1 as this is the only parabolic subsystem of Φ that contains Ψ0
∼=

A3(A1)
3.

If H = then Π contains an element of order 7. By Lemma 2.8,
WΦa

contains an element of order 7. The only possibility for such a subsystem Φa

is of type A6.

If H = × then, by Lemma 2.8, Φa is a rank 5 parabolic subsystem

of Φ that contains Ψ0
∼=

(
(A1)

3
)′′

and AutWΦa
(WΔ0

) acts transitively on Δ0. The
only possibility for such a subsystem Φa is of type (A5)

′′.

If H = × then, by Lemma 2.8, Φa is a rank 6 parabolic subsystem

of Φ that contains Ψ0
∼= D4 and AutWΦa

(WΔ0
) acts on Δ0 by triality. The only

possibility for such a subsystem Φa is of type E6.
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For the next cases, without loss of generality, we choose a representative of the
W -conjugacy class of Δ in Φ using the standard parametrisation in R7 of Φ. We
will need the following roots in Φ. Let ξ1 := (−e1− e2+ e3− e4− e5+ e6+

√
2e7)/2

and ξ2 := (−e1 − e2 − e3 + e4 + e5 − e6 +
√
2e7)/2. Let τ := (e1 + e2 + e3 +

e4 + e5 + e6 +
√
2e7)/2, υ := (e1 − e2 − e3 − e4 + e5 − e6 +

√
2e7)/2 and ψ :=

(−e1 + e2 − e3 − e4 − e5 − e6 −
√
2e7)/2.

If H = × then let Δ =
{
α2, α3, α4, α5, α7,

√
2e7, e1 + e2

}
. Observe

that the vectors e4−e5, e3+e4 and 2e1+
√
2e7 are fixed by Π and that rs(H) = 3. So{

e4−e5, e3+e4, 2e1+
√
2e7

}
is a basis for Es. Hence Φa =

〈
e2−e6, ξ1, e2+e6, ξ2

〉 ∼=
(A2)

2.

If H = × then let Δ1 =
{
α2, α4, α5, α6, α7

}
and Δ2 =

{
α1, τ}. Observe

that e1 + e2 − e5 − e6 is fixed by Π and that rs(H) = 1. So Es is generated by
e1+ e2− e5− e6. Hence Φa =

〈
e1− e2, e2+ e5, e5− e6, α1, e3+ e4, e3− e4

〉 ∼= D5A1.

If H = × then again let Δ1 =
{
α2, α4, α5, α6, α7

}
and Δ2 =

{
α1, τ

}
.

Observe that e7 and e1 + e2 − e5 − e6 are both fixed by Π and that rs(H) = 2. So{
e7, e1 + e2 − e5 − e6

}
is a basis for Es. Hence Φa =

〈
e1 − e2, e2 + e5, e5 − e6, e3 +

e4, e3 − e4
〉 ∼= (

A3(A1)
2
)′
.

If H = × then again let Δ1 =
{
α2, α4, α5, α6, α7

}
and Δ2 =

{
α1, τ

}
.

Observe that e7 and e1 + e2 + e3 − e4 − e5 − e6 are both fixed by Π and that
rs(H) = 2. So

{
e7, e1 + e2 + e3 − e4 − e5 − e6

}
is a basis for Es. Hence Φa =〈

α2, α4, e3 + e4, α6, α7

〉 ∼= (A5)
′′.

If H = then let Δ =
{
−
√
2e7, α1, α3, α4, α5, α6, α7

}
. Observe that e3 +

e4+e5−e6 is fixed by Π and that rs(H) = 1. So Es is generated by e3+e4+e5−e6.

Hence Φa =
〈
−
√
2e7, υ, α4, α3, α5, α7

〉 ∼= D5A1.

If H = ×T 1
0 then let Δ =

{
α1, α2, α3, α4, α5, α6

}
. Observe that −

√
2e7+

e1 − e2 is fixed by Π and that rs(H) = 1. So Es is generated by −
√
2e7 + e1 − e2.

Hence Φa =
〈
ψ, e5 + e6, e4 − e5, e5 − e6, e3 − e4, e1 + e2

〉 ∼= D5A1.
For all remaining indices H listed in the fourth column of Table 7, we observe

that Ψ0 is a parabolic subsystem of Φ and we use Lemma 2.8 to check that r(Φa) =
r(Ψ0). So Φa = Ψ0 since Φa is a parabolic subsystem of Φ that contains Ψ0. That
is, H is independent in Φ.
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Table 7. Isotropic maximal embeddings of abstract indices of
type E7

Special fields

aiΔia StabW (Δ) Π iaaaHaaai Ψ0 Φa G cd 1 R Qp

A5A2 Z2

1 × ∅ ∅ � � �
× A2 A2

×
(
(A1)

3
)′ (

(A1)
3
)′

� � �
× (A1)

3A2 (A1)
3A2

× (A2)
2 (A2)

2

× (A2)
3 E6

� � ?

� � �

� � �

× (A5)
′ (A5)

′

Z2

× ∅
(
(A1)

3
)′′ � � �

× A2 D4
� � �

� � �

× A1

(
(A1)

4
)′′

� � ?

× A2A1 D4A1
� � �

� � �

×
Ψ0

∼= A3

and
Ψ0∪ (Φ∩Ea)
∼= (A3A1)

′′

D4A1

� � �

� � �

� � �

� � �

× A3A2 D6

� � �

� � �

� � �

� � �

� � �

×
(
(A1)

3
)′ (

A3(A1)
2
)′

� � �

× A2(A1)
3 D5A1

� � �

� � �

� � �

× (A2)
2 (A5)

′′ � � �

× (A2)
3 E6

� � �

� � �

� � �

× (A5)
′ D6

� � �

� � �

� � �

� � �

� � �

Continued on next page
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Table 7 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

D6A1 1 1

× ∅ ∅ � � �
× A1 A1

× (A1)
2 (A1)

2

×
(
(A1)

3
)′ (

(A1)
3
)′

� � �
× A3 A3

× (A3A1)
′ (A3A1)

′

×
(
(A1)

3
)′ (

(A1)
3
)′

� � �
×

(
(A1)

3
)′′ (

(A1)
3
)′′

×
(
(A1)

4
)′′ (

(A1)
4
)′′

×
(
(A1)

4
)′

D4
� � ?

� � �

× D4 D4 � � �

× D4A1 D4A1 � � �

×
(
(A1)

4
)′′ (

(A1)
4
)′′

× (A1)
5 D4A1

� � �

� � �

× D4A1 D4A1

× D4(A1)
2 D6

� � �

� � �

� � �

� � �

� � �

× D5 D5

× D5A1 D5A1 � � �

×
(
A3(A1)

2
)′ (

A3(A1)
2
)′

× A3(A1)
3 D5A1

� � �

� � �

� � �

× D6 D6 � � �

D4(A1)
3 S3 Z3 or S3

× ∅ (A2)
2 � � �

×
(
(A1)

3
)′

(A5)
′ � � ?

� � ?

×
(
(A1)

3
)′′

(A5)
′′ � � �

× (A1)
6 D6

� � �

� � �

� � �

� � �

� � �

Continued on next page
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Table 7 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

× D4 E6

� � �

� � �

� � �

A7 Z2

1 ∅ ∅ � � �
(
(A1)

4
)′

D4
� � ?

� � �

(A3)
2 D6

� � ?

� � ?

� � �

� � �

� � �

Z2
∅

(
(A1)

3
)′ � � �

� � ?

A1

(
(A1)

4
)′′

Ψ0
∼= A3

and
Ψ0∪ (Φ∩Ea)
∼= (A3A1)

′

D4A1

� � �

� � �

� � �

� � �

(
(A1)

4
)′

D4A1

� � �

� � �

� � �

� � �

(A5)
′′ D6

� � �

� � �

� � �

� � �

� � �

(
A3(A1)

2
)′′

D5A1

� � �

� � �

� � �

� � �

� � �

(A3)
2 D6

� � �

� � �

� � �

� � �

� � �

Continued on next page
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Table 7 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

E6 Z2 Z2 ×T 1
0 ∅

(
(A1)

3
)′ � � �

� � ?

×T 1
0

Ψ0
∼= A3

and
Ψ0∪ (Φ∩Ea)
∼= (A3A1)

′

D4A1

� � �

� � �

� � �

� � �

×T 1
0 (A2)

2 (A5)
′ � � �

� � �

×T 1
0 D4 D5A1

� � �

� � �

� � �

� � �

� � �

×T 1
0 (A5)

′′ D6

� � �

� � �

� � �

� � �

� � �

(A1)
7 GL3(2)

Z7, Z7�Z3

or GL3(2)
∅ A6 � � �

Appendix F

Φ = E8 =
α1

α2

α3 α4 α5 α6 α7 α8

Let Φ = E8. We use the following standard parametrisation in R8 of Φ. Let
α1 = −(

∑8
i=1 ei)/2, α2 = e6 + e7, α3 = e6 − e7, α4 = e5 − e6, α5 = e4 − e5,

α6 = e3 − e4, α7 = e2 − e3 and α8 = e1 − e2. The highest root of Φ is e1 − e8. The
Weyl group of Φ is W ∼= Z2 .PSO

+
8 (2) .Z2 and the longest element of W is −1.

By Table II of [35], the isotropic indices of type Φ consist of ,

, , , and

. All of these indices are of inner type since Iso(Φ) = W .
Recall from Table 2 that Δ is one of (A4)

2, A8, E6A2, D8, (A2)
4, E7A1, (D4)

2

or (A1)
8. In the fourth column of Table 8 we list all indices H of type Δ that are

maximal in Φ. For each of those indices H, we compute the W -conjugacy class of
Φa in Φ.

If H is one of × , , × , × , × ,

or then Φs = (Ψ0)
⊥ (this last index is oriented such

that Ψ0
∼= (A7)

′, that is, Ψ0 is a copy of A7 in E8 with a non-trivial perp). If

H = × then Φs =
〈
α2
0

〉
. For each of these cases, Φs

∼= A1 and r(Φs) =

rs(H) = 1. Hence Φa = (Φs)
⊥ ∼= E7 since Φs spans Es.
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If H is one of × , × , × , or

then Φs = (Ψ0)
⊥ (this last index is oriented such that Ψ0

∼=
(
(A3)

2
)′
,

that is, Ψ0 is a copy of (A3)
2 in E8 with a non-trivial perp). If H = × then

Φs = (Ψ0)
⊥Ψ . If H = × then Φs =

〈
α1
0, α

2
0

〉
. If H = × then

Φs =
〈
α1
0, β

〉
, where β = 0 1 1 0 ∈ Ψ1. If H = then Φs =

〈
α0, γ

〉
, where

γ = 0 1 1 1 1 1 1 0 ∈ Ψ. For each of these cases, Φs
∼= (A1)

2 and r(Φs) = rs(H) = 2.
Hence Φa = (Φs)

⊥ ∼= D6.

If H is one of × , or × then Φs =

(Ψ0)
⊥. If H = × then Φs =

〈
α1
0, δ

〉
, where δ = 0

0 1 0
∈ Ψ1. For each of

these cases, Φs
∼= A2 and r(Φs) = rs(H) = 2. Hence Φa = (Φs)

⊥ ∼= E6.

If H = × then Φs =
〈
α1
0, α

2
0, ε

〉
, where ε = 0 1 1 0 ∈ Ψ1. If H =

then Φs =
〈
α0, ζ1, ζ2

〉
, where ζ1 = 0 1 1 1 1 1 1 0 ∈ Ψ and ζ2 =

0 0 1 1 1 1 0 0 ∈ Ψ. If H = × then Φs is generated by α2
0 and the perp

of Ψ0 in Ψ1. For each of these cases, Φs
∼= (A1)

3 and r(Φs) = rs(H) = 3. Hence
Φa = (Φs)

⊥ ∼= D4A1.

If H = × then Φs is generated by α2
0 and the perp of Ψ0 in Ψ1. If

H = × then Φs =
〈
α1
0, α

2
0, η

〉
, where η = 0

0 1 0
∈ Ψ1. For both of these

cases, Φs
∼= A2A1 and r(Φs) = rs(H) = 3. Hence Φa = (Φs)

⊥ ∼= A5.

If H = × then Φs =
〈
α1
0, α

2
0, κ1, κ2

〉
, where κi = 0 1 1 0 ∈ Ψi for

i = 1, 2. If H = then Φs =
〈
α0, λ1, λ2, λ3

〉
, where λ1 = 0 1 1 1 1 1 1 0 ∈

Ψ, λ2 = 0 0 1 1 1 1 0 0 ∈ Ψ and λ3 = 0 0 0 1 1 0 0 0 ∈ Ψ. For both of

these cases, Φs
∼=

(
(A1)

4
)′′

and r(Φs) = rs(H) = 4. That is, Φs is a copy of

(A1)
4 in E8 that is parabolic and is not contained in some D4 subsystem. Hence

Φa = (Φs)
⊥ ∼=

(
(A1)

4
)′′
.

If H = × then Φs =
〈
α1
0, α

2
0, μ1, μ2

〉
, where μi =

0

0 1 0
∈ Ψi for i = 1, 2.

Observe that Φs
∼= (A2)

2 and r(Φs) = rs(H) = 4. Hence Φa = (Φs)
⊥ ∼= (A2)

2.

If H is either × or then Φs = (Ψ0)
⊥ (note that

Ψ0
∼=

(
(A1)

4
)′
, that is, Ψ0 is a copy of (A1)

4 in E8 that is not parabolic). If

H = × then Φs =
〈
α1
0, ν1, ν2, ν3

〉
, where ν1 = 0

0 0 1 0 0
∈ Ψ1, ν2 =

1

0 0 1 0 0
∈ Ψ1 and ν3 = 0

1 1 1 1 1
∈ Ψ1. For each of these cases, Φs

∼= D4 and

r(Φs) = rs(H) = 4. Hence Φa = (Φs)
⊥ ∼= D4.

If H = × then let ξ1 = 0

0 0 1 0 0
∈ Ψ1, ξ2 = 1

0 0 1 0 0
∈ Ψ1 and

ξ3 = 0

1 1 1 1 1
∈ Ψ1. Then Φs =

〈
α1
0, α

2
0, ξ1, ξ2, ξ3

〉 ∼= D4A1 and r(Φs) = rs(H) = 5.

Hence Φa = (Φs)
⊥ ∼= (A1)

3.
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If H = × then Φa
∼= D7 as this is the only parabolic subsystem

of Φ that contains Ψ0
∼= D5(A1)

2. Similarly, if H = then Φa
∼= D7

as this is the only parabolic subsystem of Φ that contains Ψ0
∼= D4A3.

Consider the case whereH= (resp. × ). Let Θ:=
〈
α1
0, α

2
0, α

3
0, α

4
0

〉
.

Observe that Θ ∼= Θ⊥ ∼=
(
(A1)

4
)′′

(that is, Θ and Θ⊥ are parabolic subsystems of
E8 that are not contained in some D4 subsystem). Observe that Π acts transitively
(resp. with two orbits of equal size) on the factors of Θ. By inspection of the
action of AutW (WΘΘ⊥) ∼= AGL3(2) on the factors of ΘΘ⊥, we deduce that Π also
acts transitively (resp. with two orbits of equal size) on the factors of Θ⊥. Let
ΘR denote the subspace of E that is generated by Θ. Note that Es is a subspace
of ΘR of dimension 1 (resp. 2). Hence, by Lemma 2.8, Φa is a rank 7 (resp. 6)
parabolic subsystem of Φ that contains Θ⊥ and AutWΦa

(WΘ⊥) acts transitively

(resp. with two orbits of equal size) on the factors of Θ⊥. The only possibility for

such a subsystem Φa is of type (A7)
′′ (resp.

(
(A3)

2
)′′
).

If H = then Π = 〈ρ〉 ∼= Z2, where ρ acts on Δ as the non-trivial graph

automorphism. Let Ω := (Ψ0)
⊥ ∼= A2. Observe that ρ acts on Ω as an element of

order 2 in WΩ. In particular, ρ does not fix pointwise any root in Ω. By Lemma
2.8, Φa is a rank 7 parabolic subsystem of Φ that contains Ψ0

∼= (A2)
3. There are

two possibilities, either Φa is of type E7 or of type E6A1. Assume that Φa
∼= E7.

Then Π acts trivially on (Φa)
⊥ ∼= A1 by Lemma 2.8. But (Φa)

⊥ ⊂ Ω and so ρ fixes
some root in Ω. This is a contradiction. Hence Φa

∼= E6A1.
For the next cases, without loss of generality, we choose a representative of the

W -conjugacy class of Δ in Φ using the standard parametrisation in R8 of Φ. We will
need the following roots in Φ. Let ω1 := (−e1 + e2 + e3 + e4 + e5 + e6 − e7 + e8)/2,
ω2 := (−e1 − e2 + e3 − e4 − e5 − e6 − e7 + e8)/2, ω3 := (−e1 − e2 − e3 − e4 +
e5 + e6 + e7 + e8)/2 and ω4 := (e1 + e2 + e3 − e4 − e5 + e6 + e7 + e8)/2. Let
τ1 := (e1+e2+e3+e4+e5+e6−e7−e8)/2, τ2 := (e1+e2+e3−e4−e5−e6+e7−e8)/2
and τ3 := (−e1 − e2 − e3 + e4 + e5 + e6 + e7 − e8)/2. Let υ := (e1 + e2 + e3 −
e4 − e5 + e6 − e7 − e8)/2, φ := (−e1 + e2 − e3 + e4 − e5 + e6 + e7 − e8)/2 and
ψ := (−e1 + e2 + e3 − e4 + e5 + e6 + e7 + e8)/2.

IfH = then let Δ1 =
{
ω1, α8, α7, ω2

}
and Δ2 =

{
ω3, α5, α4, ω4

}
. IfH=

× then let Δ=
{
α1, τ1, τ2, τ3, α4, α5, α7, α8

}
where Δ0 =

{
α4, α5, α7, α8

}
.

If H = × then let Δ1 =
{
α1, α2, α3, α4, α5, υ

}
and Δ2 =

{
α7, α8

}
. If

H = then let Δ1 =
{
α8, α6, α4, φ

}
and Δ2 =

{
e1 + e2, e3 + e4, e5 + e6, α1

}
.

For each of these cases, observe that e8 is fixed by Π and rs(H) = 1. So Es is
generated by e8. Hence Φa =

〈
α2, α3, α4, α5, α6, α7, α8

〉 ∼= D7.

If H = then let Δ =
{
e1 − e8,−e1 − e8, e2 − e3, e2 + e3, e4 −

e5, e4 + e5, e6 − e7, e6 + e7
}
. Observe that e2 + e4 + e6 − e8 is fixed by Π and that

rs(H) = 1. So Es is generated by e2 + e4 + e6 − e8. Hence Φa =
〈
− e4 − e8, e4 −

e2, ψ, e1 − e3, e3 − e5, e5 − e7,−e1 − e3
〉 ∼= D7.

If H = then again let Δ1 =
{
ω1, α8, α7, ω2

}
and Δ2 =

{
ω3, α5, α4, ω4

}
.

Observe that e8 and e1 − e3 + e4 − e6 are both fixed by Π and that rs(H) = 2. So
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{
e8, e1 − e3 + e4 − e6

}
is a basis for Es. Hence Φa =

〈
e1 + e3,−e3 − e4, e4 + e6

〉
∪〈

e2 − e5, e5 − e7,−e2 − e5
〉 ∼=

(
(A3)

2
)′′
.

If H = × then let Δ1 =
{
α1, α2, α3, α4, α5, υ

}
and Δ2 =

{
α7, α8

}
.

Observe that e8 and e1−e3 are both fixed by Π and that rs(H) = 2. So
{
e8, e1−e3

}
is a basis for Es. Hence Φa =

〈
α2, α3, α4, α5, e2 − e4, e1 + e3

〉 ∼= D5A1.

If H = then let Δ1 =
{
α8, α6, α4, φ

}
and Δ2 =

{
e1 + e2, e3 + e4, e5 +

e6, α1

}
. Observe that e8 and e1 + e3 + e5 are both fixed by Π and that rs(H) = 2.

So
{
e8, e1 + e3 + e5

}
is a basis for Es. Hence Φa =

〈
e2 − e4, e4 − e6, e6 − e7, e6 +

e7
〉
∪
〈
e1 − e3, e3 − e5

〉 ∼= D4A2.
For all remaining indices H listed in the fourth column of Table 8, we observe

that Ψ0 is a parabolic subsystem of Φ and we use Lemma 2.8 to check that r(Φa) =
r(Ψ0). So Φa = Ψ0 since Φa is a parabolic subsystem of Φ that contains Ψ0. That
is, H is independent in Φ.
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Table 8. Isotropic maximal embeddings of abstract indices of
type E8

Special fields

Δ StabW (Δ) Π iiaaaHaaaii Ψ0 Φa G cd 1 R Qp

(A4)
2 Z4

1
( )2 ∅ ∅ � � �

× A4 A4

Z2

× ∅
(
(A1)

4
)′′ � � �

× A2 D4A1
� � �

� � �

× A4 D6

� � �

� � �

� � �

× (A2)
2 D6

� � �

� � �

� � �

× A4A2 E7

� � �

� � �

� � �

� � �

� � �

Z4

∅
(
(A3)

2
)′′ � � �

(A2)
2 D7

� � �

� � �

� � �

� � �

A8 Z2

1

∅ ∅ � � �

(A2)
3 E6

� � ?

� � �

� � �

Z2

∅
(
(A1)

4
)′′ � � �

A2 D4A1
� � �

� � �

A4 D6

� � �

� � �

� � �

A6 E7

� � �

� � �

� � �

� � �

� � �

(A2)
3 E6A1

� � �

� � �

� � �

Continued on next page
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Table 8 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

E6A2 Z2 1 × ∅ ∅ � � �
× A2 A2

× (A2)
2 (A2)

2

× (A2)
3 E6

� � ?

� � �

� � �

× D4 D4 � � �

× D4A2 D4A2

× E6 E6 � � �

Z2

× ∅ (A1)
3 � � �

× A2 D4
� � �

� � �

× A3 D4A1
� � �

� � �

× A3A2 D6

� � �

� � �

� � �

× (A2)
2 A5 � � �

× (A2)
3 E6

� � �

� � �

� � �

× D4 D5A1
� � �

� � �

× D4A2 D7

� � �

� � �

� � �

� � �

× A5 D6

� � �

� � �

� � �

× A5A2 E7

� � �

� � �

� � �

� � �

� � �

× E6 E7

� � �

� � �

� � �

� � �

Continued on next page
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Table 8 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

� � �

D8 1 1 ∅ ∅ � � �
(A1)

2 (A1)
2

A3 A3

D4 D4 � � �

(
(A1)

4
)′

D4
� � ?

� � �(
(A1)

4
)′′ (

(A1)
4
)′′

D5 D5

D4(A1)
2 D6

� � �

� � �

� � �

D6 D6 � � �

(
(A3)

2
)′

D6

� � �

� � �

� � �(
(A3)

2
)′′ (

(A3)
2
)′′

D6A1 E7

� � �

� � �

� � �

� � �

� � �

D4A3 D7

� � �

� � �

� � �

� � �

D7 D7 � � �

(A7)
′ E7

� � �

� � �

� � �

� � �

� � �

(A7)
′′ (A7)

′′

(A2)
4 GL2(3)

Z4 or Di8

× ∅
(
(A3)

2
)′′ � � �

× (A2)
2 D7

� � �

� � �

� � �

� � �

SL2(3), GL2(3)

Q8, Z8 or SDi16
∅ (A7)

′′ � � �

Continued on next page
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Table 8 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

E7A1 1 1 × ∅ ∅ � � �
× A1 A1

× (A1)
3 (A1)

3

× (
(A1)

4
)′

D4
� � ?

� � �

× D4 D4 � � �

× D4A1 D4A1

× D4A1 D4A1

× D4(A1)
2 D6

� � �

� � �

� � �

× D5A1 D5A1

× D5(A1)
2 D7

� � �

� � �

� � �

� � �

× D6 D6 � � �

× D6A1 E7

� � �

� � �

� � �

� � �

� � �

× E6 E6 � � �

× E6A1 E6A1

× E7 E7 � � �

(D4)
2 Z2×S3

Z3 or S3

× ∅ (A2)
2 � � �

× (A1)
3 A5 � � �

× D4 E6

� � �

� � �

� � �

× (A1)
6 D6

� � �

� � �

� � �

× D4(A1)
3 E7

� � �

� � �

� � �

� � �

� � �

Continued on next page
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Table 8 – continued from previous page
Special fields

Δ StabW (Δ) Π H Ψ0 Φa G cd 1 R Qp

Z6 or
Z2×S3

∅ D4A2
� � �
� � �

(A1)
6 D7

� � �

� � �

� � �

� � �

(A1)
8

AGL3(2)
= V �Y[
V ∼=(Z2)

3,

Y ∼=GL3(2)

]
Y1

∼=GL3(2),

(Y , Y1 non-conj.)

V �(Z7�Z3),

V �Z7 or

AGL3(2)

∅ D7

� � ?

� � �

� � �

� � �
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[24] Ichirô Satake, On representations and compactifications of symmetric Riemannian spaces,
Ann. of Math. (2) 71 (1960), 77–110, DOI 10.2307/1969880. MR118775
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