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Introduction. The development of mathematics has often been aided by the use of models from science and technology. There are three main reasons why models help: (i) attention is focused on significant problems; (ii) the intuition is aided in perceiving complex relations; (iii) new concepts are suggested. This paper describes problems arising from models which have interested me. The models come from physics, chemistry, engineering, and economics.

1. The Dirichlet problem for the wave equation. We are given two photographs of a vibrating string, one at time $t=0$ and another at a later time $t=\alpha$, as illustrated in Figure 1. Is it possible to determine the state at intermediate times? This puzzle led David Bourgin and me to study the Dirichlet problem for the wave equation. The wave equation is
\[
\frac{\partial^2 y}{\partial x^2} = \frac{\partial^2 y}{\partial t^2}
\]
and the region of concern is the rectangle $R$, $0 \leq x \leq 1$, $0 \leq t \leq \alpha$. There are solutions of the form $y = \sin(\pi nx)\sin(\pi nt)$ for any integer $n$. Then if $\alpha$ is a rational number, say $\alpha = m/n$, it is seen that given $y$ at $t=0$ and $t=\alpha$ does not determine $y$ at intermediate times. On the other hand, we found that if $\alpha$ was irrational and $y$ was of class $C^2$ in the rectangle $R$, then $y$ was uniquely determined.
Thus the irrationality of \( \alpha \) established the uniqueness of the Dirichlet problem. To establish existence we had to assume that \( \alpha \) could not be approximated too rapidly by rationals. For example suppose that for suitable positive constant \( A \) and integer \( k \),
\[ |\alpha - \frac{m}{n}| > \frac{A}{n^k} \]
for all integers \( m \) and \( n \). Thus if the values of \( y \) at times \( t=0 \), \( t=\alpha \) are functions of class \( C^{3+k} \), then there exists a solution of the wave equation at intermediate times. It is of interest to note that the above inequality holds if \( \alpha \) is an algebraic number of degree \( k \).

This mathematical problem which we solved was inspired by the physical model of a vibrating string. However it is not clear what the mathematical solution really implies for the physical situation. Thus what is the physical significance of the statement that a time interval may be an irrational number but not a rational number?


2. Heavy Photon. Maxwell’s equations give the wave equation for the photon. The photon has zero rest mass. Proca proposed the following modification of Maxwell’s equations for a particle of rest mass \( m \),

\[
\frac{\partial \varphi_i}{\partial x_i} - \frac{\partial \varphi_j}{\partial x_j} = \mu f_{ij}, \quad \sum_1^4 \frac{\partial f_{ij}}{\partial x_i} = \mu \varphi_i.
\]

Here \( \mu^2 = -m^2 c^2 \) and \( x_i^2 = -c^2 t^2 \). These equations are somewhat unwieldy to manipulate. Taking a hint from Dirac, I found that the system of linear equations (1) may be expressed as a single vector wave equation

\[
\sum_1^4 \beta_i \frac{\partial \psi}{\partial x_i} = \mu \psi.
\]

Here \( \psi \) is the column vector with ten components

\[
\psi = (\varphi_1, \varphi_2, \varphi_3, \varphi_4, f_{14}, f_{24}, f_{34}, f_{32}, f_{31}, f_{13}),
\]

and \( \beta_1, \beta_2, \beta_3, \) and \( \beta_4 \) denote 10 by 10 constant matrices. They were found to satisfy the following identities

\[
\beta_i^3 = \beta_i, \quad \beta_i \beta_j + \beta_j \beta_i = \beta_i, \quad \beta_i \beta_j \beta_k + \beta_k \beta_j \beta_i = 0.
\]

These have since been termed the Duffin, Petiau, Kemmer commutation relations. Let

\[
L_{ij} = \left( x_i \frac{\partial}{\partial x_j} - x_j \frac{\partial}{\partial x_i} \right) - (-1)^{1/2} \hbar S_{ij},
\]

where \( S_{ij} = \beta_i \beta_j - \beta_j \beta_i \). Then the angular momentum operator \( L_{ij} \) is seen to commute with the operator of equation (2). Moreover the matrix
\((-1)^{1/2}S_{ij}\) has eigenvalues 1, 0, and \(-1\). The physical interpretation of this is that the Proca particle has spin 1.

There are various other properties of the \(B\) matrices: If the \(B\) are transformed as components of a four vector, then the commutation relations are invariant under a Lorentz transformation. Again the \(B\) generate an interesting semisimple algebra.

The conclusion to be drawn from this study is that the matrices implicit in a system of partial differential equations may give rise to an algebraic formalism both elegant and significant.


3. Bernstein inequality for nonanalytic functions. The following theorem of S. Bernstein plays a central role in approximation theory.

A. Let \(p(x)\) be a trigonometric polynomial of degree \(n\),

\[
p(x) = \sum_{i=0}^{n} (a_i \cos \nu x + b_i \sin \nu x).
\]

If \(|p(x)| \leq 1\) for all \(x\), then \(|dp/dx| \leq n\).

It seemed desirable to extend this theorem to nonanalytic functions. To do this Albert Schaeffer and I proved the following theorem.

B. Let \(f\) be a function such that for some integer \(m\) and for all \(x\),

\[
|f(x)|^2 \leq 1, \quad (f^{(m)}(x))^2 + (f^{(m-1)}(x))^2 \leq 1.
\]

Then for \(k=1, 2, \ldots, m\),

\[
(f^{(k)}(x))^2 + (f^{(k-1)}(x))^2 \leq 1.
\]

The proof begins by considering the case \(m=2\). Consider the function

\[
\varphi(x) = (f'(x))^2 + (f(x))^2.
\]

If \(\varphi(x) \leq 1\) does not hold, then \(\varphi\) has a local maximum at some point \(x_0\) and \(\varphi(x_0) > 1\). Thus \(\varphi'(x_0) = 2f'(x_0)(f(x_0) + f''(x_0)) = 0\). If the first factor is zero, then \(\varphi(x_0) = (f(x_0))^2 \leq 1\). If the second factor is zero, then \(\varphi(x_0) = (-f''(x_0))^2 + (f'(x_0))^2 \leq 1\). This contradiction proves the theorem in the case \(m=2\). The proof is completed by induction.

Theorem B proves Bernstein’s inequality. To see this let \(f(x) = p(x/\lambda)\) where \(\lambda\) is some constant greater than \(n\). It follows that as \(m \to \infty, f^{(m)}(x) \to 0\) uniformly. Thus for \(m\) sufficiently large, the conditions of Theorem B
are satisfied so

\[ 1 \geq |f'(x)| = |p'(x)/\lambda| . \]

Allowing \( \lambda \to n \) shows that \( |p'| \leq n \). Q.E.D.


4. A refinement of Markoff’s inequality. The following theorem of A. Markoff plays an important role in approximation theory.

Let \( p(x) \) be a polynomial of degree \( n \),

\[ p(x) = \sum_{0}^{n} a_{i} x^{i} . \]

If

(a) \[ |p(x)| \leq 1 \quad \text{for} -1 \leq x \leq 1 , \]

then \( |p'(x)| \leq n^{3} \) in the same interval.

Albert Schaeffer and I found a refinement of this theorem to the effect that the conclusion holds when (a) is replaced by the weaker condition

(a*) \[ |p(\cos k \pi/n)| \leq 1 \quad \text{for} k = 0, 1, \cdots , n . \]

The proof employed rather involved complex variable techniques.

In recent years a more general approach to such problems has been developed by use of functional analysis. Is it possible, by such methods, to extend the refined Markoff inequality to a wider class of functions?


5. Representation of Fourier integrals as sums. Fourier integrals are an indispensable tool in almost all branches of applied mathematics. Since these integrals are difficult to evaluate numerically, I sought to replace the integrals by series.

Given an arbitrary function \( \varphi(x) \), let functions \( f(x) \) and \( g(x) \) be defined by the sums:

(1a) \[ f(x) = \varphi(x) - (1/3)\varphi(x/3) + (1/5)\varphi(x/5) - \cdots , \]

(1b) \[ g(x) = (1/x)\varphi(1/x) - (1/x)\varphi(3/x) + (1/x)\varphi(5/x) - \cdots . \]

Then \( f(x) \) and \( g(x) \) are Fourier sine transforms; that is,

(2a) \[ g(x) = \int_{0}^{\infty} \sin(\pi xt/2) f(t) \, dt , \]
(2b) \[ f(x) = \int_0^\infty \sin(\pi x t/2) g(t) \, dt, \]

under mild restriction on \( q \).

An intuitive proof of this can be based on the well-known Poisson summation formula for the sine transform,

(3) \[ f(x) - f(3x) + f(5x) - \cdots = \frac{1}{x} g\left(\frac{1}{x}\right) - \frac{1}{x} g\left(\frac{3}{x}\right) + \frac{1}{x} g\left(\frac{5}{x}\right) \cdots. \]

This holds for sine transform pairs \((f, g)\). If (1a) and (1b) are substituted in (3), it is seen that both sides reduce to

(4) \[ \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} a_n a_m g\left(\frac{m}{n}\right), \]

where \( a_1 = 1, a_2 = 0, a_3 = -1, \) etc. Since \( x \) is arbitrary, this is an indication of the validity of (1) and (2).

The left side of (3) is a Möbius series \( M(x) \),

(5) \[ M(x) = f(x) - f(3x) + f(5x) - \cdots. \]

The inversion of this series is

(6) \[ f(x) = M(x) - \mu_3 M(3x) + \mu_5 M(5x) - \cdots, \]

where \( \mu_n \) is the well-known Möbius symbol. Applying this inversion to the right side of (3) gives

(7) \[ f(x) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \mu_n a_n a_m g\left(\frac{m}{n}\right). \]

This is a direct representation of the Fourier sine transform as a double sum.


6. Hadamard’s conjecture on the clamped plate. The following conjecture was made by Hadamard in his 1908 prize memoir on the elastic plate.

(A) If a perpendicular force is applied at some point of a thin, flat, elastic plate which is rigidly clamped on its boundary then the displacement of the plate is of one sign at all points.
Suppose that the plate is in the \((x, y)\) plane, then a displacement \(w(x, y)\) of the plate satisfies the biharmonic equation

\[
(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2})^2 w = 0
\]

in a region \(R\) where no forces are applied. By an argument appealing to the reciprocity principle (conservation of energy), it may be shown that Hadamard's conjecture is equivalent to the following assertion.

(B) Suppose a function \(w\) is biharmonic in a region \(R\), and that on the boundary \(w \geq 0\) and \(-\partial w/\partial n \geq 0\), where \(n\) is the exterior normal. Then \(w \geq 0\) throughout \(R\). (This statement could be interpreted as a maximum principle for biharmonic functions.)

The assertion (B) is false, as the following counterexample shows. First it is observed that if \(q\) is any complex constant, then \(e^{iqx} \sinh qy\) and \(e^{iqx} \cosh qy\) are both harmonic functions. Moreover if \(h\) is a harmonic function, \(y h\) is biharmonic. Thus

\[
f = e^{iqx} (-\cosh qy + y \coth q \sinh qy)
\]

is a biharmonic function. If \(q = 1.12 + i2.10\), then \(q + \cosh q \sinh q = 0\), and it is easy to check that \(f = 0\) and \(\partial f/\partial y = 0\) on the lines \(y = \pm 1\). Let \(w = \text{Re}(f)\). Then \(w(x, 0) = -e^{-2.1x} \cos 1.12x\), so \(f\) has nodal lines which intersect the \(x\) axis at \(1.12x = \pi/2 + n\pi\). Let the region \(R\) be bounded by the lines \(y = \pm 1\) and the nodal lines which intersect the \(x\) axis at \(1.12x = \pm 3\pi/2\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{The clamped strip}
\end{figure}

Then \(R\) is divided into three congruent sections as is shown in the figure. Then \(w \leq 0\) in the central section and \(w \geq 0\) in the others. Thus \(w = 0\) and \(-\partial w/\partial n \geq 0\) on the boundary of \(R\). However \(w(0, 0) < 0\), and this contradicts statement (B). Hence statements (A) and (B) are both false.

The question still remained of whether or not there is any correct analog of the maximum principle for the biharmonic equation. The following is one such principle:

(C) Let \(w\) be biharmonic in a region \(R\), let \((a, b)\) be a point in \(R\), and let
Let \( w(a, b) \) be the vector with components \( x—a, y—b \). Then

\[
\max_{\partial R}[w - r \cdot \nabla w + r^2 \Delta w/4]
\]

where \( \partial R \) denotes the boundary of \( R \).

**Proof.** A short calculation shows that if \( w \) is biharmonic, then \( w - r \cdot \nabla w + r^2 \Delta w/4 \) is harmonic. Thus the inequality follows from the classical maximum principle.

Presumably such maximum principles for biharmonic functions could have applications in elasticity.


7. **Szegö’s conjecture on the clamped plate.** The normal modes of vibration of a clamped plate satisfy the biharmonic wave equation

\[
\Delta^2 w = \lambda^4 w.
\]

The boundary conditions are, of course,

\[
w = 0, \quad \partial w/\partial n = 0.
\]

Szegö assumed that the gravest mode of vibration is free of nodal lines. Under this hypothesis he proved that of all plates of a given area, the circular plate has the gravest tone.

Studies made in collaboration with Alfred Schild and Douglas Shaffer indicate that Szegö’s conjecture is not universally valid. In particular we solved equation (1) for a ring-shaped plate. In this geometry the wave equation is separable, and solutions have the form

\[
w = f_n(r)\cos n\theta.
\]

The radial part \( f_n(r) \) is of the form

\[
f_n(r) = aJ_n(\lambda r) + b Y_n(\lambda r) + c I_n(\lambda r) + d K_n(\lambda r),
\]

where \( J_n, Y_n, I_n, \) and \( K_n \) are standard notation for the Bessel functions. The constants \( a, b, c, d \) are chosen to satisfy the boundary condition (2) on both the inner and outer circles.

We found that if the outer circle had a diameter of over 715 times the diameter of the inner circle, then the gravest mode of vibration has a diametral nodal line. This corresponds to \( n = 1 \) in equation (3). We also found the conjecture to be false in a simply connected domain.


8. The Wang algebra of networks. Consider a network of electrical conductors such as shown in the figure. To determine the joint conductance of the network, one could set up Kirchhoff’s equations and solve for the current flow through the battery.

K. T. Wang managed an electrical power plant in China, and in his spare time sought simple rules for solving the network equations. Wang’s rules were published in the reference indicated below [5]. Wang could not write in English so his paper was actually written by his son, then a college student. Raoul Bott and I recognized that Wang’s rules actually define an algebra. We restated the rules as three postulates for an algebra:

\[ xy = yx, \quad x + x = 0, \quad xx = 0. \]

![Figure 8. A simple network](https://www.ams.org/journal-terms-of-use)

To apply the Wang algebra to the network shown, let the conductances of the various branches be \( a, b, c, d \) and \( e \). Also regard these symbols as independent generators of a Wang algebra. A star element of the algebra is defined as the sum of the branches meeting at a node. Thus the star element at node 3 is \( a + b + c \).

An algorithm for finding the joint conductance between nodes 1 and 2 follows. First form \( P \), the Wang product of all star elements except those at nodes 1 and 2. Thus

\[ P = (a + b + c)(c + d + e). \]

Using the postulate (iii) gives

\[ P = ac + ad + ae + bc + bd + be + cd + ce. \]
Next form the Wang product $T$ of all stars except one. Then

$$T = aP = abc + abd + abe + acd + ace.$$  (All trees!)

Then the joint conductance $K$ between nodes 1 and 2 is given as the ratio

$$K = \frac{T}{P} = \frac{abc + abd + abe + acd + ace}{ac + ad + ae + bc + bd + be + cd + ce}.$$

The Wang algebra has interesting and important connections with matroid theory, totally unimodular matrices, and Grassmann algebra. In fact Wang algebra is Grassmann algebra over the mod 2 field. The trees of any graph are given by the above algorithm for $T$.


9. **Sampling of particle size by planar sectioning.** In some aluminum-silicon alloys, most of the silicon is distributed as small particles throughout an aluminum matrix. It is of importance in metallurgy to know the distribution of particle size. However it is very difficult to observe directly the size distribution. Instead, linear or planar samples are observed from a cross section of the alloy as shown in the figure. The problem thereby posed is the determination of the true size distribution of the particle from the observation of linear or planar samples.

![Figure 9. A planar section of particles](https://www.ams.org/journal-terms-of-use)
In a study made in collaboration with Russell Meussner and Frederick Rhines, it was found that if the particles are assumed to be spherical, then the size distribution of linear or planar sections is related to the true size distributions by certain integral equations. These integral equations are analogous to Abel's equation and the fractional integration of Herman Weyl [1] and it proved possible to obtain the resolvent kernels.

The following distribution functions were related:

(a) The sphere distribution function \( G_s(s) \) is the average number of spheres per cubic centimeter having diameter greater than \( s \).

(b) The circle distribution function \( G_c(s) \) is the average number of circles per square centimeter having diameter greater than \( s \). The circles are the intersection of a plane with the spherical particles.

(c) The segment distribution function \( G_l(s) \) is the average number of segments per centimeter having length greater than \( s \). The segments are the intersection of a line with the spherical particles.

**Theorem 1.** The cumulative distribution functions are related by the following Stieltjes integrals:

\[
\begin{align*}
(1a) \quad G_s(s) &= - \int_s^\infty (n^2 - s^2)^{1/2} \, dG_s(n), \\
(1b) \quad G_c(s) &= - \frac{2}{\pi} \int_s^\infty (n^2 - s^2)^{-1/2} \, dG_s(n), \\
(2a) \quad G_l(s) &= - \frac{\pi}{4} \int_s^\infty (n^2 - s^2) \, dG_s(n), \\
(2b) \quad G_s(s) &= -(2/\pi s) \, dG_s/ds, \\
(3a) \quad G_c(s) &= - \int_s^\infty (n^2 - s^2)^{1/2} \, dG_s(n), \\
(3b) \quad G_l(s) &= - \frac{2}{\pi} \int_s^\infty (n^2 - s^2)^{-1/2} \, dG_l(n).
\end{align*}
\]

A distribution function may be termed Gaussian if it has the form \( G(s) = A \exp(-ks^2) \), where \( A \) and \( k \) are constants. (This is not the same as the Gaussian density function.)

**Theorem 2.** If any two of the distribution functions \( G_s, G_c, \) and \( G_l \) are proportional, then they are all Gaussian. If any one of them is Gaussian, all are Gaussian.

The proof of Theorem 2 follows from the relations of Theorem 1.

10. Rayleigh quotient for dissipative systems. Consider a mechanical system of \( n \)-degrees of freedom vibrating about a position of static equilibrium. If the vibrations are small then Newton’s equation can be written in the linear form

\[
A(d^2Q/dt^2) + CQ = 0,
\]

where \( A \) and \( C \) are \( n \) by \( n \) symmetric positive definite matrices of constants. A normal mode of motion is of the form \( Q = qe^{i\omega t} \), where the vector \( q \) is independent of the time, and \( \omega \) is the frequency of vibration. Thus \( \omega^2 A q - C q = 0 \). The Rayleigh quotient is

\[
R = \frac{c(q)/a(q)}{c(q)/a(q)}
\]

where \( a \) and \( c \) are the quadratic forms \((A v, v)\) and \((C v, v)\). The minimum frequency satisfies the relation

\[
\omega = \min_v [a(v)/c(v)]^{1/2}
\]

for arbitrary real vectors \( v \). The maximum frequency satisfies a similar relation.

When frictional forces are introduced, Newton’s equations take the form

\[
A \frac{d^2 Q}{dt^2} + B \frac{dQ}{dt} + CQ = 0,
\]

where \( B \) is also a symmetric positive definite matrix. Again let \( a(v) \), \( b(v) \), and \( c(v) \) denote the corresponding quadratic forms. A solution of the form \( qe^{-kt} \) satisfies the relation \( k^2 a(q) - kb(q) + c(q) = 0 \). To make sure that \( k \) was real, I defined an overdamped system by the relation

\[
b^2(v) - 4a(v)c(v) > 0
\]

for arbitrary real vectors \( v \). The nonlinear eigenvalue \( k \) corresponds to a motion of exponential decay (like radioactivity). It was found that the correspondent of the Rayleigh quotient is the functional

\[
R(v) = (b \pm (b^2 - 4ac)^{1/2})/2a.
\]

Then the largest decay constant is given by

\[
k = \max_v \left( \frac{b + (b^2 - 4ac)^{1/2}}{2a} \right).
\]
The smallest decay constant satisfies

\[ k = \min_v \left( \frac{b - (b^2 - 4ac)^{1/2}}{2a} \right). \]

A similar theory holds when the frictional forces are replaced by gyroscopic forces. Then the matrix \( B \) is skew symmetric.


11. Optimization of cooling fins. A common problem of heat transfer is the design of machinery so that the structure can dissipate excess heat. For example cooling fins are used on cylinders of air-cooled engines as shown in the figure. Suppose for such an example that the fin is not permitted to exceed a given weight. It is not difficult to see that the fin should taper, narrowing in the direction of heat flow. The optimum design problem arising may be phrased in this way—find the taper, a thickness function \( p(x) \), which gives the maximum dissipation of heat for a given weight of fin.

If the fin is of constant width, the weight of the fin is proportional to \( \int_0^L p(x) \, dx \), where \( L \) is the length of the fin. The heat dissipated to the air is proportional to \( \int_0^L u(x) \, dx \), where \( u(x) \) is the temperature of the fin relative to the air. Of course, \( u \) has a prescribed value \( u_0 \) on the cylinder,
$x=0$. If the fin is thin the equation of heat conduction has the form

$$
\frac{d}{dx} \left( p(x) \frac{du}{dx} \right) = cu,
$$

where $c$ is constant.

Conceivably this problem could be treated by solving the differential equation for various choices of $p$ and $L$ and retaining the best solution. Such an approach would be very difficult to implement. Instead the differential equation was regarded as the Euler equations of a variational problem. Then a grand variational problem was set up in which both the temperature function $u$ and the taper function $p$ were variables. The Euler equation for this grand variational problem proved to be very simple. The condition on the temperature was simply that the temperature gradient should have constant magnitude at all points of the fin. This relation greatly simplifies the equation of heat conduction. It then results that the taper $p$ is obtained by quadrature and the design problem is completely solved.

The above condition on the gradient was first obtained for the above special geometry. Later more general models were used and the same criterion was found to hold. The gradient condition might be stated as a “democracy” criterion thus: To obtain the maximum dissipation of heat from a cooling fin of a given weight, the fin should be so proportioned that each part of the fin carries the same heat current.


12. Prediction algorithms based on discounted least squares. In applied science it is often required to make extrapolations into the future based on observations obtained at regular time intervals in the past. A standard approach to such a problem is to extrapolate with a polynomial fitted to the data by least squares.

Theodore Schmidt and I were presented with such a situation where the observations of the distant past should be given less weight than those more recent. This discounting can be achieved by use of an exponential weight factor. Thus suppose that $y_1, y_2, y_3, \cdots$ is a sequence of real numbers giving the observation at previous times $x=1, 2, 3, \cdots$. The central
problem is to predict $y_0$, the value at $x=0$. Let $p(x)$ be a polynomial, say

$$p(x) = a + bx + cx^2.$$ 

Then the coefficients are chosen to minimize

$$E = \sum_{n=1}^{\infty} \theta^n [y_n - p(n)]^2.$$ 

Here the constant $\theta < 1$ is the discount factor. Then the predicted value of $y_0$ is defined as $y_0^* = p(0)$.

When the minimization is carried out, a “long formula” of the following type results:

$$y_0^* = \sum_{n=1}^{\infty} Q_n y_n.$$ 

Here the constants $Q_n$ can be obtained explicitly. However there is a much better algorithm termed “the short formula” given as

$$y_0^* = 3(y_1 + \theta \delta_1) - 3(y_2 + \theta^2 \delta_2) + (y_3 + \theta^3 \delta_3).$$

Here $\delta_k = y_k^* - y_k$, where $y_k^*$ is the predicted value based on the previous values $y_{k+1}, y_{k+2}, \ldots$. Thus the short formula gives the predicted value of $y$ in terms of the last three observed values and last three predicted values.

More generally if $p(x)$ is a polynomial of degree $m-1$, then the short formula is

$$y_k^* = \sum_{j=1}^{m} (-1)^{j+1} \binom{m}{j} [y_{j+k} + \theta^j \delta_{j+k}].$$

Here $\binom{m}{j}$ is the binomial coefficient.

For some applications it seemed desirable to use trigonometric polynomials or exponential polynomials instead of algebraic polynomials. Then it again proves possible to have a short formula

$$y_k^* = -\sum_{j=1}^{m} (g_j y_{j+k} + f_j \theta^j \delta_{j+k}).$$

Here the coefficients $g_j$ and $f_j$ are given by explicit formulae involving the polynomial terms.


13. **Convolution products.** The points of the complex plane with integer coordinates form a lattice which breaks up the plane into unit squares. A function $f$ is said to be discrete analytic on one of these squares if the difference quotient across one diagonal is equal to the difference quotient across the other diagonal

$$
\frac{f(z + 1 + i) - f(z)}{i + 1} = \frac{f(z + i) - f(z + 1)}{i - 1}.
$$

This definition was introduced by Rufus Issacs and Jacqueline Ferrand (Lelong). This definition leads directly to difference equation analogs of the Cauchy-Riemann equations and the Laplace equation. Many of the theorems of continuous function theory can be extended to this discrete function theory.

If $f(z)$ and $g(z)$ are two analytic functions, then their product $f(z)g(z)$ is also an analytic function. This important property does not seem to carry over to discrete function theory in any simple way. However there is another type of product in the classical theory termed the convolution and defined as

$$
f(z) * h(z) = \int_0^z f(z - w)g(w) \, dw.
$$

The integration is performed along any contour connecting $0$ and $z$. Charles Duris and I found that the same formula gives a product of two discrete analytic functions if the integral is interpreted in the following way. The contours are restricted to the lattice lines. Thus a contour is made up of unit line segments. The value of a discrete function at a point of the line segment is defined to be the average of the values at the end points. Thus the convolution product becomes the sum

$$
f * g = \sum_{n=0}^{m} \left[ \frac{f(z - z_n) + f(z - z_{n-1})}{2} \right] \left[ \frac{g(z_n) + g(z_{n-1})}{2} \right] (z_n - z_{n-1}),
$$

where $0 = z_0, z_1, z_2, \cdots, z_m = z$ is a chain of lattice points.

The convolution product of discrete analytic functions is again a discrete analytic function. The product is both commutative and associative. Thus the convolution product yields an algebra for discrete function theory.

These algorithms can be extended to arbitrary partial difference equations with constant coefficients in the plane. With each such partial differential equation, Joan Rohrer and I associated a convolution product.
Given any two solutions of the partial difference equation, the convolution product is again a solution.


14. **Convexity and chemical equilibrium.** Consider a mixture of gases in a reaction chamber and suppose that the temperature $T$ and pressure $P$ are maintained constant. Then according to Gibbs, the mixture is in equilibrium if the free energy $G$ is a minimum. For example consider the chemical reaction

$$2H_2 + O_2 = 2H_2O \text{ (steam)}.$$  

Let $x_1$ be the number of molecules of H$_2$, $x_2$ be the number of molecules of O$_2$, and $x_3$ be the number of molecules of H$_2$O. If it is assumed that there is only a negligible number of other types of molecules present, then $G=G(x_1, x_2, x_3)$. This function is to be minimized subject to the mass balance constraints

$$2x_1 + 2x_3 = e_1, \quad 2x_2 + x_3 = e_2.$$  

Here $e_1$ is the total number of hydrogen atoms in the chamber, and $e_2$ is the total number of atoms of oxygen in the chamber. Thus the equilibrium state is obtained by minimizing $G$ subject to the mass balance constraints.

To obtain the form of the free energy function $G$, chemists assume the perfect gas laws of Boyle, Charles, and Dalton. Then $G$ is given as a definite logarithmic formula involving constants which chemists determine experimentally. Moreover, it is found that $G(x)$ so evaluated is a convex function. Thus, in modern terminology, the Gibbs procedure is termed a *convex program*.

As is well known, each convex program has a dual program concerning the maximization of a concave function $G^*$. Then the theory of such programs gives the duality inequality

$$G(x_1, x_2, x_3) \geq M \geq G^*(y_1, y_2).$$  

Here $M$ is the minimum of the primal program and also the maximum of the dual program. The dual variable $y_1$ is interpolated as the chemical potential of atomic hydrogen, i.e. $y_1 = \frac{\partial G}{\partial e_1}$. Likewise $y_2$ is the chemical potential of atomic oxygen.

The same mathematical theory often applies to entirely different physical situations. Nevertheless it was somewhat surprising when Avriel, Passy, and Wilde pointed out that the above described duality theory of...
chemical equilibrium of perfect gases is essentially identical with the duality theory of geometric programming. Geometric programming concerns the economics of engineering design. The basic problem is to minimize the cost of construction and operation of a device or system.

Of course the assumption that the various compounds in a chemical reaction obey perfect gas laws is at best an approximation. Zener and I wondered whether or not the duality inequality is just an approximation. By making some mild assumption of a physical nature, we were able to show the true Gibbs function is convex, and that there exists a concave function $G^*$ which satisfies the duality inequality (3). We termed $G^*$ the anti-Gibbs function.


15. **Associative network operations.** Kirchhoff defined a network as an interconnection of resistors at nodal points. For the present purpose a network may be regarded as a black box. The nodes of the network on the surface of the box are called terminals and are ordered 1, 2, \ldots, $n$. The network may or may not have other nodes inside the box. William Anderson, George Trapp and I have studied the problem of the interconnection of such network boxes to form larger networks. Thereby we have been led to some interesting algebraic questions.

Consider two network boxes $R$ and $S$, each having $n$ terminals. How can $R$ and $S$ be conjoined to form a larger network $X$ also having $n$ terminals? As a first approach to this question we defined a device termed a junctor. A junctor is a $3n$-terminal network box. The terminals are separated into three equal banks $A$, $B$, and $J$. $A$ and $B$ are termed input banks, and $J$ is termed the output bank. Inside the junctor box the terminals are interconnected by wires of zero resistance. Such connections are subject to certain mild restrictions to ensure desirable physical properties. Thus unconnected terminals or short circuits are not allowed.

The two network boxes are $R$ and $S$, and are “plugged” into the input banks $A$ and $B$ of the junctor. Then the output bank $J$ forms the terminals of a new $n$-terminal network $X$. Thus interconnections can be symbolized as

$$X = J(R, S).$$
A junctor can be diagrammed as a triangular box. Thus Figure 15 shows a junctor for interconnecting 4 terminal networks termed the hybrid junctor.

![Figure 15. The hybrid junctor](image)

The dotted lines denote the internal connections.

Let $T$ be another $n$-terminal network box and suppose that there are two identical junctors $J$. Then a new $n$-terminal box $Y$ can be constructed as

$$Y = J(X, T) = J(J(R, S), T).$$

This raises the question of the associativity of the junctor operations. Thus, is

$$J(J(R, S), T) = J(R, J(S, T))?$$

The equality here is interpreted to mean that the interconnection between $R, S, T$ on the left and right are electrically equivalent. It is not difficult to show graphically that the hybrid junctor has the associativity property.

To study the general associativity problem we introduced $3n$ by $3n$ adjacency matrices for a junctor. The matrix elements are 0 or 1. Thus 1 means an internal connection and 0 means no connection. Our study led to simple necessary and sufficient conditions to insure the associativity condition.